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Discriminant function between composite hypotheses
and related problems

By C. RADHAKRISHNA RAO
Indian Statistical Institule, Calcutia

Suaany

The paper deals with the problem of constructing discriminant functions when the
alternative hypotheses are not simple but composite. Such a problem arises when it is
intended to identify an individual as belonging to one of two sets, each set consisting of
several populations mixed in unknown proportions. A general approach to this problem,
using the concepts of decision theory, sufficient statisties and ancillary statistics is given.
In particular, when the means of the alternative populations within a given set are linearly
related and the distributions are p variate normal, the discriminant function comes out in
a simpler form. It is linear when the dispersion matrices are the same for all the populations
and quadratic when the dispersion matrices within sete differ. Methods of estimating the
discriminant function from sample date are fully discussed. The fact that in the situations
considered one hea observations from a mixture of populations within a set does not create
any difficulty.

1. INTRODUCTION

The discriminent function, as introduced by the late Sir Ronald Fisher, for deciding
between two simple hypotheses (alternative populations) on the basis of observed data is
the logarithm of the likelihood ratio for two mmple hypothesee gwen the observations
(Welch, 1939). It is known that the discrimi fi s0 obtained provides a sufficient
reduction of data for drawing inferences on the two alternative hypotheses (Smith, 1947).
In some situations & diseriminant function derived from two simple hypotheses may provide
asufficient reduction of data for drawing inferences on a wider set ofslt.emn.hw:s (Rao, 1962).
The importance of the latter result in practical applications of the discriminant functi
was d d in earlier publications (Reo, 1981, 1962, 1965}.

The question naturally nrises a8 to what is & suitable discriminant function when the
alternative hypotheses are not simple but composite. Such & problem was faced by Burnaby
(1966) when he wanted to identify an individual as belonging to one of two sels of popula-
tions. Each set isted of several populations, mixed in unknown proportions, of organisms
of one kind representing different unknown stages of growth. The object was to decide to
which of two kinds & given organiem belongs when nothing is known about its stage of
growth. The problem becomes different when some indicator of the organism'’s stage of
growth is available (see Delany & Healy, 1964). The present paper is devoted to a general
diacussion of the former type of problem, and in particular to some theoretical considerations
based on Burnaby’s paper.

Some algebraic lemmas. We give some results in matrix algebra which are useful in
discussions of the type of problems considered in this paper.
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LExa 1a. Let B be k x p malriz of rank k and C be (p — k) x p malriz of rank (p — k) such
that BC' = 0. Then B(BB')'B +C/(CC)C = I, ey
C'(CAC’)-1C+A~'B'(BA-'B')'BA-! = A}, (1-2)

where A is any positive definile matriz,

The proof is easy and consists in showing that post-multiplication of (1-1) by (B":C') and
(1-2) by (B":AC’) reduce to identities. For a generalization of (1-1), see p. 60 of (Rao, 1965)
and (Rao, 1968).

Lenmis 14, Let L and 8 be p-veclors and B and A be as defined in Lemma 1a. Then

(L's)

sup UAL (1-:3)
subject to the condition L'B’ = 0 is attained at
L* = A-/(I - B(BA-'B")-' BA-1)5. (1-4)

Lemma 15 is a special case of Lemma 1¢, which deals with the problem of restricted eigen-
values discussed by the author in an earlier paper (Rao, 1964). The result of Lemma 14 is
also stated and proved by Burnaby (1966). We state Lemma 1c¢ which is useful in many
situations.

Lespyra 1c (restricted eigenvalue problem). Consider a symmetric p x p malriz G and a
positive definite matriz A, Let B’ be as defined in Lemma la.
(i) Let L,, ..., L, be p-dimensional vectors such that

(@) LiL;=1,L;L;=0 for i*j,} (19)
() LB =0 (i=1,....q).
Then aup (LyGL, +... +L; GL)) (1-6)
is atlained when L, = R, the ith eigenvector of {I— B’(BB')~* B) G.
(i) LetL,, ..., L, satisfy the conditions
(a) L’AL, =1, LIAL; =0 for i *j,} (17
) LiB' =0 (i=1,...,q).
Then eup (L{GL, +...+ L GL}) (1-8)
1s altained when L, = R, the ith eigenvector of
G-B'(BA-'B')-1 BA-'G (1-9)

with respect to A.

2. DISCRIMINATION BETWEEN COMPOSITE HYPOTHESES: GENERAL METHODS
Let X denote & random variable and P(.|0) the density function of X depending on a
parameter 6 belonging to & set ©. Let /), be the hypothesis that § € ©,and H, be the hypo-
thesis that 0<©,, where @, and ©, are exclusive subsets of ©. The problem we con-
sider s that of choosing b the posite hypotheses H, and £, on the basis of an
observed value of X. Le'. us discusa a few possible approaches to the problem.
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Solution based on similar divisions. Let R, and R, be two exclusive regions covering the
entire sample space. The regions R,, R, are aaid to provide & similar division of the space if
there exist constants e,, e; such that

J‘P(z|€)dz=el for cach Be@,, @1
R,

J' Plz|6)dz = ¢ foreach 00, @2
R

Let us decide to choose H; if z€ R, and H, if z¢ R,. In such a case the errors committed
are ¢, and ¢,. For determining an optimum decision rule, we consider all similar divisions
and choose the one for which the magnitudes of errors are the smallest subject to a given
ratio of errors, or for which a given linear compound of errors is 8 minimum. There are two
ways of arriving at such a solution.

Using a sufficient statistic. Let T' be a sufficient statistic, & function of X, for 8 restricted to
©,, and let the same statistic be sufficient also for 8 restricted to @,. Using the well-known
factorization theorem (see Lehmann, 1959, p. 49) we may write

P(2|6) Py(zt), O E),,}
P16 Byiz]t), ey,
where the functions P(z|t) and Py(z|t) are independent of § and may be interpreted as
conditional densities of observations given 7' = ¢.

If we choose two values 8, €©, and 8,¢@,, then the discriminant function for distin-
guishing between 8, and 8, is log {P{x|6,)/P(z|6,)}. Using the factorizations (2-3) we have

P(z|6,) _ P(1)8,) Pzt

P(z]0) = { (2:3)

PGI0y) ~ Pulfy) Bial) @9
Taking logarithms, we have
PEl6) , PUl6y ., Pl
IOEP(::|0:) = lOZP(t|0:) +log P:(zlt) (2'5)

which provides a decomposition of the discriminant function for the simple hypotheses 6,, 6,
as the sum of two diseriminant functions, one based on ¢ alone for discrimination * within’
a composite hypothesis and another on the conditional distributions given ¢ for discrimina-
tion ‘between’ composite hypotheses.

Using an ancillary statistic. Another method is to consider a statistic S, function of X,

such that ite probability density,
P(s) independentof 6&e0Q,,
P(a|0)=[ \e) indop .} =4
Py(s) independent of 0€0,,

or, in other words, § is an ancillary statistic for f€®, and also for #¢ ©,. When P,(s) and
P,(s) are different,, 8 diseriminant function for choosing between &, and H, is provided by the
likelihood ratio P(s)/Fy(s).

Method of mazimum-likelihood ratio. A diseriminant function which may have wide
applicability is the ratio {sup P(z|6)}{sup P(z|6)} @

9e8, scs,
{see Lehmann, 1858, p. 16).
22 Blom. 53
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It will be difficult to give a general discussion of the applicability or of the relative per-
formances of the various suggested proced We shall, therefore, ider some special
cases which have important applicationa.

3. DISORIMINATION BETWEEN COMPOSITE HYPOTHESES: SPECIAL CASES
Let us consider the special case where X has a p-variate normal distribution.
Problem 1. Let H, and H, be defined as follows, where E and D stand for expectation and
dispersion opoerators respectively

H;: E(X) = 0,+B'8, D(X)=A, )
Hy: E(X) = a,+ B8, D(X)=A,

where a, and a, are p-vectors 8,, 8, are k-vectors and B’ is p x k matrix of rank k. The values
of a,, a, and B’ are fixed and known but those of 8,, 8; are arbitrary. Thus H, and H, are
composite hypotheses.

For example, each composite hypothesis may correspond to populations representing
various stages of growth of an organism. The mean of any character X, (the ith component
of X) for an organism with age ¢ may be written E(X;) = a,+ §,, where f, is the regression
coefficient on time. The regression coefficients £, are taken to be the same for the two sets of
populations but a, may be different. The problem is to ideatify an organism as belonging to
one of two sets of populations when the age of the organism is not known.

Considering the general case of (3-1) it is easy to verify that the statistic BA-'X is
sufficient for 6, and also for &;. Applying the formula (2-3) we find the discriminant function
between the composite hypotheses H, and H, to be

(2, —ay) (A~ — A-'B’(BA-1B’)-1 BA-1) X (3-2)
which depends only on (&, — ;) and is independent of 8, and 0, as was to be expected.

To apply the method of ancillary statistics, let us consider the statistic CX where Cisa
(p— k) x p matrix of rank (p— k) such that BC’ = 0. Then

E(CX|H,) = Ca,, D(CX|H,) = CAC’,
E(CX|H,) = Ca,, D(CX|H,) = CAC',}

(1)

(3:3)

under the hypotheses H, and H, respectively. Thus CX is ancillary under the alternatives
in H, and aleo in H,, and in terms of CX the problem is reduced to discrimination between
two simple bypotheses. The discriminant function based on CX is

(Ca,— Cay) (CAC) CX = (a,—a,)’ (C'(CAC) C) X. (3-4)
It follows from the identity (1-2) of Lemma lg that (3-2) and (3-4) are the same.
It is eesily shown that the method of maximum-likelihood ratio as defined in (2-5) also
yields the same discriminant function.
Problem 2. In problem 1, the dispersion matrices under the two hypotheses were the same.
Let us now consider the alternative composite hypotheses
H: BE(X) =a,+ B8, DX) = A,,}
Hy: B(X) = g + B8y, D(X) = Ay,
where 8,, 6, are arbitrary as in problem 1,

(3-5)
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It is easily seen that BA['X is sufficient for 8, while BA3'X is sufficient for 8,. Since the
two sufficient statistics are not the same, the method of conditional distributions cannot be
applied, unless one considers the statistic (BA7'X, BA;!X) as jointly sufficient for 8, and 8,.
But such a statistic is too wide.
But the method of ancillary statistics is applicable since the statistic CX, where C is as
defined in (3-3), is ancillary under both the hypotheses. The distributions under &, and H,
ified b,
are speattied by E(CX|H,) = Ca,, D(CX|H,) = CA,C’,
FICXII) — Gy DICX|E) - CAYC: )
Taking the logarithm of the likelihood ratio we have the discriminant function, Q(X) equal to
X'C{(CA, C)*~(CA, C) 1} CX - 2{a; C'(CA, C') ' —a; C'(CA, €)1 CX (3-7)
which is quadratic in X. Using the identity (1-2)

C'(CA,C)1C = A{'-A{'B'(BA{!B)- BA}! (3-8)
we can write (3-8) in terms of B only. It may be verified that the method of maximum likeli-
hood ratio also provides the same quadratic discriminant function.

Problem 3. (Discrimination between several composite hypoth ) Let us id
severa! composite hypotheses H,, ..., H, such that
B(X|H,) = a;+B'8; (8, arbitrary),
DIX|H) =A; (i=]),..,k).

(3-6)

The general theory of § 2 for determining decision rules independent of 8, applies. In terms
of Y = CX, the ancillary istic for each posite hypothesis, the problem
reduces to the discrimination of k simple hypotheses such that
E(Y|H) = Ca;, D(Y|H)=CAC (i=1,...,k).
The solution in such a case follows on standard lines (Lindley, 1863; Rao, 1948, 1952, 1965;
Wald, 1950, etc.)
It has been pointed out by a referee that the decision rules obtained in this section also

follow from invariance theory by observing that CX, where BC' = 0 and C is of rank
{p— k). is & waximel invariant under the transformations X — X + B't for variable t.

4. PROPERTIES OF THE LINEAR AND QUADRATIC DISCRIMINANT FUNCTIONS

We shall characterize the diserimi functi btained in §3 in a series of lemmas,
without considering the actual form of the distribution of X.

Lexma 4a. Let E(X|H) =, =, +B'8,, D(X|H,) = A.}

E(X|H,) = iy = a3+ B'S,, D(X|Hy) = A,

where @y, ay, B, 8,, 8, are as defined in (3-1). Purther let L be a p-vector such that BL = 0, and

8 =y — g, Then o L

P AL

€2 attained at L* = A-'—A-'B’(BA-1B')-1 BA-L, (4-3)

(G

subject to BL = 0 (42)
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The result is the same aa that of Lemma 15 and provides an optimum property of the
oompounding vector in the disoriminant function (3-2).

The function (L*)’X may be called a restricted linear discrimi function whether X
has a normal distribution or not, drawing an analogy with the linear discriminant function
of Fisher obtained by maximizing the ratio (L'56)%/L'AL without any restriction on L.

Lisna 4b. Let & = 8, —8,, in which case § = a; —a,+ B'¢h. Then

. (L'5)?
AL #4)
io altained o L* = A-1— A-1B'(BA-1B'W: BA-1, (4:6)
Let us observe that min(L'6=0 if BL+0
={(L's)* if BL=0.
. (L'§)® (L’&)' (L5
Henos nmx m = [¥ALs
where L* is a8 defined in (4-3).
Lemma 4b provides another ch ization of the discriminant fanction (3-2). First, we
consider a linear function L'X and its discrimi y power (88 d by (L'8)3/L’'AL)

between two alternative simple hypotheses one from each of the composite hypotheses H,
and H,. Then we choose L in such & way that the minimum power with respect to all posaible
alternatives is as high as posaible.

Lewma 4¢. Let § = a;— oy + B'ep as before and A = A+ B'DB where D 1s arbitrary. Then
L* as determined in Lemma 4a'or 4b is independent of ¢ and D.

According to Lemma 4a, L* is obtained by considering the class of vectors L such that
BL = 0 and maximizing (L'6)}/L’AL. Now for such L.

L'8 = L'(a,— o),
(@, — ) } (&)

L'AL = LA+ BDB)L = L'A, L.

Therefore the problem is the same 28 that of maximizing {L'(a, — a)}*/{L’'A, L} subject to
the condition BL = 0. Then the solution is

L* = (Ag - A7'B/(BATB') BAGY) (g, - o) o)
whioh is obviously independent of ¢b and D.

Lemma 4c provides an important result for practical applications. It enables us to
construct the discriminent function knowing only the means and dispersion matrices of
arbitrary mixtures of populations defined by esch composite hypothesis. Thus if 8, has
a priori mean 8, and dispersion matrix D, and 0, has @ priori mean 9, and dispersion matrix
D,, the mixture of populations under K, has mean and dispersion matrix equal to

p1 =0 +B8, D(X)=4,+BDB, *8)
where A, is the dispersion matrix of X for given 8,. Similarly, the mixture of populations
under H, has mean and dispersion matrix equal to

ta=a+B%, DX)=LA,+BD,B. (49)
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Let us consider

6=y~ = 0y — 0, + B3, -5y, }

A = w, D(X|H,)+wy D(X|Hy) = Ag+B'(0, D, +w,D,) B
where w, and w, are arbitrary weights such that w, + w, = 1. The substitution of 8 and Ain
the formula (4-3) for L* gives us a result which is independent of 8,, 8,, D, and D,. The
importance of the result arises because in the type of practical situations we are considering
we are likely to have only estimates of means and dispersion matrices of (unknown) mixtures
of populations in the two groups which we are trying to discriminate.

Lexua 4d. Let g, = ¢,+B 8,,A, = Ay +B'D,Band u, = a3+ B'6,, A; = A, + B'D, B.
Then the quadratic discr Sfunction, Q(X) as determined in (3-7), is independent of
8,,0,, D, ami D,.

The result is established by verification. Similar resulta are true for the decision rules
arising out of problem 3 of §3.

(4-10)
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