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SUMMARY. A predictor of a finite population variance under probability sampling 

suggested by a multiple regression model is shown to be asymptotically design unbiased and 

consistent. 

1. Introduction 

We consider estimating a finite population variance through probability 

sampling. Let U denote a finite population of N identifiable units labelled 

1, 2, ..., N and y the character of interest taking value y i on unit i,i = 1, ..., 

N. Its variance is 

V(y) 
= 

a? 2 y\-a2 2*2 y{ y{> ... (1.1) 
1 ? ?*?'?-1 

where ax 
= 

^ ( 
1? 

^ ), ct2 = 
-p 

and y 
= 

(yv ..., yN). Let a sample s be 

selected from U following a design p, having inclusion?probabilities 

7Tf= 2 p(s), nu* = 2 p(s), etc. Let Ii, Iw denote indicator random vari 
8 9 % 8 3i,i 

ables with I\ = 
1(0) according as unit i e ($)s and Iw 

= 
1(0) according as the 

pair (i, i') e ($)s. Suppose auxiliary variable Xj with afy its value on unit i is 

available. Also assume that y% is the realised value of a random variable Yi9 
i = I, ..., N. We propose a predictor of V(Y) where Y = 

(Yl9 ..., Yn) as 

N ItY* N I.YtY. 
vG(Y) = a1 2^i-a2 2 2 l"1%1* 

+ ?$j\a1?(I?-l)xfj-a2 2*2 I 
^ ~l) Xij xrj\, 

... (1.2) 

here ?f is a function of /, F and X, I = 
(/1? ..., /#)', ^ = 

((&ij)) &n Nxk 

matrix such that ?j when suitably assigned is computable given the data stated 

above. The multiple-regression model-based form (1.2) is suggested following 
S?rndal (1980). 
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Following Isaki and Puller (1982) and Robinson and S?rndal (1983) we 

show that Vq(?) is asymptotically design unbiased and consistent for V(Y) 
under conditions which do not require any modelling. 

2. Asymptotic design unbiasedness and consistency of the 

genebalised predictor 

Following Robinson and S?rndal (1983) we define a sequence of 

populations Ut of increasing sizes Nx < N2 < N3 < ... such that Ux (^ U2 

Q U3 ... Let {st} denote a sequence of samples St of effective size nt drawn 

from Ut using sampling design pt, t = 1, 2, 3, ... with nx < n2 < n3 < ... . 

Let nit9 nu,t etc. denote inclusion-probabilities for p%. Let also Iit and I^t 
denote corresponding indicator variables. Then we have a sequence of 

population values {t/*, X1} where yt 
= 

(yv ..., y ), X* = 
((%)) is an Ntxk t 

matrix, a sequence of popuation parameters (F^y*)} and a sequence of predic 
tors 

{vQ (Y?)} where 

..(P)-*,??_^_,_??^ 

-a2? 2 2 
(J^-l)%^l, 

... (2.1) 
?;*?'=_ \^ii't I J 

%. 
=^(l ?^)5 

?2?= ?# is a function of /?, F* and X* with 

h = 
(Ilt, ..., INtY 

and Yt = 
(Yx, ..., YN ). 

For the asymptotic analysis let Nt?> oo as ??? oo. Let ? be the probability 
distribution of the infinite dimensional random vector (Yl9 Y29 ...). 

Definition 1. {vat} is asymptotically design unbiased (ADU) if 

lim #{(^|F*)-F(F)} 
= 0 

?~>00 

with ? 
? 

probability one. 

Definition 2. {v?i} is asymptotically design consistent (ADC) for F* 
if given any e > 0, 

lim P{\vGt-Vt\>e\Yt} 
= 0 

with ? ?probability one. 
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Here E denotes design expectation. By Markov's inequality if vq$ is ADU 
it must be ADC. 

Theorem : Under assumptions (a. 1)?(a. 9) below, v is ADU and ADC. 

The assumptions are : 

_ IN, 
(a. I) lim -ff- 2 Y| <oo with ^-probability one. 

(a. 2) Urn (?>x(t) 
= oo where <?>x(t) 

= N? min n^ 

(a. 3) Um rfrx(t) 
= 0 where i?rx(t) 

= max *iVt 

KiMt 

(a. 4) Urn <?>2(t) 
? oo where <?>2(t) 

= 
iVf min n^t 

t??oo 

1 
(a. 5) Urn \?r2(t) 

= 0 where \?r2(t) 
= 

-w- max 

(a. 6) Km ^3(i) = 0 where ijrs(t) max 

nwmvt 

7rm"i'"t 

nHWi'"} 
r?1 

(a. 7) Zim ̂ 4(?) = 0 where ifr?(t) 
? max 
*->? l^i^i'^i'^Nt 

TtWi"t 

^it^i'V't 

(a. 8) Urn w 2 a$ <cofor j 
= 1, 2, ..., fc. 

i-?a ^?i?l 

(a. 9) Urn E ( 2 j&jU <ol with ^-probability one. 

P/w/ : We have 

where 
(2.2) 

Nt 
^(y) = alt S F? (?-'-1-0* 

SS 
7,^(^-1 

and OtipCj) is defined similarly. Hence 

E{\vGt-Vt\ |F*} < vmcHvm+yl M s $ |r* ) _?( s ct(x})*) N i-i ' N ?=i ' 

... (2.3) 

B 3-13 
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Now 

E(Gl(y)\F?) = 4 [ S Y\ (i- 
-1 ) + 2 2 7?7^ 

( J2?. _i ) 1 +4 [ 2 /s rypj (JL _i ) \ mmt't / J L <*?'=i 
' V?t?'* / 

+4s s s reviv??te- -i ) 
i#i'*i'-l \ Kii't KUH I 

Nt 
+ s s s s ylrl.r?.r<..f ?^^'-i)l < * i' ??i' *i>? - 1 V 7T?'< 1Ti"i"t I i 

l Nt / 1 \ 
-2ai<a2t 2 s s r?y^ ?-1 

+ 2 2 2 7*7^. (-7r?lilL-.i\l 
... (2.4) 

iyti'j&i"=l Wi&i'Vt /J 

The first term in (2.4) is dominated by 

1 ^ 74 
#i i?i t?o 

and?> O as ?-?oo with ?-probability one under assumptions (a. 1) and (a.2). 

The subsequent terms also tend to 0 with ?-probability one as ?-?oo under 

(a. 1)?(a. 7). Hence E(C\(y) | F*)-> 0 with I;-probability one as ?-? oo. Simi 
k 

larly under (a. 2)?(a. 8), E 2 C2t(Xj)-> 0 as ?->oo. These coupled with the 
i-i 

assumption (a. 9) prove that vGt is ADU and ADC. 

Note : The assumptions (a. 2), (a. 4), (a. 5) imply nt?? oo as t?> oo. All 

the assumptions (a. 2)?(a. 7) are satisfied for simple random sampling. 
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