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Chapter -

Introduction

Tha aize of. the imageaﬂdaalt-with.iﬁ.camputeerision
“and 1maga procaasing prablama 1S'uaually larse: the sizes
varylng fram 128 x 128 to 1024 x 1024 pixala. Many raal
time applicatlona such as target 1dant1ficatian in miaalla
_Ldafanae ayatama and robot V1alon raqulra 1magea to be procaaaad
at a?very'high apaed. Conventional aomputera auch aa'VAX?11/780
with a apaed of 4 MFLOPS are graaaly 1nadaquata far auch :
appllcatlona [1]. nabaasitating the uaa*of parallel processing
archatacturaa for high apeed axacutian af thaae algorlthma.

S Uaa of ‘a parallel processing ayatems fon image-proceaalng
requlrea mapping of algorithms onto the syatam. Mapping 1s
important agpect as the speed of execution is mostly

‘determined by the efficiency with the mapping is done.

A parallel processing system which can be used in i1mage
processing is the Adaptable Pipeline whoge architectural
details are given in [2]. It consists of a linear array of
cells all of which can be connected to a Host Computer. The |
cells are made up of commercially availsble 32-bit Transputer
chips [3] which facilitate an easy and cost-effective imple-

mentation of the system. In this dissertation it is shown



how image processging algorithms can be mapped onto the above
syetem exploiting the parallelism in the algorithms to the

maximum extent possible.

The basio characteristice of image processing algorithms

are gtudied in Chapter 2. In Chapter %, a critical survey is
made of the existing parallel processiﬁgﬁafhhitectures for
inage processing applications. In Chapter 4, the architec-
tural details of Adaptable Pipeline are discussed together
with the features which make it suitable for executing image
processing algorithms. Finally in Chagter 5 it is shown how
inage processing applications can be efficiently mapped onto

such an Adaptable Pipeline.



| Chapter 2.
Characteristics Of Low Level:Image Processing Algerithms

Imege prcceselng can ‘be thccght of as ccneleting of
two levele cf ccmputatlcnal tasks namely 1cw~level and hlgh
level [4] At low-levels tasks such as 1mage fllterins and
feeture extrectlcn are pcrfcrmed and, hlghrlevel is concerned
with evaluatlcn cf extracted feature images..At'highrlevel
“he infcrmatlcn content is greetly reduced and hence processing

is less ccmputat;cnally demanding.

Fcr many reasons architectures fcr 1mege prcceeeing

are preeently ccncerned'thh.cnly lcw-level prcceesing. The
set of fundementel cperatlens utllleed at low-level are more
1dentifiab1e and are well understood. Also the twc-dimenelcnal
repreeentat1cn of an image can be eaelly mapped ontc an array
easily. Scme of the characterletics of lcw-level 1mage

prcceeeing algorithms are considered below.

The 1nput images for 1cw“level image ptcceeelng
algorithme are usually lerge in eize and in ecme applicatlcns
they have to be processed fast. On the other hand the number
of cperaticne on & pixel;are;ueually=emalllin;maﬁy low=level
algcrithms.-Becaueencffthie, there is no need of using complex

data s.tructures.



Another characteristic dfilow-level vision algorithns
is that different parts of the image-are treated in thé same
way. This is explained with an example. suppose we are SmoOo=
thlng an image by taklng the average over its nelshbourhood.
The final value of each pixel will depend only on its
neighbourhood pixel values and for each pixel the amount of
compuﬁation to be performed is same. This implies that low-

level computation has low data dependency.

Low-level algorithms can be of two types - local and
~lobal. In local vision algorithms each element of the output
inage depends only on the corresponding element df.the input
image and eléments in its neighbourhoode. | Examples of
such_operatiqns are émﬁothing, sharpening etc. In global
cperations output can depend on aﬁy'input element. Examples

are Fast Fouricr Transform, Histogramming etc.

These characteristics of low-=level image processing
algorithms dtotate certain properties which the system should
possesss so that these algorithms can be efficiently exscuted

on it.

At low-level, different image processing applications
tend to use similar routines such as Fast Fourier Transform,

Convolutiony Histogramming etc. Sovit'would'Ee3useful if



a library of these commonly used routines is kept.

Also the image sizes may increase and 3D images may
.. be used. Hence it is absolutely necessary that the systen
. be scalable to handle increased computational demands.

The system mhould be de51gned in such a way that 1t

can efflclently handla both lccal and glabal operations.

Needless generality in the System should be curbed as the
low~level algorifhms'reQuiré only a set of restticted

operations.



Chapter 5

Review Of Architectures For‘Image:Processing

'The characteristice of image processing algorithms -
indicate the need for parallel architectures for image processing
The features of some of the architecturés for image processing
are reviewed here. The following types of parallel processing

architectures are discussed in this chapter.

1. Bit~gerial parallel processing system s
2. Systolic architecture ; '

3., Pyramidal architecture.
2.1 Bit—-gerial parallel processing (BSPP) systems 3

BSPP systems have a large number of processing elements
and each processing element (PE) is very simple, operating

onn its data stream bit by bit.

Bit-serial processors can handle data ite of any

length. Suppose we have an array of M operandg with N bits
per operand. A parallel processor with Fhs of standard word
length would suffer losses in efficiency when both M is less
than the number of PEs and N is loss than the word length of

PE. BSPs suffer only one type of inefficiency in the case



when M is less than the number #f PEs. Another inherent advan-
tage with BSPs is got when only_parf¢of_the_Qperang_needs

- treatment.

_“Bome of BSFP systems and the rationale behind their
éfChitéctufﬁl conSideratioﬁs will be discussed here with special

emphasis on Massively Parallel Processor (MPP) .
© 5141 Massively Parallel Processor (MFPP) s

The MPP has 16896 FEs arranged on a 128 row X 432
column rectangular array [5]. ‘The PEs are in the array unit.
JlThe ether maaor blncks in MPP are the array control unit, the
:s?aglng memory, the program and data management uniti”and the

- iﬁterface vo 8 host computer as shown in Fig. (1).

. Host
Computer

Array Control
Unit



Logically, the array'unit;§cntains 16384 PEs arranged
in a 128 row X 128 column square arrayjPhysiéally, tﬁ;
array unit contains an extra 128 row X 4 c¢olumn rectangle
of PEs for redundancy. Each FE communicates with its four
nearest neighboursinqrth, east,=south_and.west. The $quare
array topology is very useful for local operétions. However
some image processing algorithms like FFT reguire communica-
tion between pixels located far apart in the image. If one
pixel is stored in each PE then the routing time would become
prohibitive. However for such operations it would be wise to
store sevéral pixels in FE's memory so the number of PEs
required to do FFT cah be reduced to a small compact sub-h
array. To aveid idleness of other PEs more éhan aneiFFT'cah
be performed at the séme time. The routing ?imé thus gets
reduced because the longest communicatiﬁn péth.is only half
the width of sub—array. Thus the execution quFFT can be~
speeded up by using a scrambled layout. Some kind. of buffer
memory is required in the array unit inputﬁoutputﬁﬁath to
convert datalarrays to and from the bit-slice format. Thus
a simple square afray topology with a buffér:memory in its
inﬁut-qutput:path.cap perform the permutations requiréd for

a particular spplication program.



3.1.2 CLIP IV

£

This was the_fipet,bit—eerial.err§¥¢preeeeeor-ehipg_
[6]fiData:ie,preseetedmte a twoedimensienal_apray o£,3§x96
proeeeeere. All the parallel data operationss; on which the
system depends take place here. Local etor&ée;ﬂf da#a.during,
processing occurs in a 32-bit RAM; This storage of data
during preceselng Ls essential for the hlgh epeed operetlon
of the array. Connectlvity'between preceeeere in the array
is determlned bv the requlred plcture teeellatlon. The
CLIPEIV meehlne allewe either equare or hexagonal teeellatlon:
under eoftwere centrel. To extract parallellem to the maxlmum
extent p0551b1e a special programming lenguege hee been :

developed for handllng the operatlons Within the erray ef

PrDCeSSGrS-
5-113 I.IIPP B -

LIFP is a bit-serial parallel processor developed at
the Linkopinngnivereity, Sweden and is discussed in detail -
ie_[?]. Some of the important design aspects which are diff-
erent from that of MFP and CLIP IV are ae_followe;TEaeh.PE
has.not only the usual ALU and 1 bit registers but variable
length shift registers, a shiftable up/down»epunter, and. an
in@exfreg;eter.fpg table look up 0peretioneiipiefributed

processor topology is provided, meaning that each processor
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deals sequentiailywith its own éﬁb-image, while in MPP aﬁd
CLIP-IV all prﬂcessors'are placed gide~by-side dealing with
neighbourhood pixéls. The distributed prodesaof topology;has
connection scheme where on top bf eathmemory mﬁdule'there
”is'a procaas;which'is ccnnected to eight nearest memory

modules.

There are many other bit-serial proceasors:developéd'“
like the GRID, NTT, DAP, etc. The architectufél details are
similar in meny respects to the ones discussed above. of all
the chips mentioned only CLIP IV chip allows hexagonal conn-
ectivity. While CLIP IV design is biased towards nearest
neighbourhood logical operationss MPP offergfsome logiéal”'
capalility in addition to efficient arithﬁétib operatians:

The LIPP architecture is more powerful of all.

In short these machines use a fairly large number of
relatively Simﬁle PEs which'are interconnected in a two-
dimenSional'way..Apart'from its 1-bit internal register,
each PE has to accéss itS'private'Bit7érganised memory;kThere
is dnly'one control unit supplying the-sequence.of PE- 55'
instructions and PE-memory addresses. During each instruc-
tion cycle all Fis execute the same instruction, uslng the

same PE memory address. Instructlons are prGV1ded to activate
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cnly thcee.PEe where a program epeclfled ccndltlcn is eat1 fied
end 0 deectlvate those EES'where this ccndltlcn 1e_nct satis~
fied. MPP, CLIP IV: LIFPP differ in the number of PEs used,

PE's interconnection pattern used, FPE'g ccmblexity, the

amount cf memcry ueed per PE and the 1/0 structure used to

tranefer data between external memories and the:EE—memcrles.

Perfcrmence.reeulte of MPP and CLIP 1V are glven!;n_[ajr
3.1.4 Advantages and'ﬁieedvantagee of BSPP Systems ¢

. Nearest neighbour access ielimplicit and hence image
prcceeeing‘algcrithme”invelting 1ccei cperaticne'are:dcne_
at very high speed cﬁ”theee_erchitécturee;”Therccntrcl of
each processor is simple and low 1eve1,_sc'thet;ccmpcteticn'
can b. teilcre&1epecifically'tcﬂtheiappliceticﬁ;”Thejbit '
oriented PEs offer unlimited fiex{bility*cf'ﬁrecisicn and

representation of data.

Howeter in such mechinee beceuse cf the large number
cijEe involved, the PE architecture neede te be relatively
simple. All ccnnectlene are local and eny'cperetlcn which
needs to access neighbcurhccds larger than 5x5 are glowed

down by inter~PBE communication overhead.

In summary bit-serial parallel processing systens

improve the performance of some low=-level image prcceeelng

= :.';f"'.';f l U 6 e
X &“U ﬁ]lf‘}ﬁ?’e H:,
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algorithms partlcuLarly those 1nvmlving local operatlons but

are in general inadequate for d01ng global operatlons.

5.2 Systolic Architectures $

The systolic architectural concept was developed at
Carnegié“Mellon'Uﬁiversity and versions of systolic processors
are being built [9]. Here one such machine namely the Warp

is described together with its applications.

A systolic system consists of a set of interconnected
cellsy each capable of performing some aimple operatians,_
Data in a systolic system flows between cells in = pipeliqu‘-
mode and communication with the outside woxrld occurs oﬁ1y“§t

the boundary cells. Systolic systems:provide_a realietic model

of compubtation which captures the concepts of pipelining and

parallelism. 4 systolic system can be viewed as a neiwork

of processors which rhythmatically_qompute and pass data
through the syatém.'Each.processor in a systolic network can
be thought of as a heart that pumps multiﬁlé:stréaﬁs of data
through itself [9]. The crux of the approach is to ensure
that once a data item is brought out from the memory it can
be used effectively at each cell it pasaes. This is posszble
for many imege processing applications which are compute-

bound.
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The advantagaa_af systolic structures caﬁ;thaSVBa
summarised as follows. The first”aﬁd foremoat'advantage ig
that multiple use of each input itém can be made. This prope rty

has many 1mportant consequences. Systolic systaaa'caﬁ'aahieve

high throughputs with modest I/0 bandwidtha for outalde
communlcatlon, Many architectures which look fabulous on paper
have not mat W1th success because of not giving due importance

to I/0 problem which is a major bottleneck.

Another advantage of ayatalic architectures is that
it allows coacurrent use of many powerful cells ra?yer than
sequential use of powerful procaaaars; Coacu;ranay“caa'ba |
obtained by either plpelinlng. multiprocessing many results
in parallel or by both. - “

To perform well & systolic array needs a large number
of céllai”Tha'trade—Off here nmight be between using small
'numbar af powerful cells or large number of- simple cella.-A
systolic system implemented on a singla chlp'w1ll prefar the
former'whlle for board 1mplementation-the 1ater 15 ‘used.
Syatollc aystama also avold long diatance or 1rragular w1res
for data communlcatlan.:For a 11near array a global clock
parallel %o the array ia enough for synchronaaatlon no. ' |

matter Whataver mlght be the length of the array. A aystolla_

arrayrarchltecture‘Warp is discussed here.
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3,2+, The Warp Computer

The Warp machine is a high performance systolic array

computer designed for computation = intensive applications.
In a typical configuration it consists of a linear_systolic
array of ten cells; each of which is a 10 MFLOPS programmable
procéssor [1]. The Warp array is an attached processor to &

general purpose Host running on Unix operating system.

Adr
| ' . Interface
Unit

' Fig. 2 Warp systenm overview

The Warp machine has three componénts : The“Warp-arraya
The interface unit and The Hosty as shown in Flg. (2) Warp

architecture and its relevance to image processing is only
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dlecuesed.here. further detalle can be found in :[1]. The
Warp erray performs the computetlen-lnten51ve routlnee such
as 1ew-level 1mege prece331ng routines. The Lnterface unlt

handles I/O between Host and'Warp array4 The Hest eends deta

end recelvee the reeulte from the array.

Warp is a llﬁeer eyetollc array with 1dentlcal eells.
Each‘Werp eell 15 a.- pregrammeble herlzental mlcroenglne wlth
;@g,qwnlmlere—eequenee and program memery of 8K [1]. The )
Warp cell consigts of 22-bit floating point multlplier:
52—bit floetlng point adden, two local memory'banks, a

quéue for inter-cell comrunieetlpn and & regleter to buﬂfer

deta“fef eaeh'f1eetin€ point unit.

" The Host is =2 general purpose computer. It is respon-
sible for executing'high level routines as well as
ce-erdlneting ell the peripherals. The Host has a large memory
in whlch.lmages are stered. The Host: perferme ‘tasks not suited
to Warp array such as those which ihvolve a lot of decision

meking but little computation.

Warp processor array is a linear array of identical
celle. The advantage of ueing a linear array is, it is easy
to implement, easy to extend the number of cellss; and it has

modest I/0 requirement as only two end-cells communicate
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with the outside world. However'these advantages are out-

weighed, if the simplicity rakes it difficult to programf It

ig found that many lOW*level:image'processing algorithms can'

be effectively mapped onto a linear array [9].

The I/0 BW of Warp is further enhanced by the fact
that Warp can transfer 32-bit numbers per each cycle while
in most image processing applications the Host deals with

8~bit integerss so thats four integers can be packed and sent

in each cycle.

Each Warp cell has a large local memory of 32K *to 64K
wordsS. Thig feature is particularly useful for doing global

operations where the output depends on a large p0rtion of

the input.

Warp is progranmed in 2 languéée called W2. Programs
written in W2 are translated by an optiﬁiSing compiler into
object code for Warp mechine. W2 hideéMIOWhlevel details of
the machine and allows the user to concentrate on the

problen of mapping the algorithm onto tThe processor array [9]

' In summary, Warp is pgwerful and flexible syStem'

because the array is made of powerful, prograrméble Processors

with hlgh 1/0 capabllity and is capable of executlng effici-
ently both local and global low—level 1mage processing



17

algorithms. The performance details are given in 1].

3.3 Pyramidal Architectures

The vigion process in human beings takés“place across
a series of levels begining with retina. Computer vision
systems have been structured after this observation. Such

systems are called cones or pyramid machinesﬂ[14].ﬁHiérafchial

parallel machine PCLIF is discussod herc.
3331 BCLIP ¢

: PCLIP is pyramidal machine that consists of a set of
_Lcellular processors and a single controller [11]. The cells
'hare arranged 1n a pyranmid and each cell accepts inputs directly
from 1ts thlrteen neighbours and computes values that may be
stored in local memories or passed to other cells. The cellur
lar operations provided in hardware con31st of boolean pattern
matching and transferring data from local memony t0 local
registers. PCLIP hasg three 1-b1t reglsters per cell in
addltlon to 10cal memory of ﬂ28 bits per cell. The flrst is
the propagation reglster.'whose value 19 acceslble to n61gh-
bours. The second target. reglster serves both to receive

the result of a match 1nstruct10n and as an addltional 1nput
to 1t. The cond1tion reglster disables 1ts cell when set:

~causging it to ignore all 1nstruct10ns except a transfer of
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data into the condltlon reglster. Because of the similarity

of PEs many of the bit serial arithmetlc techniques used in

CLIP IV are used in PCLIP. However, several algorithms seem

particular to hierarchial architectures.

One type of algorithm is to create a reduced homonor-
phic image analyse it and use the results towguide the
analysis of the original image. It has been shown in [11]
that location of particular feature point can be done i1n
0(log N) time where N is the size of the image. Similarly&
point neighbourhood operation can efficiently use both close-
neighbouring and more distant information in such tasks as

edge detection and region analysis.

Pyramids are built by starting at the lowest level
pixel values may be assigned at upper levels by-using boolean
operatioﬁs or arithmetic operations.sucn as AVG, MaAX, MIN,
etec. Certain kinds of feature points can be efficiently
located using bvottom—up and top~down search. For example;
location of maximum intensity in”an_image is found by
building:a pyramid by using MAX and tracing the path of maxi-
mum element from the root to ité eriginal location. &
variety Cf"thresholding techniqueg are simple on pyramid
machines. For example, if threshold is chosen as average of
ancestors, thus making the threnhold adapt to local as well

ag global 1 nten51ty'var1at10ns.
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'.Having reviewed three types.of architectures a brief
:?analy51s of the adVantages aad dlsaﬂvantages of the three
types is made. The bit serial processor arrays are superior
_.aq far as local operatlons are concerned. Algorithms invol-
I'¢1ng local operaflons are fast and-e&ﬁy o implémentat on

blt ﬂerlal processor arrayﬁ. However, these processors do not

have unlversal appeal 8.5 thﬁs.are*very'poqr in-dolng glLobal

operatlons. Another prﬂblem.W1th'b1t serial prooessor arrays
ig that they suffer from serious bottleneck in I/O Though

‘interconnection networks allow flexlble topologys they have
'lQW'bandwidth between communlcatlng proceqsorﬁ- chevers the
problem of I/0 is solved in CM-2 [12] by prﬁvidipg a number

of disk drives which can feed déta ihﬁo various peints in

the array simultaneously.

The systollc arrays on the other hand do not have 1/0
;. protlem as they are basically built on the prlnclple tha$ a
data item once accessed should be used effectively in the "
array. Also they can perform both local and global operatloﬁﬁ
reasonably well. Machines of the type,ECLIP-are becamim@ very
popular. Being bit serial in nature they are very good in

lLocal
d01ngprerat10ns and at- the same tlme belng organised: as g

pyramld they'haVE'very good global properties.
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- - ~Chapter 4

A Trensputer Based Adaptable Pipeline

A pipeline pracéésorperforms overlapped computations
to exploit temporal parallelism. The concept of pipeline'is
similar to assembly lines in an industrigi ﬁlant;'If a pipe—
line system has the.follpwiﬁg features ' '

-.-i'i._.

1« each pipeline stage {é'capable of executing any
operation 3

2« the system forms'pipelines of variable

nunmber of stages »

3. the system provides for fast exchange of

temporary results betﬁggnrpipeline stages »

4, the system can form a variable number of

parallel pipelines.

Then the system is called an Adaptable Pipeline [2]. The
architectural details of a Transbuter baged AdaptableuPipeline
withjspedial.reference to its applicability fo; 14Pe is
'given here. Mapping o% some I.F. algorithms on such archi-

tecture is discussed in the nexk.chapter.
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4.7 Hardwaréuorganisaﬁion Of The Adaptablngipeline”- :

- ' .I-"'.. .
Fp FEEE R -"" !

- ~ The hamﬂware argﬁnlsatlon of the Adaptablei?ipellne
is shcwn in Flg. (3) anchﬂstaga of-the ﬁdaptablﬁiPipellne

13 made ﬁf a commercially avallable Transputer. chip. The

-{Jaalient features of Trﬁnsputer chip are gmven 1D [13] A

linear amray ef | §2—bit Transputers (the T414 chip {13
“forms the consecutive stages of the Adaptable Plpeline.

. Routing Network .. =~~~ .
- LinO, Louto

. . -IL tl--\.' bl T >
. - - 0r
. 1 . ._i ?ﬁ '

Laut1
Linl

Lin%
Lout3

 Lowt2 Lin2

 Fig.3 Adapteble Pipeline Fig.d Links of a Transputek
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The Trmnsputer array 1 connapta& to awﬂpst computer
xulch-mctq ag qgrcrvlsor and stores data and 1n$tructione in
memory M, assaciated;with_it. An instruction %s;initiated
for"execﬁtion from the firstlstagc Of”pipeline. After be1ng
processed at first stage the resultpapdfinstpuction are sent
to second stage. The second stagle‘ﬁ!tur_n processes it and
passes the result to the third stage. The process is conti-
nued till the instruction is completely'executed and the

résult is sent back to memory of main- computer.

The formaf_of the instruction is as shown belows.

The operation porfcrmed by a pﬁrticular stage of the
plpﬁline is determined by two fialds D and'w..An.instruction
ag 1t reach¥s a pipeline stage is interpreted“by'a set of
programs and control is transformed to the appropriate routine
on the basis of the contents of these fields. For a computa-
tional process partitioned into n-ﬁfageé,.the (n+1)~th
cpnsecutivé-sfage'will send backirﬂﬁylts'to the main memory.

‘“The feature of having parallel pipelinea is incorpo-
rated in Adaptable Pipeline by connecting #he limk Lin O of
all the Transputers (Fig. 4) to the Hgéf-@ﬂmputer. Thus any
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Transputer can he the first stage of the pipellne. The link LoutO

C'f each Transputer Sendg .I'esults tG th.e HOSt COmPu'ber'

The links Lin 1, Lout 1, Lin 2, Lout 2 are used %o
connect a Transputer stage to 1ts su009551ve and previous
stage respectlvely..Also the 1ast stage is connected to the
flrst stage.iEach pipellne stage may send 1ts computational
 ”result to any other stage through the routlng network to which
each Transputer stage 15 connected through links Lln.2, Lout 2.
A Transputer desir1ng to send a result to stage TJ first

sends & code aj to establish connections.

-'Eééh-ﬁiﬁelineétége%Ti uSés 1ﬁs 4K 10651 memory for
Storing data: and the programs necessary for the inferpretation
of the instructions sent;ﬂEaCthransputer-celfﬁcaﬁ alﬂo-be
cbngectedfto?an'external'memoryaof.4G'bytEShéhdfisfused]when

. the internal memaryais-notfsufficientl;,’

_ The operatlon of - the adaptableLplpeline can be descrlbed
as follows.‘Suppose some tan is to be performed. 1t is
partitioned into subfunctions far execution in d1fferent '
stages of the pipellne. The Transputer of each stage 15 pre-
loaded w1th the nacessary software for-the purpose. It con-
-tains all the'programs necessary:for the exacution of the

subfunctlons of dlfferent computational prncesaes that may

P 1-__ -':'-}
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be assigned to it to perform"oﬁ ﬁhe”basis of D and W of the
instruction.fach stage selecte the program needed for perfor-

ming a subfunction.

'ofénsﬁﬁteb architecture oan:bo'fully:otilisod;if°if“
is programmed in OCCAM language [14]- OCCAM is based on
concepts of procesges and channels and the softwaro'for the
whole system can be designed in terms of these. OCCAM has
the advantage that concurrent prooesses are automatically

synchronised.

L,2 Use Of The Adaptable Pipeline In Image Processing

L L

The adaptability of-Adaptable Pipeline is discussed
here for image processing applications. The architecture of

- Adaptable Pipeline is flexible enough to be used for many

image-prooesoing algorithms. For example consider local ope-
rations. Here some simple opcrations are performed on pixel
valueo and.its new value doponds on its o0ld value and the
values of tho neighbourhood pixels. In such cases the time
t&kén io more booauoo the size of the images are large. An
effootivo'way of solving such algorithms would be by-dividing
the input image among each Tranoputer stage so that faster
execution on smaller images 13 possible. Similarly global

operations can be easily'exeouted in Adaptablo.Pipelint'
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since the large externel memeny attached te eech Transputer

stage can be ueed to store the lnput 1mage end preduce'part

- of the eutput. Another advantage of haV1ng large mennxy 1ls

- that most of the standard low-level image preceeeins elge—

rithme ean be stored and used under 1nstruct10n frem the

Heet cemputer.

'_The.ﬁdaptableiPipeline is easily implementehieuend
Cis ceet~effeetive as each stage is made up of commercielly
available Traneputer ehipe. This also mekee the eyetem
scalable. A system is said to be scalable if ;ﬁs eemputa“

Tional capacity can be essily increased without'mejer changes

in design.

Bach Transputer can communicate with the Host at the
BW of 10 M bits/sec. Though this rate is high enough for
most applications it is desirable toc have a higher BW. If
the Host can-cemmuniEate'with Transputer stages concurrently

the present BW would be enough for most applications.

in Adaptable.Pipeline. as any number of pipelines with
varying number of stages can be formed a high amount of
efficiency can be obtained in cases where the size of the

image is lessy by working on more than one image on differ—
ent pipeline stages.
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Finallys, though an Adaptable Pipeline is a linear
array'of Transputer cells it is possible to have multi=-
dimensional arrays by using routing networks. This ie discussed

in more_detaila'in the next chapter.

Thus it is clear that Adaptable Pipeline can be used
with advantage for image processing applications. In the
next chapter mapping of image processing algorithms onto the

system is discussed.
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Chapter 5

.. Mapping Of Imege Processing Algorithms. . .. =
On An Adaptable Pipeline .

" The power and Efficacy of an A&éptabiéfPipéiihéﬁfﬁr
performlng low-level 1mage processlng algorithms was dlscussed
in the last chapter. In' this chapter it is shown how. some of

the common 1mage proc9551ng algorithms can be efficieésitly

implementéd on Adaptable.Pipellne exploiting the parallelism
in the algorithms. A1l the algorithms discussed here are
tmplemented in OCCAM language.

There are three mapping schemes which are discussed
.1) Input partitioning .

llllll 11) Output'partltlnning
111) Ilpelining |

IR All the~above partitioning methods are disciussed with
examples.

‘5.1 Input Partitioning 1

- In-1nput:p&ﬁtiﬂiﬁﬁing‘ﬁechniquthHE‘inputﬁda%a*is"

_fpart1t10ned among each stage and each stage produces output

correspondlng to thls 1nput set. As the size of thﬂ 1nput
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images is usually 1arge.so that}much.paralleliSm can be
obtained by using the abéve pabtitioning téchnique; Input
pértitioning ideally suits local operations because output
pixel value depends only on a few nearby pixels in the input

image .

Parallelism obtained by partitioning the input data
anmong different stages is to an extent offset by three

sources of overhead in computation time. They are,

i) Cost of dividing image into parts
ii) Cost of keeping track of these partitions

iii) Cost of combining outputs from each stage.

However these costs are negligible. In mast Cases the
cost of partitioning input is cost of distributing the data
among each stage. As each stage of the pipeline i; connected
to a Host this cost will be negligibBle. No special book
keeping is required as the PIN field of each iﬁstruction in
Adaptable Pipeline takes care of this. The cost of combining
the output is merely fhe cost of concatenating the output
which can be done in the Host és the output from each stage

is sent back to the Host after completion of computation.

The speed—-up obtained igs ny where n is the number of

stages in the Adaptable Pipeliné (if the overhead costs are
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neglected). There are two particular characteristice of Adep—
o table.Plpeline which 1nc“ease the speed of erecution. Ae each

"etege is connected to the Host, data een be transferred

;gfbetween.Hoet and each Transputer stage concurrentlya Ae

Adeptable Pipeline can be configured into more than one plpe—
lines, more than one input image can be processed simultvane-
ously. The decielen a8 to when to use a 51ngle plpeline or a
u':number ef pipelines eimultaneeuely ig taken by the Host consgi-
-Fderlng the size ef the inage and the number of Traneputer
?Vstages; If the input 1mege size 1s less tth:.lt would be more
appropriate to de ‘more then one computatlon as input partltl-
oning'w111 result in very emall images in each.etage. For very
large images it Wwould be more beneficial to use the entlre

f’pipeline-fer*e*SingIeheemputetienj

In ﬁeﬁy eaeee the 1nput image need net be.pertltlened
1nto etrictly*disjoimt data segments. It would be approprlete
t0 keep the border pixels of pertitionedfdetafeegmen$e in
-neighbourlng Traneputer stages. For example suppcse'we have
a Gx6 input image and four Traneputer stagesm'We*wieh to:
smoothen the 1mage’by-replaeing*e&ch;pixelwvalee by the average
of its neighbours. Then instead of dividing'the imegehinto
four 3x3 imegee 1t'weuld be better to dlvlde them a8 four

4x4 1magee. This'would reduce 1nter—stage communication since

if we take 5x3 partltlen; to cempute the neW'value ef border
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pixels, some pixel values have to be accessed from adjacent
cells. Some algorithms will be discussed now to show how
input partitioning technique can be used for their efficient

execution on an Adaptable Pipeline.

5¢1:1 Median Filtering

A powerful smoothing teehﬁique that does not blue edges
is the median filtering, in which the value at a point 1is
replaced by the median of the values in the neighbeufhood'

of the point [15]. Expressed mathematically,
£(xyy) = Median[f(x+1,y) »£(Xyy+1)»£(x=137) 1 £(xs 3=1) ],

Median can be found by sorting the values of all
neighbourhood pixels and taking the middle value. As a result
of this median filtering is done iteratively. The data need

be sent only once no matbter how many iterations are used.

The 1nput image is first partitioned among various stages

of Treneputer and median filtering 13 exeeuted on each sub-
image separately. The outpute from eeeh stage'when conca~

tenated'would give the final filtered image.
5142 Sharpening -

Smoothening would lead to blurring of images and an
effective way of counter—acting this 1is by sharpening the
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image. One method of doing it'isiby’applying Laplaéian{

operator given by the equation
*v?f(i,ji“='[f(i+1;j)+f(i;1,j)+f(i.j+4)+f(i}j;ﬂ)]fgfg;;j)

| Tﬂis~algorithm iﬁﬁlementation in similar ﬁé?fhéf of
median fllterlng. The image is partitioned and Laplacian ope-
rator applled to each pixel of sUb—lmage. The output of all
- the stages is mixed in the Host to get the sharpened version

of the input image.

5.2 OutputiPartitioning Technique

L L

~In this technique each Transputer stage processes the
- entire7i§pﬁt i@aéé apa,produces part of the output. This
partitiﬁﬁing.féghniqug can be applied for. those image proce- N
séihg’aﬁplicatiﬁnsfwhere the value of each cutput depends on
thé“entifﬁjiqﬁutﬁdata:set;-Thus the whole of the inpuf7data set |
ig -*.g;ﬁgﬁ-ﬁo;eéch*Transputer_stagefandwit~proquces;partg&f o
the ouﬁput. The outﬁuts from eéch Transputef are then trans—
ferred back to the Host computer*where 1t is combined to get
the final output result. There is no duplicatlon of data-

structures in;thls Qartltloning teahnique.=f

The efficlency of thls method w1ll be maxlmum 1f each

o

cell can use each data 1tem._80me algorlthms'which use out—

put partltionlng are dlscussed NOW.
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5;2.1 Histogramming -

Histogram gives a statistical appraisal of the image

under consideration. There are many other techniques which
'manipulate'the'histogram to enhence the quality bf-the image.

Hence histogramming is a common Uperatiﬁn perfOrmed on images.

Histogram H(g) of a image £(x»y) is defined as
H(g) = n, 0 L8 X% 8¢

ig the gray level resolution and n is'the number

h
where g .

max
of pixels having gray level g.

Histogramming can be implemented on Adaptable Pipeline
by dividing the gray level space among each.Tranépuﬁer atage.
If there are n Transputer stages and g gray levels each
stage will get nearly g/n gray 19#@15. Soy each Transputer
stage will form ite part of the histogram. All the n histogram
can then be concatenated in the main computer to get the final

histocgram.
5¢.2+.2 Hough Transform :

In Hough transform curve and line detection involves
applying a co~ordinate transformation to the picture such
that all points belonging to a curve of a given type map into

a single location in the transformed space'[45]. This can be
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illustrated by an example. Suppose it required to detect
straight line paSSing.throogh a point”P (ﬁhiohiié ofiéiﬁ) If
a one~dimensional array is constructed 1n'whloh the value at
‘“pogition W is number of p01nts (P s) such” that yi/x = W.
THen if we find a poak 1n the.array at W = thenwwo can

| oonolude that most of.Pis lie on straight line'W1th slope Me

A more general'method of line finding iS'discuSBod
here. For exampleo lines may'be parameterized by'values'G

and p and the equatlon is

xoose-}-y’sinue':p'
Thus for line flndlng the Hough transform takes the (X»y)
location of each signiflcant pixel and for a range of-e
calculates the P value u51ng the above formula. Tho value of
(8sp) is incremented. Once the whole of data is prooesoeda
the'table is scanned and poaks are found. These peaks oorros-
pond to most llkely llnes in tho imago. As the most tlmo con-
suming aotxvity 15 tho mapplng'betwoon 1mase and parameter

spacen output partltlonlng modol suits thls algorithm the

most. The paramoterlzed space 1s,dlstributedoamong_tho various

e _oolls. To 1ncrease efflolency the'Host should send only those

@dplxels whioh are significant.

After all the d&ta has been prOCESBEd 1n Tranoputor

stages oaoh;stase selects 1ts 31snif1oant peaks and sends ”
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then to. the Host where the*maxima can be: selected. Meny ether
glebel eperatore guch as image retatlen etc., can be eimllerly

1mplemented on Adaptable Pipeline.

LT

5¢% Pipelining

In pipelining the elgorithm is partitioned among the
different Transputer stages and each stage performs one stage
of processing. Any algorithm which is regular_end can be
partitioned among various stages can be implemeﬁted in
this way. Adaptable Pipeline is baeleelly a pipeline and
hence implementation of this model is strelght ferward How-
ever it eheuld not be assumed that this is the. enly efficient
methed becauee it has already been shown how other methede

can be efficiently implemented on Adaptable Pipeline. One

advantage with pipeline model is that there-iE-no;need for
spliting or concatenating of input or output data as is done
in other methods. Two important algorithms which are most

frequently used in image processing are diecuesed below.

54341 Convolution

Here one-dimensional convolution is discussed. It is
shown in [10] that any higher dlmeneionel convolutlen can be
done by*u31ns one~dimensional convolution. The problem 15

given a sequence of welghte (wqrweg....rw ) and an input
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59quﬂﬂ°¢(x4,x2iﬂ.;;.i xﬁ) to eVélu&témtheﬁgequﬁﬂee';=

in= w’l + WZz:i.+'l "-'__,“” + k i-+k ’I S

There are many techniques of delng-convolutien;one such

?mﬁth065i3:diﬁcussed~here;ﬁ**’

[:“1-”In{tially all'weights are br@adcasted to esgch stage

.;';(aasuming k < number of Transputer stages) At the beglnlng

v off cycle xi is braadcasted to each stage and .Qne ys enters

the first stage. After k+ cycles the final values of yis

are produced one from each cycle.

5.3.2 Fast Fourier Transfors 1

. : The'problem here is tﬁ find

ﬁyi =:x wi(n;ﬂ) +xqwi(n'2), '.;. +.xn \ _0 < i < n-1 given

input sequence x'.X4, ....,"x - v This is called’ stcrete
Fourier Transform. This method'would take 0(n2) tlme..How~
ever the Fast Fourier Transform of Ceoley'and Tukey'[1965]
“jtakes only'O(n 105 n) time. There aro m&ny'varlatlons of FFT,
'f;the constant geometry'version [16] is 1mplemented here. The
most tlme consuming task 15 the butterfly operatlon Wthh 18

rdescrlbed as belaw. '

. (a +:lai) +. (b, Jbi) (w +awi)
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This involves six real edditiene "and foer real additions. .
FFT can be efficiently implemented on the Adepteble.Plpeline
as fellews. All the butterfly operations in the i-th stage
are carried by-stage 1 and the results are stored in the
memory of stage i+1. As communication and precesSing can
ocecur coneerrently, the (i+1)th stage can work on butterfly
operetion of enotherifFT preblem. Thus it is necessary that
there should be a constant flow of FFT problems (as in many

practical cases) for all the stage to be busy.

Another mode of operation is possible in Adaptable

Pipeline where the routing network is used to form multi-

dimensional arrays. Theugh an AdeptebleePipeline hes_e
linear array of Transputer stages it is possible to have a
multi~-dimensional array. The advantage with such a configu—
ration 1is that some glgorithme like higher dimeneionel

convolution can be mapped very efficiently.

For this, intereonnectien.between'verious cells hae
to be made by'de51gning a eulteble 1ntercennect10n network.
Fer exemple 1f we want a 5x5 square mesh of Treneputer stages
the firet stage ehould be connected to feurth, the eecond
to fifth end 80 on in addition to connections between adjecent
stages which already exiete. A thorough eneiyeis of the prac-
tlcebility'ef the above methed has to be made before it is

used.
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CONCIUSION

The use of parallel processing systems in image
processing applications is never doubted, but opinions still

differ on the issue of selecting the most appropriate system.

In this dissertation it is shown how Adaptable Pipe-
line can be used for image processing applications. Adaptable
Pipeline has & highly flexible architecture which makes it
suitable for many types of low—level lmage processing appli-
cations. Though the Transputer chip, which is used in the
Adaptable Pipeline system described here, is a powerful chip
there is a mismatch between its computational and communica-
Yion capabilities. This problen can be alleviated to an
extent if the chip uses parallel communication. If such a
chip is fabricated then the Adaptable Pipeline would become

all the more powerful for image processing applications.
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. n . This program ﬁEanPmE image enhancement through sharpsnening.

. Sharpening is done by applying the Laplacian cperator.
.- Input partitioning technique is used.
. The input image is partitioned into different cells. Laplacian

.+ The

aperator is applied to each Pixkel of the input image.
output from each stage is sent back to the Host.

i1 tmtai“ﬁwmtEﬁ5QW$ 16 8

"

~ ¥ omax Jproacessorsl CHAN (INT) pipe

La12I0512T BYTE image 3
INT temp.row, temp.col, row, col, partition

. ThHe

AR present .processor

Cinput image is not divided into perfectly disjoint sets but
S OME radundancy 18 provided Lo Aaveric Lnter-processor

Ccommunication. This would result in outer cells getting different

no. of pixels compared to the inner cellsg. This is taken care in
the following 1ines. "

il

1 FOR may .nrocessors

FROC find.laplacian( VAL INT row, col LINT }apiaczan)
INT temp.caol, temp.row, temp :
CE3 INT temp. array s

SE G

SED

inJdink is pipel2 % present.processor - 2 1

sum = imagelrow-l,col I+insgelrowtl col J+imagelrow,col ~1 1+ imagelrow,col+1]

Taplacian = sum - (4*1magafrmw col )}

out link IS plpﬁ[” * present .processor - 1]
SEQ |
in.tink 7 pﬁrtztmn
IF !
praesent .processor = 3
SYA B,
SRR row = | FDR partition + 1

SEf col = 1 FOR partition+d
in.dink P oimagelrow, :m]]

FOR partition

Rresent .processor = maX .processor
SEQ
temp.row = Q | |
HEA row = (present.processor-])#partition FOR partition
SEG
temp.col = O
temprow = temp.row +1
GER col= (pweaant processor-1D) #partition FOR partition
- 8EQ . - |
temp.col = temp.col +1
in.tink 7 imageltemprow,tempcol ]
TRUE | |
SEG
tamp.itow = O -
SECE row = {pr@ﬁpnt pwmrpﬁﬁmrmi)*part1t1mn FOR partition
SEQ
- temp.col = O
temp..row = temp . .row +1 |
SEQ col= (present .processor-1)*partition
| Sk | S | o
temp.cal = temp.col +}

- inJdink 7 imageltemprow,tempcol ]
SER temp.row = 1 FOR partition ‘

- SER tempocol = 1 FOR pdwt1t1nn |

- GER . T S B S

“**4ﬁw1Mm+ﬂfﬂ4+
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Lmage (Lenprow,temponl) = Japlacian
SER row = 1 FOR partition | |
Bl ool = 1 FOR parbition
odtpat ! o dimage [rowllicol ]
QT |

«re This program evaluates the histogram of the input image.

»vw  The partitioning technique used is output partitioning .

»ws  The input image is passed to all the stages,

«»» Each stage computes part of the histogram.

»» e« Each stage sends  its part of the histogram to the Host atter
"W owom computation is over., |

VAL max Lprocessors 18 1460 s
FAR processor.ne = 1 FOR max processy s
[S1ZI05120 BYTE image

INT no.of.grey.levels, MaX ,POWS o tmtalngPEyQTEva?ﬁ :

SEC
input P omax..rows
input 7 total Jgrey.level s
. Image is inputted to sach stage.
.o Image is taken as a sguare matrix.
SER row = 1 FOR max Jrows
SER cal = 1 FOR max o ows
input 7 imagelrowllicol ] | .,
no.of.grey.levels = total .grey.levels / max .processors | -
[histogram FROM (processor.no~-1)Y*no.of .grey.levels + 1 FOR no.of.grey.levels] IS [value FRO
HEL
O =1 its range of the output @ each stage
.« calculates the no. of grey values in  variahle
. wow count . | |
HER Toop = 1 FOR no.of .grey.level s
countiioogpl 4= 0O
BER row = 1 FOR max .rows
BEE val = 1 FOR may .rows -
countlimagelrowllcel 1] = countlimagelrawilcnl 1+1 |
SER  row = (processor.mo - 1) % Na.of .grey.levels -1 FOR no.of grey.level s
output ' countlirow] - | |
STOR - L6EOT CHANMCINT) pipes
"o This program performs one-dimensional convolution.
. The program uses pipeline mode ot execution.
.o e A1 the weights are stored one per each stage.
v an It is assumed that the no. of weights is less than the size oOf the
. . array. | | |
. Each  input element is broadcasted to all cells and the sum of the
oaw partial pradouct is accumalated. '
.o In short the weights stay and the output moves.
Lol INT w3 ;
INT  weight , max.elements, no.of .elements
INT tamp,lmug,pap&ial.ﬁum;ﬁcﬁﬁqﬁéﬁﬁgg;ﬁgJ
VAL  max.processors IS 8 .
i ] E,:rgﬁa L - ey S PR
™
rT,




pipe.input I8 pipeld*nrocessor . no~17 s
Pipe.output I8 Ripeld*fprocessor . .no - 97
atitput IS pipeld processor.ng ~ 37 »
input 18 RPipeld*processor.nol: :
OER .. Here the no. of weights are broadecasted o all cells,
input 7 weight |
input ? no.of.elements

4]

input ? max.elements T

IF - N
" oa I+ the stage under congideration is the last
‘o stage, then as many as K-N+1 no.of outputs are
" s proguced where K is the no. of weights and N is
.o the no. of inputs.

MIQUeSsEOr . Mo o~ MAH IO RssEDNS
coitnt o=

TRUE |
count: = no.of.elementy - MAX Procesors +1
L |
wan If the stage under cansideration is not the last stage
.o then each stage gives one output value.
processor.ng = |
SKIF
TRUE
SEL loop = 1 FOR PrOCessor . .no-1
| input 7 xL0loop?
temp = procesor.no
WHILE temp <= max.elementa
SEQ
IF
processor,.ng = 1
o partial Jeum 1= 0O
TRUIE
. pipe.dnput ? partial .eum |
partial .sum = partial .sum -+ (weight % x[loopl)
- v« The outputs are then send to the main host,
TF
HPOCESS0N. N0 = max . proressors
S |
output ! count
output ! partial .sum
| count = count + 1
TRUE
o - I
. temp = maw.elements
Sk
output ' count
| output ! partial .sum
TRLIE -
pipe output ! partial .sum
STOF B |

This program is foe Hough Tearnstorm.
e this out PUl partitioning is used.
NT 3 ST T WL Wt AN = 10 Y- Tk i N Y SR W o ££wmﬂ:.im_nﬂaﬂmmmhmm

L L S S N O W
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R 1inesg, . ;.
‘e The equation of the straight Vime iz faken in the parametric form.
. e marh significant pixel  the HMost sends the value of o is

SR calucltated for a rangs of theta values.

. w o For - each theta , rho pair the ocutput is incremanted.

.o The peaks are found in each stage and sent to the Host. The maximum
e amongst these is found there. - -

F3210323 INT  value @ |
INT  rho.range, theta.range, theta.max, mad.processors o
ES1R2I05127 BYTE image s o
ITNT theta,rho, rho.max, max, no.of.rows, row, Col, <, Y
HEG |

inpult ? max .processors ,
[2%max processors] CHANCINT) pipe o
FER processor.no = 1 FOR mad . processors
input IS pipe [2¥ (processor.no-1)1 3
aowtput I8 pipe [Z*¥(processor.no—-L)2+11 @ |
GER | : f
input ? no.of .rows | | ’
input P theta.max
input T omax .procassors
theta.range = theta.max/mad .processors |
FCoount FROM (processor.no-1)#theta.range + 1 FOR theta.rangel IS Fvalue FROM 1 FOR thets
SN
SER row = 1 FIR theta.range
SER col = 1 FOR rho.range
| valualthetallrowl] = O

r

wooasm ]
WHILE & <x O
SEQ
input Y o
inpul 7 v | |
SER ftheta = {(processor.no — 1 ) * theta.range + 1 FUOR theta.range
SEG
| rho 2= { x ¥ cos(theta) + y #* sin{theta) )
valuelthetallrhol = valuelthetallrhol + 1

aaws 10 Find the peak .

Mmax sz )
max .~ho o= 0

max .theta 1= O
SER  theta = (processor.no—-1)*¥theta.range + 1 FOR theta.range

SRR o = 1 FOR rho.maxr.

. 1F -
may 4= wvaluelthetallrhol
SRR
mayx = valuelthetallrhol
max ho o= prho
max .theta @= theta
TRUE | |
Gk I

nutput ! max Jtheta
output Pomax Jrho
B outtptit ! omax
STOF -
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"o e This wrmgwam pﬁrfmwm% image enhancement Hy Hharaﬁn1ngn o

. n Median filtering is pertormed. -

S The input image 1s partitioned into different cells. J |

I The value of each pixel iw replaced by the medidn of the
oo - neighborhood pixels -

—
-

VYAl total _processors IS5 16 @

L2 % max .processorsd CHAN
CEIR2I0SE2) BYTE image ¢

(INT) pipe

INT temp.row, temp.col, row, col, partition @

POR present ..processor = 1 FOR max processors
. o The following procedure calucl ates the median of the nE1ghbmrhmmﬁ
" pixels of the given pixels,

FROC find.median( VAL INT pixelrow, pixelcol ,INT median)
INT temp.col, temp.row, sorti, sortj, temp-~ :

L83 INT temp.array
Bk
SER temp.col =
temp . array
temp.arrayld] =

temp .arraylS1 =

SEQ temp.col =
temp . arvray
OER sortl = ]
SER sorty =
IF
- temp.,

pixel .col-1 FOR pikel .col + 1 | T e |

FCremn.ool~-pixel .col+21 = imagulpivel irow-1,temp.col ]
imagelpixe! .row,pixel .col 1] BRI

imagelpixel .row,pivel scol+l]

pixel.col-1 FOR pixel .col+] e |

Ctemp.col~-pixel .col+71 = imagelpixel .row+ltemp.col

FOR 8 c e Y

sorti+l FOR 8

awwayﬂﬁmrtlj <= temp.arraylsortg)

- 80

TRUE

median = (Lemp.

=0

in.link is pipel2d *

temp = temp.arraylsortil
temp .arraylsortil= twmparwaytﬁmrtjl
temp.arraylsorty I=temp

SKIF .
arrayl4l+temp .arrayl31) /72

esent . PGEEEEGPI“ ) j
i .

out.1ink IS pipell * present . .processor — 1]
SEG |
in.dink 7 pawtltmn

IF

present .processor

1

SER
SECG row = 1| FOR partition + 1
ﬂ GG col = 1 FOR partition+l
in.link 7 imagelrow,cnll

prasent .processor = max .processor

TRUE

SER |
temp.row = () o e ,
SEQ row = {(present.processor—1)*partition FOR partition
| CED | — CoT TR | |
temp.col = O
temp .row = temp.row +1 :
BER col= (pwegent prncpasnrﬂl)*paﬁt1t1mn FOR paﬁtltlmn
SER |
temp .col = temp.cﬁT”+1
indtink # 1mage[%fiirﬂw1tempcmlj
SEQ | o P | % $hn
temp.row 1= 0 | oL T

- BEG row = {preaant prmremgnrﬂi)*paﬁtitxmn FHH pawtltimn

SR
temp .col = D
temp row = temp.row +1 .
VBER | col=_ (present rwmwssw“i)*ﬂﬂit}tmn v
e

—

¥

FGR part1t1mn
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find . .median{temnp.row,lemir.Co. jellan’
o LR mmoenw . henocel o= medlan
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SER cnt o= 1 FOR partition

output ! image [rowllicoll

i.
SN
r
| e,
gy L] i “'I "'\- q’"i-'!
+ n .
SRLIIL

by



