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ABSTRACT

Thinning 1is one ot the important low level gegmentation
procedure. On the other hand numerous thinning algorithm have been

proposed so far but the main bottleneck as given bellow

ay Existing thinning algorithms are not generalised in the sensge
that a particular method may be suitable to a particular class of
images but not to all kind of images

b> A genceralised model for measuring time complexity of thinning
algorithme ig absent. As a result their performance c¢an b o
compared in order to select with minimum time complexity with
better skeletone.

c> Most of the thinging algorithms are jterative approximation
method, when in most of the casces shape of the skeletone are not
preserved by the approximation method. Ags a result inaccurate
resultsy are submitted to the next astage Lhus error propagalion lios
occurred.Une model of analysis of the most widely used template
matching thinning algorithmg, based on markov process method i ot
conducting average care analysgis of thinning algorithms in order

To measure their performance have been propoged.

d> Also we have designed a model for the generation of random
binary image which are either normally distributed or 1/8
connected uniformally distributed. UWe have used these binary

Images to study the emperical average performance of gome template

matching thinning algorithms.



CHAPTER |

SOME TEMPLATE MATCHING THINNING ALGORITHMS

'Thinning ig one of the mogt important operation being performed
“fduring low level segmentation. Thinning L& perfomed on the
:edge*image which 1s obtained ag the outcome of edge detection.. An
edge Image la conagisting of a get of edge pointa lying on the
boundarlezs of the object present Iin the orlginal Image. Uasually
the_boundary of the object are elongated due to the side effect of
~the edge detection process. Such elongated boundary of the object
ate Tthined to get skeletone of the object. In general thinning c¢an
be deflned as the process of unusing points from elongated
boundaries of the object until the bnundaripa are reduced to
one-pixel wide boundaries called skeletone of the object.
Thinnlng plays a very important role in the preprocessaing sastage
OfImage Processing. It deals with extracting the distinctive

features known as skeletons from the images.

1.1. ALGORITHMS:
1.1.1 Zhangy and Suen’s thinning algorithm | {Zhang. 84}
Thia algorithm ls operated on a 3x3 window taking centre pixel as

the candidate one.Alsgo it is a two pasg parallel template matching

thinning algorithm whose description is given below.



fig(l.1) A 3x3 window

Adlgori trun

Pass ]

In parallel plcture/image procesasing the new value given to a
point at the nth iteration depende on lta own value aas wvell as
those of ite eight neighbour at the (n-1)th lteration so that all
picture polnfa can be proceased gaimultaneouly. It ia asgsume That
3x3 windows are used and each element is 8-connected. The window

las acanning the Image from left to right and top to bottom way

Step Z21.1

a> A(Plj = total number of ’'01' occurence in the window of figure

3.1 astarting at P2 following clockwise direction on the 8

nelighbours of Pl'

b, B(Pl) = total number of "1’ neghbour pixels if Pl'



Step Z1.2

An element is to be removed when 1t 12 on the edge of a stroke.
Thig is often ldentified with the conditlon of having_ two to s&ix
connected neighboﬁrs, that ias 2 = B(PZ) = 6 <=2 P1 is on the edge.
So we can formulate as follows if 2 = B(Plj < 6 and A(P1)=1

and atleast one of the three comditions

(1)the east neighbour (i.e. Pd) is '0Q°.

{(11) the south neighbour (i.e. de is '0°’.

(1i1) the north and_ west neighbour (i.e. P and PBJ are
gimultaneouly '0’' is true then the candidate pixel Pl is to be

deleted from the next pass II

Stegp 2Z21.3

Scan the window by one position at a time or acan all the position
simultaneouly and apply_stepa Z21.1 and 21.2.

Step £1.4

Uhen all the pixels of the given image have been processed and at

least one '1’' plxel haas become 0’ then go to pasa Il elge exit.

Pagg 1

Staep L£2.1

Same as step 21.1 in pass 1.

Step Z£2.2

1£ 2 iB(PIJ % 6 and A(P1)=£ and if atleast one of the condifions
(1) The north (i.e. Pz) is '0°

(1i) the west (i.e. Pa) is '0’



(1ii1) The east and south (i.e. Pq and PG) are simultaneously '0’

is true then the candidate key P1 ils to be deleted _far thhe next

pass I

Step Z22.3

S5can the window one position and apply atep Z1.1 and step Z22.2
Step 2.4

When all the pixel of the given images have been proceassed and

atleast one pixel haa become '0’' then go to pasas I elae exit.
1.1.2 Holt et al thinning algorithm [Holt 87]

Holt'a algorithm 1ls the boolean representation
of the modified Zhang and Suen's algorithm. It is given
bellow.

In this algorithm they had assumed a 4x4 window (figurel.2.) is
aliding over the binary Image. It Is an one pass parallel template

matching thinning algorithm.

a8 candidate pixel.

figure 1.2 a 4x4 window having P1

Definition 1.3 [Edge]
The edge of an pixel P1 can be present provided a 3x3

window as In figure 1.1 satlafylng'all the conditions:



1> P1 = 1

2> 2 % B (P,) 56
3> A (P,) = 1

where A (Pl) and B (Pl) ag defined In section 1.2.

Algorithm .
In parallel pleture procegsing the new value given to a point at
the nth iteration dependas on lts own valye as well as thoae of its
elght neighbour at the (n-1)th lteratlion &0 that all pleture
pointas can be processed aimultaneouly. It is Agsume that
dx4windowe are used and each element lg 8-connected. The window ie
scanning the lmage from left to right and top to baftom WaYy
I1f one of the four condlitions, as shown below ,ls zsatlaefled then
the pixel will not be deleted

1> the candidate pixel will not be on the edge.

2> the value of north and south neighbora will be ’'1l' and the

east neighbor will be on edge.

3> the value of west and east neighbors will be '1' and the

south neighbor will be on edge.

4> the eaai, south-east and south neighbours will be on edge.

Repeat the process until no '1’ to '0’ tranaformation

takea place.

The overall expreasion for servival is given bellow:

P1 and ( not ( EDGE Pl ) or

( EDGE P, and -~ F and P 4 )} or

4 2

( EDGE P6 and PB and P-d ) or

( EDGE P, and EDGE P, and EDGE P

r ¢ )2



The EDGE funclion is defined as in L[CHolt 877.

1.1.3 Chin et al thinning algorithm [Chin 87]

In this algorithm they had assumed a window(flgurel.3.)is sliding
over the binary 1image. It is an one pass parallel template

matching thinning algorithm.

Eight of them [ figure 1.3(a)-(h)] are used for detecting bondary
plxel where aa other two [figure 1.3(1)-(})] are wused for

dlsabling the deletlon of pixels 1f certain condlitlona are

satlaflied and the laat four templates [flgure 1.3(k)-(n)] are for

trimmining .

(continued)




(n)

( where p . q =1 and x's are don’t care poaitions )
flgure 1.3 templates used In chin'a algorlthm.(where (a)=-(h) -->
thinning templates, (1)-())-->reatoring templates, (K)-(n)-->

trimming templates.)

Algori thum

Step C1
If an window matches with any of (1) to (J) templates
then the candidate pixel. can not be deleted and move to the next

poaition and go to astep ¢l elsge goto dtep c¢2.

Step C2:

If an image window matches with any of (a) thru (h)



templates then the candidate plxel will be deleted for the next
iteration elae move to the next poasition.

If any pixel 1lg deleted then go to astep cl else go to dtep c¢3.

Si#p C3:
If an image window matcheas with any of (k) to (n) templates

then the candldate pixel will be deleted.

Step C4 : STOP.

1.1.4 Pal and Bhattacharyya's thinning algorithm (Pal 89]

In this parallel thinning algorithm the binary pattern

congists of those pixels those are 1's. In this algorithm abxbh

window is sliding from left. to right and from top to bottom
{‘.' ' .

fashion over the lmage.

figure 1.4 A 5x5 window used in Pal and Bhattacharyya’s algorithm

10



A vertical stroke of width 2 is guarded by peeping of 1ls edges,
So a point on west edge can be preserved aniy if It ia not on a
corner and lts eagt neighbour ie on an edge. The horizontal and
vertical straight lines can be preserved by 1f one of 1its

four templateg in figure 1.6 matches.

X X X X X 1 X 1 1 X
1 1 1 0 X X 1 1 1 X
1 1 1 1 X 1 1 1 1 X
X 1 1 1 X I1 1 1 0 X
1 X 1 1 X X X X X X
(a) (b)
X 1 i X 1 X X X X X
X 1 1 1 X X 0 1 1 1
1 1 1 1 X X 1 1 1 1
X 0 1 1 1 X 1 1 1 X
X X X X X o X 1 I 1 X 1
(c) (d)

figure 1.5 horizontal and vertical line preserving templates.

Algori thm
Step FRBR1:

all the bagic atepamof Holt et al thinning algorithm

except loops.

11



Step PER2:

If the 5x5 window matchea with any of the four [flgurel.b
(a) to (d)] templatea then the candidate pixel will be deleted,

otherwise goto atep PB1 after galiding the window by one position.

St.ﬂp PB3:

If any pixel ia deleted in the above procesgs (gtep PB1

and PB2) then go to step PB1l otherwiase STOP.

1.1.5 Guo and Hall’s thinning algorithm

In this algorithm they had agsumed a 3x3window(figurel.1l.)la

sliding over the binary image. It is an two pass parallel template

matching thinning algorithm.

Definition 1.1.5.1 ;o

C(Pl) is defined as the number of distinct

8-connected components of 1's in P1'3 eight neighbourhood.

C(Pl) = 1 implies P1 la 8~aimple when P1 la a boundary pixel.

Definittion 1.1.5.2

N(P1) ls used to detect endpoint and which can be

helpful to achive thinner reasults where

No(P ) = (By V P,) + (Py V. By) + (P, V PB.) + (P, V P )

12



% = | + P V P
N£(P1) (PZ_V P3) + (P4 A PS) + (P6 \'A P7) ( 5 q)
N1 and Nz each break the ordered saset of P’as nelghboring
pixels Iinto four pair of adjoining pixels and count the number

of palrg which contains one or two 1's.

AlgoriQisum

PASS |

Step G1.1

An element le to be removed when it ls a boudary point. This often

identified by 2 = N(Pl) 2 3 and C(Pl) = 1 1f a pixel ie on

p \'J Pﬁ) \'J P5 = 0 lg there then the

candidate pixel ia to be deleted for the next pass 2.

boundary point and (P3 VP

.'-"|
.

Step G1.2
Scan the window one poalt}dp at. a time or scan all the

poaeitions at a tlme'aﬁq apply G1.1;

Step 1.3
when all the pixeis of the given image have been
processed and at leasat one candidate pixel. haa become

zero then goto pass 2 else exit.

Step G2.1

An element ls to be removed when it ls a boudary point. This often

13



identified by 2 =< N (Pl) = 3 and C (Pl) = 1 if a pixel 18 on

boundary point and (P7 VvV PV ﬁz) V P9 = 0 is there then the

8
candidate plxel 1s to be deleted for the next pass 1.

Steap G2.2
scan the window one position at a Lime or gcan all the

positions at a time and apply G2.1.

Step G2.3
wlien all the plxels of the given imag e hav e b eean
proceased and at leaast one candldate pixel has become

z2ero then goto pass 1 else exlit.

2.1 TESULT AND CONCLUSION

We have studled also implememted five parallel template matching
thinning algorlithms of which two algorithms such ag widely used
Zhang and Suen's algorithm and Guo et al’s algorithmg are two pasgs
algorithma other are one pans  al gor i thiune, in  the one pasg
algorithmg,Chin's algorithm explicitely degcribe the templates
uged In algorithm, and others descertibe the property of the
templets used In the thinning process. A set of output (Figure) of

different algorithm for a partlicular soet input shows the quality

14




of thilnning algorlithme. Hardware lmplementatlionsg are very aimple.
But no one is a generallzed thinning algorithm. 5o new thinning
algorithm development scope lg always open In the fleld of Image

Procesaing/Computer Vision.

15



CHAPTER i

A STATISTICALLY DISTRIBUTED RANDOM BINARY IMAGE GENERATOR

INTRODUCTION

In Comuter Vision, image iIs a matrix of integer values which 1=
indicating gray value at a particular posltion of an image. By
binarization method the gray level image can be converted to a
binary Image. There area number of image procesging operations
[Stoffel 821, such ag . c¢odlng, contour following and
skeletonization, performed on a binary images (ie, binary
patterng or bilevel lmag&s/patte:na). Claggiflcation of blnary

patterns In pattern recognitiaﬁ [Ullman 74, Shapro 78)]. Biological
or medicalimage procegsasing [Trussel 81], Engineering Drawing

tPferd 81)], map processing [Musavi 88], and other machine
manipulations of imaginéry data often incorporet binary
lmage- processing at some stage in their applicatiqn. In
the emperical study of the average performance of varioug image
processing and classification algorithms on binary images, 1t |ia
necessary to generate a statistically disgtributed binary image
and also necessary to analyze their tolerance and sengltivity to
nolee [Zhou 91]. In thls chpter we have presgented a

satatistically distributed binary image generation method.

16



2.1 DEFINITION AND TERMINOLOGIES :

Definition 1 @

A binary image B = Ebljj Le rtepresented by
. _ 1 , Object
1J 0 , background
where 1 = 1,2,...... n ; J = 1,2,...0.0... , 10 and n x m is

the size of the binary image matrix B.

The real world image containg some natural patterns. Mosgtly they

are connected. The connectivity of an image 1= defined by the

followling deflnitions.

Fig 1: The 4-neighbour and 8-neighbour of the pﬂintkPi

Pl = Central slement, E; = North, P* = East, P = South,

ra
h

«5
a West, Pn = North-East, PE = South—-East, R? =z South-Vest,

3
if

North-West.

Definition 2: In a binary image four elements, namely, top(P ),

bottom (pﬁ), left (Pﬁ) and right (E*) are said to be 4-neighbours

17



of the elements Pl (or d4-adjacent to Pl) ( Fig.1). If two subsets
U and V of S (say) there exist at least one element of U which Ila
4-ad jacent to atleast one element of V, then U le& saald to be

d-ad jacent to V.

Definttion 3: In a binary image four didgonal elements of P‘
(Flg. 1) are sald to be 8-neighbours of P‘ (or 8-adjacent to P‘).
If for two subseta U & V of S there exlates at least one element of

U which is 8-adjacent to at least one element of V then U is sald

to be B-adlacent to V.

Definitien 4: An 8-path (4-path) n“(p,q) of length n from p to (
lgs A gequence of polintg (elementa) <p = P v P oye---- p_= q»> auch

that P, is an 8-neighbour (4-neighbour) od';k_l and p = B where B

ig a binary image and 1 % i % n.

Definition 5: For two diffﬁfent points p and ¢ of B, where B is a
binary lmage, the point p la sald to be 8~-path connected (4~-path
conected) or simply 8-conected (4-conected) to q if there exists

an 8-path (4-path), 11 (p.a) in B.

2.2Uniformly Distributed Binary Image

A binary image can: be generated by using an uniformly
distributed random number generator. Ue are generating a

uniformaly diatributed random number which lles between the ranges

of gray levela, scanned or dlgitized through a scaning device/CCD

18



camera for an 1mage of a scene. On each Jgrey values apply a
thresold binaryzation. The grey values of the image can be

normallaed within the range 0 to 1 then choose a thresold value

(0.5 say). This will give a random pattern but it does not
guarantee the conectivity of the pattern. A d-connected
(8-conected) random binary pattern can be generated by the

following methods.In this method a binaryr uniformly distributed

them on ite 4-adjacentsa (8-ad jacents) according to Iits incoming

gequence then move to the upper level and find next 1 and apply

the above method recursively and when It dose not find any 1 of

lta adjacent then come down to a step. This ultimate pattern will

be bounded by 0°'s only.
2.3 Normally Distributed Binary Image

A normally distributed binarj image can be generated by wusing a
normally distributed random number generator. Since the Iimage is
binary aso we have to select the positions on the image plane such

that it will produce an edge line binary image. We can define a

normally distributed binary iﬁaga aas followa

Definition 6: A gray level image G ia gaid t&l be normally
digtributed or a mixture of normally diastributions if ite
histogram of gray values of the image is approximated by a smooth
curve and the hiatogram looke like a normal distribution curve or

a mixture of normal distribution curves (ie multi-peak) then the

1¢



image is said to be normally distribuled.

| ﬂefinitian 7: A binary image is said to be normally distributed if
its original (gray value) image Ia normally distributed by
definition 6 and also 1ts converted binary ilmage by edge detection
method glvea some natural patterns of 1'a then the binary lm%ge 1a

galid to be normaliy distributed.

Since the blnary image iz nbrmally distributed, g0 1t contains
(0,1) with natural patterns of lines and pointa. Natural pattern
formation by using (0,1) 1ls poaition dependent. We deviced a
method by whlch we can generate the poasitionas of 1's in a zZero
matrix, so that thisg matrlix containg some natural patternsg then
this matrix isa B, a normally diastributed binary image. Now we
shall generate the pogitions of 1's in B (initially 0). Since we
can agsaume B as a pilxel matrix so the distance between two pixels
ls fixed in a perticular giractlon. S50 there 1l no deviation on
distance, only de#iatlon may exiets on the value of orientation &
(say). So we shall generate a normally disfributed~ angle & with
regpect to a center.

The parameters of a hormally distributed random direction

generator are standered deviation (o mean (“9) and the Inltial

5)

value of & = 90 (gay). Mathematically we can write

9 ~ N(QD I‘“E l‘de )'

Thig € ig a real number, *‘in degree or radian. So make this & in

degree to its nearest integer value take a modulus over 3600. I1f &

is negative then It convert to a positive valueby 3600+9. Then

20



chooge the & nearegt of an element of the set

& O O o 8 o O O

§0°, 30%,45%,60° ,90° ,120° ,1357 ,150

o O

, 300 ,315

4 O O o o

,180%,2107,225", 240,270 ,3307,360° }.
According to the value of the angle choose correaponding plxel to

be 1. This is shwon in the figureZz and table 1.

¢ -4 3
8 . . 2
@ . . . 1 - ’
10 . - . 16
11 . . . 15
12 13 14
fLgure. 22pixel with the corresaponding rnumber, o L Lhe central

@ lament

Tablet: Angle and corresponding poartion of pinael.

Formal Algorithm:
1> The binary image matrix B = ([b ] V¥V i,]

&« [(0,..m:0,..n] where bij= OV i,}]

2> We shall generate w <<n2 elements of 1

3> Initialize value of & = 6,, H= p, and o = o,
4> Generate a normally distributed random number

g = N{(@,u,o) for a 8eed of uniformlly distributed

21



random number .

B> &

8 * VNORM(u,o) + &,

6> ¢ Integer(8), assume &8 isg in degree, if not convert it ¢to

i

its corresponding values df degree
7> 8 = 8 mod 360

8> If &8 is negative then @ = &8 + 360

0> Select & to 1t8 nearest value of the sgset

o O

& O

{0, 30%,45%,60° ,90° ,120%° ,135° ,150
,1807,210%,225%,240%,270%,300%,315%,330%,360° §.
Alao choose lts corresponding position aa shown In table 1

10> Fill that position by 1 and its 8-neighbour

11> 90 = &

12> Repeate the gsteps 1 to 11 untill it generates

w polnts.

2.4 Experimental Results and Conclusione

We have carried out a number of experiments to g&nefate different
binary lmages. Few results are gshown ln figure 3-6 containg some
results of 4-connected uniformly distributed binary
images . Fig.7-10 Ecntains gome results of normally ‘ digtributed
binary imagea. In the astudy of the average perfotrmance of
template matching thinning algorithmg {[Pal 91] used uniformly

distributed binary imagé. The eame estudy can be

22



perftormed by using normally distributed binary image. Alsowe can
make this binary image more realistic by adding some nolse L[LZhou
91 ]. This idea can be expanded for the random natural line
segment ie map line segment generation usin normally distributed
random numbetr generation for the two parameter in polar
co—ordinate system (r,8) where r iIs the length of the line gsegment

and 8 18 the orientation.

23



CHAPTER il

ANALYSIS OF TEMPLATE MATCHING THINNING ALGORITHMS

USING MARKOV PROCESS

In thls chapter we have consider the analysis of template matching
thinning algorithms for measguring thelr time complexity. The main
objective of measuring time complexity isg to measure the total

|

‘amount of time requirement by the algorithm and the average number
of iterations fequir&d 1o cunverae:thﬂ thinning proceasa., Here we
have proposed a probabiliatic model using Markov procesgs for
measuring average time complexity of the template matching
thinning algorithms.

Using the proposed model it is also possible to compute a bound on
the number of iterations requried and the reguirement of the
average time to complete A& thinning procegsg applled on an

uniformly distributed binary image.

J.1Markov Process

A stochastic process can be defined quite as any collection of
random variables X(t), t « T, defined on a common probability
gpace, where T is subset of (-x,x) and is thought of asl the time
parameter set. The process 1is called a continuousa parameter
procegg i1f T ig an interval having posgsitive length and a discrete

parameter procesgs if T is a subset of the integers.

24



[f the random variable X(t) all takes on values from the fixed

gset S5, then the S ia called the state space of the process. Many
gtochastic process of theoretical and applied Interest posgsess the
property that ,given the present state of the process ,the past
history does not affect conditional probabllity of events defined
in terms of the future. such procegs ia called Markov procesgs.

Many systemsg have the property that given the present state T,the
past states have no Influence on the future.This property ia
called the Markov property , syatem haviﬁg the property are calle?

Ilarkov chains. The Markov property is defined preciaely by the

regquirement that

P ( X = X

n+1 .= x

n+l 0 0’>°-"""" n n

X L1 each in S. The conditlonal probablilitlies

P (xn+1= xn+1 an xn)

are called the transition probabilities of the chain.

3.2Markov Pure Jump Process

Let X(t) denote the atate of the syatem at time-t,defined by
X 0 = t < 7~

0 1’
x1 Tli t (Tz,
X(t) = X 2 T, < t < T g  TTT- (2)

The procesgs defined by (2) is called a jump process. -

25



A pure death process is defined as & birth and dealh process with

Kx=0 where kx la the rate of birth and Mo isg known as rate of
death. The forward equation for a birth and death process can be

written as

va (t) = ky-l Px,y-l(t) - (ky+yy)Px.Y gt) +ny+1Px ¥+16t)

For pure death procesa , from (3) we have

P (t) = w (t) - w v P x'y(t)

XYy yv+1 Px,y+1

= t =
ngt) 0 i1if vy > x and t = 0

since Pxﬁﬂ) =] and ngﬂ) =0 for y < x

- _ -t
=D Px£t) = @ ' X

P (t)= u J e P (g) ds

26
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—H .ttt (e u ) S
= 14 e x=1 J e x-1 X dg
x 0
ol T I C #, .- H
_ Hx o X 1 ( e x—-1
Px-1" Hx
. ( oHXE | mH(x-1)t
p { x-1-x)
congidering px = 4. X
= X e*“(x_ljt [1- e—“t]
L -2 (t-s)
Px.x Z(t) Hx-1 foﬁ x.x—l(B) ds
t
L (x-1) e M(X—2)t o o wlx-1)t.,  -us  H(x-2)g,
0 ,
—p(x-2)t. 0 - -
u (x-1) e “ £ H8 11~ o " 1de
0
(x-1) 2
v o H (x-2)t (1- ~#t)
— _2 —
(5 oMy gTHE)2
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=2 ny(t) = (xfy) G-PYt(l; G—Ft) “““““ (4)

here we consider t = total # of pixels, the delay time of the

proceags.

Modelllng the Thinning Problem
————— e e e

Now the thinning problem can be viewed as applying an algorithm A

. _ - =
on the image Ir = x_ to get Ir+1 X +1 Where xr+1£ X .» T
0,1,...k-1. The stopping c?ndltlan la when X 41 = X, 5 X = $ of
1'asa after rth iteration.
A A
I. = x | >, = x I >i1l1, = x L
0 0 I 1 1'|”. 2 2 T

£ig3.1 thinning of an 1maga¥10 by the algorithm A In K lteration.

.ﬁj

Ag we gee that the lptermedlata th1nned image Ir+1 dependg only on
the immediate past thin image Ir'.-hot only on the past stateg I0
I1 , 12 """Ir—l' Again as we assign the probability of deletion

of one '1’, we have the randomness.

Thus we can represente the thlnning algorlthm b} the Markov
process. Thus following equation (1) we have

=P (I

P(I | I,,I,....,

1 k-17 = ko1 Ig-12
Now we conaider each iteration in two ways

1> Pure Death Process
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25 Poisson Distribution

(1) Consider Pure Death Process, wve have the distribution

function

(x-y)
_ X ~pyt, , —pto o T
Pog(t) = (Do) e (1- e ©7) (1)
as defined In egquation (4).
Thug we can get
PO 1g% xg » 1= Xy, P11 ®po1tkT Y-t
= P IU = xU) P Il=x1 | IU-xO ) P ( I?—xz | Tlaxl )
PO T, x| Ty = B Cpsxg ] I (5% )
(R —X%X,) (x,—Xx,)
—ux, t -ut 70 T — t et 21 T2
S0 TC DT D B S & EETIA ¢ 1) "2t 1- e MYy 1L 1L
1 %2
| _ G T A
..... (k-2 ) -1t e M) k-2 k-1
k-2 “k-~1
X 0
C kol) e #k*l t (1- e Jth)
k—-1
—_uth ~ dHlx, o (X, = %X, ,)
= (0) (factorial) e s k-1 (1 - e Mh 0 k-1
k-4 J{I_‘

where (0) = P(IU= xU) and factorial * Hea (}{I } quﬂ?

T 1™ a1 heT Xeg) R

t
(approximating X by X P11 )
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--.utz X pr - pLiX op kol
011 011 t
C0) (xy) e (1 = e
as factorial = xU
HETp, . X
- 11 0 K-
=2 lo O + 1 o Moa
g T[1(0) °g X, > (1 Pyq
10
k-1 -t
xq(1-py, Jlog(l-e ©") < 0
=
ptp X
log q(0) + log x - 1o T k-1
§ o) 11
10
~1d t
as log (1- e ) ——=> 0 as t becomey large.
2 k1 HEPy 1% |
Py (pt q " > ) > (log 1j(0) + log x
10
=
(log (0) + log x, ~ wmtx 'ﬁli )
|9, < =
11 Htp, . x
K-1
Pio
=
log Py (k-1) < log kk
=
log kk
k.""l >'i-'a—-—--——-
£ pil
=
log kk
k > 1 + BT
CE pil
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P14 < 1
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(2) Now we cvonsider the Poigson digtribution. It lg becauge the
f# of deletion of *1°' in fivrast few iteratjions Ia very large where
ag that of the last few iterations is very low. We conglder the

Poisson distribution o0f constant parameter A.

The probability digtribution function for i{-th iteration ,

P
pi=-— T where A = plU X5
Thug
?oUIgE g s 1yE Xy, 1™ Fpoar Iy Xpoy) ¢
I I-k.l @ A
L= 4 '
Z i -A k
= A e
—T T < 1 [as each p, = 1 ]
As (0) E i -x k > 0 and
I A e
; DR
A B ¢ nmt < 1 k™ = k
] 4
=2 -t
i ' ? k(_!i"‘l)
" 2
s k(k+1
2 - ka
A £}
—xe . <!
k
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ke %thl) log A - k A& £ E%E } log k

2 M
=2 Kk + 1 <1EE*iﬂ:_T3E_E
since (k+l) 1lg a poslitive number , we have
log A - log kK > 0

=D kK < A

3.3 Time Complexity Analysis

There are two important measures of any algorithm,namely
1> time requirement

22 space requirement

Generally the time and space complexity 138 measured aas the
function of slze of the input. If for a given gize the coplexcity
ig chosen asx the maxlmum one  then L it called worat case
complexity.

[f the cvomplexlity lg taken ag average requirement of time for a
given gize ,then it la called the average time coplexcity.

The maln objectlive of measuring time complexity 15 to measure Lhe
performance of the template matching thinning algorithm. A large
amount of thinning algorithme have been propoged so  far, but no
gerious attempt | except in {Palq9l] ias toe measdure average time
complexlity.

We have proposed a @atochastic model for measuring average
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cofaplexlty of template matching thinning algorithms. Using the
proposed model it is possible to compute a bound on the number of

iteration required.

Table 1 : The § of templatez and probability of matching

algorithm | of elements in |§ of templates |[probanility
of template

used a template used to delete _matching
Zhang&Buaen 9 | 34 J. 066404
Chin 9 - 48 | 0.0937%5000
T 16 |T 4823 |0.07359314
e et 25 2608640 007777353
due & Hall o 32 0.0625

i, . e i S, —

As shown In table 72 the average number of {terations required for
thinikg have been obtalned experimentally for imageg of different

alzeaeg

Table 2: avetage § of 1terations required for lImageg with

i

different sizes.

40X 32104 x64 100 x 100
Zhang&Suen 2.5 . 1€ 2.
Chun I 5.5 IE.I IS-E_

Hol t

Pals&abhatta
charyya

Ous & Halb l

&0

Pk il

Table 3 displays the percentage of matched elements encountered

at different i1terations. ,
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s ¥ "

Talble T ! Average %4 of malched clements in The Jlerations (oo

A Y it it T
: .

I

iterations
- -3

ATggr s

Zhangykiluen
T dhin

Hol t

Pal&Bhatta
charyya

du~ & Hall
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FIGURE -3-6

FOUR CONNECTED IMAGES



FIGURE - 7-10
NORMALLY DISTRIBUTED IMAGES



