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CHAPTER |}

1.1. Introduction :

During recent years, design of suitable topologies for computer
communication networks has become an important area of research . A
network is modeled by a graph , where the edges of the graph represent
the communication links and the nodes stand for the processing elements.
It is very important to compare the performance of a newly desighed
network with the existing networks. A good metwork structure should have
a number of desirable properties , e.g. (1) low degree of vertices,
(2)small number of edges , (3) low diameter , {(4) high degree of
fault tolerance i.e., high connectivity of the network graph , (5)
regular structure ,(6) simple routing algorithms in both faulty and

fault-frea conditions. Some of these properties are mutually

confiicting.

An integrated design approach, simultaneously optimizing aiil ot
these aspects is very difficult to achive. The usual practice 18 Lo
consider one or some of them, but not all at a time , to obtain an
optimal or near-optimal design.

Fauit-toierance of a computer network topology 1s a fundamental
consideration . The faults to be considered may be processor failure or
link failures. A network topology is said to be fault-tolerant it 1t

remains “operational”, in the presence of taults. It i1s, however , Lhe

topotogical! requrements set by the application environment  that



assentially determine when a network is considered “operational . For
spaecial purpose networks , the requirement may be that the induced
subgraph on the 1ive or non-faulty nodes satisfies some particular
property. This property may be the presence of some particular structure
or may be anything else . For general purpose networks, usually it s
considered operational as long as the induced subgraph on the live nodes
is connected.

Though there is no universally accepted measure of reliability, a

simple measure for genaral topology may be connectivity (1.e. the
minimum number of nodes that has to be removed to make the graph
disconnected [3]) of the network—-graph. A more intricate apﬁraach may be
to use a stochastic model [5]. Here, with each node and each 1ink we
assign a probability of failure. The failures are assumed L0 OCCUr
independently. Under this model our aim is to find the probabiiity that
the network is connected. Some work [1,2] has been done on finding the

reliability when the 1inks have positive failure probability only.

(1.2) Basic Concepts :

The reliability of a network is given by the probability that - the
network is connected under the assumption that only the nodes and not
the 1inks have positive rates of failure and failure of one node does
not affect the failure of the other nodes.

we formally define network reliability under the following modetl :



Model : For a network graph G=(V,E), where Vv 1s the set of nodes

and £ is the set of links,

(1) with every node we assign a probability of faillure.

(2) node faults are assumed to occur independently. wWhen two nodes
are alive (non—faulty) we assign a probability that the link between
them if any is alive. wWe assume this probabiiity to be equal to 1. when

one of the terminal nodes of a 1ink is dead the link automaticaily dies.

Under above assumption the reliability of any network G (denoted
by R(G)) will be given by R(G)=P(A) [P(.) denotes probability] , where A
is the event that the induced subgraph {[4] on the 1live nodes are

connected.

Definitions:

Let G = (V,E) be a natwork of n nodes and v (<= V) be any node of 4.

R(G)= reliability of the network G.

(G-{v})= the network graph formed by deleting the node {v} from G &
its assoctated iinks {.e., the links which come out from or go into

the node {v}.

v2= the induced subgraph formed by deleting the node {v} and also the
nodaes adjacent Lo node {v}.

viz the set of nodes which are adjacent to {v}.



Gv: the network-graph formed by deleting the node {v} and 1its

associated links and forming a complete graph with the set of

nodes u such that u=Vi.

P(Lv): probability that the node {v} 18 alive.

P(L:)= orobability that the node {v} 1s not alive.

Example: Consider the graph G as given below.

Let {v}={11}. Then G-{v}, G vl, Vz are as follows :

V‘l

X X
Z Z
X X A
4 2 & 8%,
¢
X X X X
J 4 3 4
-1V (a v vV
{} v 2 1
fig - 2

we state the following result due to Mukhopadhyaya and Sinha [5]
THEOREM 1 :
For a network G=(v,t),if the links are fauit free,then for any vV
h C C '
R(G):R(G—{v})*P(LV) + P(Lv)*[R(Gv) - (R(<V2>) - [ P(Lu)] n P(LUJ }
u=V2Z u=Vvi
Remarks . Theorem 1 provides uS a recursive way of computing the
reliability of a network in tarms of the reltablility of network with

fewer nodes.



1.3. Motivation And Problem Definition

wa developed a Pascal program to determine the reliability ot any
network where failure rates of each node are given ,by the direct
application of theorem 1. We used a very simple data structure
(adjacency matrix ) to represent the network graph.This programis
efficient enough to determine the reliabiiity in numeric form.

But the expression for reliability in theorem 1, 1is recursive in
nature. For only one pass of the recursion using this formuia,
reliabilities of three graphs have to be computed.Even for a simple
graph like cycle,with only 25 nodes,the recursive execution Ileads to
stack overflow in 8650, VAX-VMS system.

Theorem 1 helps us to find an analytical form for the reiiability
of a few common network graphs [5] like Path, Cycle, Star, Wwheel etc.
But if we are to find the reliability of an arbitrary network structure
for which an analytical expression for the reitability 1s difficuli  wo
find out, wae can still find the reliability by writing a recursive
program as a direct appliication of theorem 1. However tthe problem of

writing such a recursive program are (1) exponential time requirmeant

and (2) stack overf low.



e

The result of time

reqguired

to evaluate reliability for

simple, common networks i1s shown in the following table.

- — e
Type Of ¥ Of Time Required Remarks
Network Nodes In Cpu uUnit
+ I} —_— -
Path 5 10
Fath 10 180
Path 15 6400
Path 20 195540
Path 30 stack overt lows.
!
Cycle 5 20 j
Cycle 15 123000 5
Cycle 25 | Stack overflows.
' i
sStar 5 10 *
}
olar 10 1Hh0
star 3 15 3450
star | 20 ihioU
|
wtar 25 45900
whee | H i 760
whee ) | 10 125580
whee | 15 j stack Overf lows.
I T T ——— l
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The objective of this dissertation work 18 to remove recursion in
the formula given in theorem 1. Here we have tried to deveiop an
analytical formula for the reliability of a family of network graphs
Though we have failed to determine an analytic expression for a genera:
network graph still we have given five structural forms,for which we
have found out the analytic forms.iIt 1s avident from these general forms
that with the help of these forms and with some pre—processing we can
evaluate the reliability of a large class of network directly.

Last1ly we have outliined some results regarding the 1increase o«

decrease in the reliability of a network due to addition or deletion o
one or more 1inks. This incrmental information about the reifabiliity
would help one in designing a network with a given number of noges

within a given reliability range.
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2.1. Notations :

rt* -  Number of nodes in K“ adjacent to the node Ki’

G
!

@ Sﬁt OF ﬂﬁdﬂ-s ﬂdjaCE.H't 4+

r-
b

node X,
fi1g: 3
r-.» < Number of nodes in Kn adjacent to both the node X &x
K.,

-T .)(;_
i)g

231 Seb *)}‘ nodes acdjacen”
L : bots X. and >

fig: 4

r © = Number of nodes in Kn adgjacent. i the node & but )

ad jacent to node xj.

g
ST T . X 4

m S&t Gj: rnodes ‘:"d\)ﬂc.{;h?

- !J node - but ot x

fig - b

1¥:



S, = Number of nodes in K ﬂdjacant to noades X ?r X ?r both.

Kn
PR
X

l' — Se't of nodes tdyjocent te

XL 07 X o+ bﬂtlﬂ

fig - 6

3145; = Number of nodes in K ﬂdjacent to nodes X ?r A Sr bothbut

not adjacent Lo node X

T
IFK" —
Xy iy Xy
— S ——
L m S¢£ ﬁ)( 'ﬂﬂd-ﬂs &fliaﬁah’( +x
- Node s X, gy Ay or both bu-
Not adiwcent *o node x
tig - !

2.2. Steps Towards Generalization :

In the subsequent chapter we tLry Lo generailize the theorem(1; siep
by step.

Gase 1

First we give the general formula of a network consisting o a4

complete graph say Kn and some m number ot nodes outside Lhis Kn' ' nasea
m nodes do not have iinks in betwesd: Lheas bult hey can have linkse #1ln

the nodes of Knﬂ (he maximum degree of Lthese m no. ot nodes will be -

11



Case 2
In this case we consider the case same as above Lhe case (1) I g
only difference is that the m number of nodes that lle outside Lhe
comp lete graph Kn form itself a complete graph Km.
Casa 3
In this case we consider another subgraph of say t number ot nodes
along with the structure as in case (2). There are no links in belween
these t number of nodes,but there may be 1inks wilh these L number of
nodes and the nodes in the subgraph Kn'
Case 4
In this case we try to re—-generalize the case(2). Here we conhsider
the same network—graph as in case(?2) with an additional node sav xm
outside those two complete graph. there may bDe Jinks 1in betweer Lhe
nodes xm with the nodes of Kn and Km'
Case H
Lastly we re-generalize the case(4d4). Here we consiger inree
complete sub graph Kn' Km, Kt.lhere may be (inks In bpetween Lhese ireq
complete sub-graph. The maximum degree for any node in K , K | h w1t

N [}

be {ntmtt). Also the minimum degree of any nude in Kn will be : and

similarly for other.

LI



2.3. Structure 1 :

- 1 r(2)

r(3) ¥,

'_T-_———l ;'L " | ‘1.
K vis) ! k
N : —9 x; l

L) 5
A | O™ L ex. B
| - - | — e
fig - 8

Description : "A" i1s a complete graph of n number of nodes. Subgraph
"B” has m number of nodes and thers are no 1links 1in between these m
number of nodes. The nodes in "B are numbered from 1 to m. Node 1 nas
r. number of adjacent nodes in subgraph "A°. Maximum value of r wil De
equal to n and its minimum value 18 O.

Notation : The Reliabilty of the network 1s denoted by >

n
R(G (ru.r2,. 1))

Theorem 2 .
n | ey ” -
R(G (rere red)= 1+ mpla) p L (a)
—1
"—’: - mm S1.72.49
+ p Y (Q) t L 1) pq
Proof :

Proot by induction on m >

on .
RIG (Y F 72 oo oa™ 1}
it | | i
giRrRiG (e ,re e ) )i ' OLRLG (1 72 =~ })
N el ‘
« p(Q) pta) LKiG A A AT SR PR

..... ... by Theorem(1).



- rmp@ T - p B@™

4

=™
2 CARRE _ mm S1L.2.9,. m
+p Y (@) ..+ (-1)pag }
1—1
w1
+ p(q)
AAREXE rm+ev+{m—1) Py omsr 2 H Givoo
-p(a) [v + mp(q) - {pL(a) -p 1(q)
oy
m m. S1.2 2l 205 T
+(-1) p (q) }
N m-1 o mD N
= 1 +[ mp(q} +p(q) 1 - p L)
i |
Z m_ S MM ST 7.9 .
+p } @ ... + (-1) p q
1.1
'1#.
Prast: 2 flme 1) 2 s e B s vy
-[p(q) +mp (q) {p L(a) p y(q)
T B |
, MR S22 . ™mm+
Foeena. + (-1) p (q) }
 N+m I AR
= 1 + (m+1)plq) - p 1 (q)
-1
> g1 ml mel St
v p Yy (aQ) + (1) p q

14



Examp les :

[ 3
‘<H
l r{\) X,
-
(1)
| |
fig - 9
n n 'k
R(G (rv) = 1+ pla) - p(q)
(2) [ =
K e
| . * X,
v{1)
{ -9 Xy
— - A
fig : 10

a-"‘i -

N | Nt rs 2 P 1 2
R(G (rv,r2)) = 1 + 2p(q) - {p(qg) pla) -p (Q) 1

2.4. Structure 2 :

—— . o —
A I
—® X,
r{3)
T i
i ] . ‘
h TC ) ¥ X ’
S s na L
| . J - el |
tig - 11
Description

Graph A 15 a compiete graph of & aodes ard graph B 1s 3180 #

comp lele graph of nodes m. ihere are - nodes in A which are

t5



adjacent to node-1 of B, r2 nodes in are A adjacent Lo node-2 in B,

and so on.

Notation :
The Reliabilty of the network is denoted by =)

n
R(G [rt r2. r=—1])

Theorem 3 :

Proof :

We shall prove the above result by induction on m.we assume tLhat

result i1s true for anpy m and we show that it 1s also true tor (m+1:

Proot by induction on m =
n
R(G [rv,r2, . .rm+1r])

f h
=qIR(G [r ,rz ,...rv+0])]

Lol S VLR

M-

N R
fp[}{{ﬁ [rfi A N Bt SR AR At | ]}] 9[1 KV ]{{]}

....B8y theorem (1).

16
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1

n ntm m- v
=ql1+(@ -9 ) - [p(q) ;. (q)
il |
2 -/ ) ARSI m §1.2.9
p(qy } (@ ° ...... +p (a)
e
n n+m 2 m—1m &
- LA 44 b B
t[pt(pq -pa ) - [p (a) 2. (q)
[y |
m
3 m2 - SiL, 1. e M Gi1.2.9
p (q) Yo ... tp (q)
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N T AXNS Y n+m
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Examples :

The following result can easily be shown to be true by

applying theorem (1).

(1) r
K " |
r{\) [ 1_ o %L
— L'“"»@')r -0 X,
> 1
I ]
fi1g - 12

24+ W

n_nte +i Z e B
+p (q) 2

R(Gn['""“vf"l’-"]) =1+ (q -9 )—-[p(q)m +mq),~,

(2).
k. ] _
Kn s —
3

¥ My 42

n nt+Z. 1 +2 o p |
| | +p(q) +p(q)
2 341

1 D+Y 7 .
+p (q)

+DF(Q) = +p2(q)

18



2.5. Structure 3 ;

K, T Kna ]
A r (1) B
__[ v(3) 9 X,
' 9% x,
h"
2 TCIHL’—I— ' x
ny
— - e |
"’(M+n;) . v {1+ 1)
' ® ‘

Description :

Graph A 1s a complete graph ot n1 nodes and graph B 1is ais.. 4
complete graph of nodes n2,and graph C consists of nd nodes and nu edges
in batwaen Lhese nNd nodes.

ihe nodaes in B is numbered from 1 Lo nZ and anuvdes in C is numbared rom
(n2+1) Lo (n2+n3).

There are r1 nodes 1h A which are adjacent to node-1 ot 8, r2 nodaes i
are A adjacent to node-2 in 8, and s0 on.

Similariy there are rm__rH nodes 1n A which are adjacent to node ‘-

ot ¢, . nodes in are A adjacent to node-'---7- in C, and so on.

There are no direct |iinks between graph B and graph C.

19



Notation :
The Rellabiity of the network is denoted by
R(Gn[ e N2y, .2 J (241, 1n2+2), ., .. S rn2eng; ) )

Theorem 4 :

n
R(G {ry, ri2:.. .. J(rn2+0, m2+2y, L, .., NZ+nT ) )

M+ nieZ24@ e+ -1
=1 + (q -q ) + (m)p(q)
"3 L 5 ~3 |
- {rL) S, 1
-ip L @ -p L (@ " ....
T2+ 1 L, 1T24+4
-.g_.r'mJ
n4-4¢ »§ QN2+t nFe7Z2 rmEeriy
(-1) p (q) ]
1ﬁ2 ~3 5 4
- A - S - A
pg L [(@ -p}l (@ ° +p L ()
el | T2+ b E'*r't? 1
. ™A-1 r3 Gl 244 mPa? m2ary
(-1) p {(a) }
| zr‘-‘f ~3 -
2 -+ - A - v Z Gt ’
o9 Y@ -pL @ kL ta)
;‘1*1 b — 7 4 4 i S |
e IR - TR OL SRR S SR S
v(-1) p (q)
ﬁ‘ﬂ z [ ]
- 1 < - 3. B " - o
p i{a) > ¥ (q) )y (QqQ)
"‘i“,E-ﬁ.! _"-}-l-!
A .'r:-'_!—) 4 1 r F T e 4
ti 1) p {qQ) [

2U



Proof :

we shall prove the above result by induction on ne.wWe assume that the
result 1s true for any m@ and we show that it is also true for (n3+:
Proot by induction on n3 =
n
R(G [rmt 2y, .rrn2:J(n2+1), n2+2y, . .. ,Mn2+mid+1y))
n
=q[ R(G [ri.rz:.. Srn2 J(rnzet rn2+2, L L Ll m2+n ) ) ]

N
+pl R(G [rr.r2...... 2 J{(n2+1 . prrze3y, . MinZendr ))

s et e rm—ars

) '+ 1 ripE+1) } i
-p{q) [R(G [rim@sc rz. e prznasn ]

—rr——— — ———- J——

—— e ————

(rn2+4 M+ . pn2+2 18+4. .. ,Mr2+n3.r@+1>)) 1]

n+m2+na
+p(q)

By theorem (1).

n
=R(G [rr.r2.  rovz (-2t rrmzez oL, Pr2eme )

r'-- m+1 v r rﬂ""l . e e . - D e
-p(q) [R(G [rine«s rznasy przpass]

(r~2+1 n@+¢ p=222 M+ 2+ 2n2+1)) ]

oomenene
+p(Qq)
m+N3 M+ 4n: CpErand - M+nzZ2+n2 9
=1 + (q -Q } +p(q) t ()piq)
"y . |
N P - 1
-p £ @ =L (@
el L Y ' .'“-"ﬁ?'*'!
St =R v Red s ey
{ 13 p (q) I

A



L,

= Al
T @ - E @ et @

s | 1=n2+1 ke, 1=m2+1

3 n9g R AN B eV .L 24+

) p (@) ]

2 n2 ny ) n3 _
nz- &, 1 S('!.,_},if.'} S,y Lk L
-p g 2},'_ {(q) - P (q) + L (@) too..
T41=% k=m2+1 o i=n2+4¢
L{}3 bral
n2 n2 S 1N24L N2+42, n2+n2
+(-1) p (@) ]

3 ~na
2 SE.2. . N2> 1,2, . N2 . v 2 1. . rzZ. ¥ b
-p [ (qQ) -+ ¥ {(q) v I (a) +.
=241 b l=n2+1
bee x 1
nE n3 1. M2 n2+1 Nn2+2 m2+rQ:
+(-1) p (@) ]
T rr'"'n3+1:4+n9 i3+ 402 e _ Hre3+ 424N 1
-p(q) [1+(q -q )+(n3)pq)
> vy = 1 r3
Z S MY+ a0 Q: ' v+ g
L @ D N CYRE
L =2r2+1 L, 1T+

UL

-8-1 92+ gty 247 S Aak & & B

(1) p (q) ]

17’*!2 2"13 Jﬁg
e - QL n3+1 Q. i mHaen ’ AN S A P |
e} (p(q) -o L (a) e 1 (q)
et eV A | T2+
Il,,'-""\-.'\
n3 nI3+1 Gl ey v e AN £ U
(-1) p (Q) ]
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v Gy 2.
-p [p(q)

v e @

ne
N2 . rnR+1

2 P
-~ p L (q)su

2. nZ+1

jr=r2+1

N2 nN2+1 n2+2,  n2enT

]

MArmE+1 24+ 2 +ns
=1 + (q -3 ) + (n@+1)p(q)
NI+ | 9 n3+1 |
Jros S, 1o
b £ @ @ ...
=2 +1 L,)=n24+4
. o i+t M2+ E NZ+P RNt gt Lo
(-1) p (qQ) ]
2 1;—@ 3 +1 5 atee 2 |
- A LA I ¢ -2 b
PG [(q) -¢ L (@ # L (a)
et | }fﬁ2+i L_Ftﬁ?+1
1 e FA “~F+1 Gt Pt e pa) LTI Rl |
(1) p (q) 1
) _ ay Al I | 4 g
fr? - | S . S e S
p g Volda) « ¥y (q) v L ()
o 1 e e : sl

R X | . g S-

} D (q)

23

."' ;f-ii ?'2*1"

SR PRV I B



i+ 4 el B |

A Qi1 2.  n2» 1,2 .. m2 _ w) 2 91.."’12-1“'.}_"
-p [(q) + ¥ (a) tr ¥ (q) b
fk=n2+1 o l=n2+1
e )
ok K G ads R | S1 "2 2+t n2e2 RadE hals Eob B
-1 e (@) ]

... HEeNncCe the proof.

Examples :
(1)
. | 1
A v () B
1 4%,
v (1)

I 9 xl

Kn r{na) : F
- 4 X,
L_ ] | _ Kna J
T(na+y)
."‘M-ﬂ
f1g . 15

By applying theorem(1) it can easily shown that the reliability ot tLhe

above network is given by the following analytical form——————»p

n |
R(G [rvr2  r-2}j(rr2+1})

Nt e+l n+n’ st
= 14(g - q ) +p @ - pq

o1 e e
oG L (@ -pa )

24



2 -2 S0, 10 GiL, 1 2+ n
P a @ "~ -pa )
I |
nZ «1.2....n2  §1.2,. .. n2n2+t
p (q -pq )
(2).
v{) Khx
! 4 X,
v (3)
Kh X 2 B 1Y
v (n3), ’
| —@ X,u
- J T *r*-*——L L. }
T“(w:.-i':)l RZ."N:.-H)
”"‘1*1‘ ‘KH'I.-H
tig : 16

By applying theorem(1) it can easlily shown Lhatl the reliabiltty o Lne

above network is given by the following analyLical torm—————>p

n
R(G [re rz. w2 ](rrzes pmze2))

(pa  +pa P a

25



LAY 4 r
P (@ -pa

nZ

{ (q

SL ey (7RI " £ "

~PG

B 0 -Pq
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2.6. Structure 4 :

Say A 1s a complete subgraph of n nodes and B 18 also A& comp lete

subgraph of (m—1) nodes. There oxists 1inks 1in between A and B.The

nodes in B 1s numbered 1 Lo (m-1).0ther than these subgraphs A and 8 the

network has a node J'.M. The degree of this node 1s rm e, there are nrm

no of 1inks associated with this node xu.uu of nodes adjacent to this

node xu,‘m the subgraph A,B is given by r;w.rﬁtm? respectively.lt 1S

obvious that [r‘Atm} +or s rom

-~ - - -7 -
A ) RIRES N
i (N { ox, Khh,
v (2} |
"'_“I“T—‘—“*'"““—‘)(-,_
K ) | :
" RS I
[ | —Q K, _

E i
| | / |

l p
l—. - .‘L — - b -?__f‘ g :
| E
é
I C ’
l X ;
L8] i
L. e e

tig . 1/
Notation :

ssﬁ{m): cat of nodes n subgraph A adjacent Lo node xq

ss LMm)- oal of nodes subgraph A - adjacent Lo node ;'-:“

%

rqm~*135ﬁ(m)[

21



rrm=lss (m) |
A A
ssﬂ (m)= Set of nodes in subgraph B adjacent to node x.M

ssﬂ (;u)z Set of nodes in subgraph 8 not adjacent to node XM

rim= | ss_(m) | =k.
rﬂt;r: l SSB (;) t
c= B U {x}

The reliabilty of the above network is denoted Dy ==}

i
R(G [ro,r2,re. . pm-0] (nm|ss (m),ss_(m)) )

Theorem 5 :
R(Gn [, rz ,rd . rim=-1] (r".*n'rlssa(m),SSB (m)) )

|
=R(G [re,r2,rv...rm])

-2 rordm—
[ £ (pa - pa )
#“ 88 ™
A
- s -3 S0 e 2
+ ¥} p(pq - pq }
. o gg
L]
3
K s(> ... J¥r =~ S . J4r
tovewns ¢« P 3 (q t B qQ 1 | H
< ‘
Lot ssH(m}
£ 2y
]
Z gL.m |2 3 s, 1, m M3
+2f p L aq + P L q
4 g8 & gg§ '
8 B
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+ LA R tm)
P Dk 1q3( . Llf n)+rﬂm]

rim) m1+r (m)

-{q ]

- q"[ 1-R(C)]

Remarks : The proof of the above theorem follows directiy from
theorem(1) and theorem(8).Rigorous proof 1is ommited here .Also the
reliability of the network "C° having the same structure as in structure

(2) can easily be found out applying theorem(8) as follows—-

room)
R(C)= g8 - q" .
Examplaes
(1) {E‘ - T T T T
FA 1 [ 1 5
1' _ |T :"U] I ¥,
| . |
| - .1. ¥ () Xy 1
% - 1
| ¥« | |
| |
K {
| " | AQ i i
LA i
fig : 18 . T¥x, |
L - - . J

RESUTL eee——

Reliability of the above nelwork

R(Gn[ﬁinﬂﬁhﬁﬂfl“-[(Dﬁriﬂq_quiqz)+(pqpq*1mpqrgﬂid
_2p2q3f.1,53+1 . (mn+l—pqn+2)]
RE" e r2ore] - [ea” -ea  Heea” e
2pa” T Q" R(O))
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(2)

F_A_W,.T 1
JKn i
Fig : 19

Rasult S

The relatbility of the above network is given by ————>»

N
R(G [rtr.rz ra ra)

rri +2 <143 242 e +3 r4:+1 ra+3

- [ (pg pq )+(pQq Pq )+{pq pq )
sS4 241 Sit1.2Y4 2
+p{pq -pq )
2 501,442 2 S2.4°42 J 1.7 4 +1
-2p g -2p q —2P Q
n+t1 3

+(pq -pa )]

n
=R(G [rv.rzre,rse]

ru4? ri-+3 SR r+ +3

-{(pg pq 1+ {(pq pq

| rr4'+1 ra)+3 o os1 2+ $1.2Y 42
LpPq -pq )+p{paq -pg )

2 S1 442 2 2 k2§ ST v+
2P q 2P q 2p q

+q"(1— R(C))]
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Result b

The relaibility of the above network is given by

n
R(G [ri.rz.ra:  ra:]

rie+2 ri+3 r4:+2 r4:+3

pq )+(pq )

- [{pq

2 S .43+2
-2Pp qQ

ndFl N3
+{(pq pa )]

n
= R(G [rvrzre,ra]

1 +7 rrt+ +3 "4 ¢+ 2 ra'+3
- [{pg pq )+(pg Pq )

2 S 4 7
~-Z2p q

+qn(1 R(C))]
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fig - 21
Result :

The relaibility of the above network is given by

n
R(G [rer2ra,re r5]

ri:+3 re +4 Mz v 3 nz:+4

- [(pg pQ )+(pq PQ )

B +3 a3+ 4 oS+ 1 rs:+4

+(pq pq )+(pQ pq )

St 242 1. 243 S1 M +2 1. 3% 43

+p{(pg pq )+(pQ pq )

. S22 2+
+(pq .

Z 1,2, 341 St1.2.4° 42
rp {(pg -pq )}
2 S1. 543 2 25 +3 2 3.5 +3
-2(p Qg it pq tpq

3 $1.25'+2 3 §13%5+2 3 231542
tp g tp Q +p q

4 Si4.2.3.54+1
Hp q

1 4
«*(l::vqfH —mm 1]

n .
= R(G [rt r2.re ,ra: 5]

re¢d ™1 +4 r22+3 n2:+4

- [(pg pq }+{pg -pq )

re+d prasd st tEh BN L AR Y
t{pq Pq H{pg Pq '
S4t.2:4 2 S 224 3, St kY S1.3: 4+ 4

| : Pq '

rp{{pg pq
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g2 A4 2 2. N+3

+{pq pQ )}

2 e, 2,247 Qi1,2,84+2
+p {(pq -Pq )}

2 Si1.%5'+3 2 S2.5+3 2 §3.%13
-2(p g + pq + pq

3 11,2542 3 §1,3542 3 2,33 42
P g P q P Q

4 S1,2.3.%+1
+p q )

+qn(1~ realiability of the network when

all the n nodes of the complete subgraph A is dead)}

2.7. Structure >

- — v o~
B K
~[1 LYY
."C ) 8 X,
Y.{2
—— LE ) | & xl
{ !
vi(n1 '
R O N
1
L —_ S I ———— T * —Jr L i . | + W
T (v 1;(_m.-| 1)t W
. _ ol j ,_
f
‘ ..... ‘ —t _ d
)(hmha xh-ﬂ Ay
K -
L_n3 _ B T -’
fig :22

Description : Subgraph A7, "B° and "Cc” all are compliete graph ot say
nt., n¢ and n3 nodes. Nodes in subgraph "B and 'C° are numbered.

the first node of subgraph "B° is numbered as X, the gsecond as x  and

J3



so on. Similarly the first node of subgraph "C° is numbered x(n2+1) and

last node being numbered as x(n2+n3)'

There are rAﬁJ nodes in A", rﬁuﬁ nodes in "C” which are adjacent
to node X, (1% 1 <n2) in subgraph "B". Similarly there are r ' nodes
in TAT, rﬁuﬁ nodes in "B” which are adjacent to node x1 (n2+1 = i ~ nd;
in subgraph "C".

Maximum degree of any node X, will be (ni+n2+n3-1), and the minimum

L

degree will be (nj-1) j=1,2,3 accordingly as xi belongs to subgraph A

"B "C".
Notations :
ro = # of nodes in "A" adjacent to node X, where X belongs to

aither of subgraph "B, or "¢ .

roo

o $# of nodes in 'B° adjacent to node xi whore xi belongs Lo

r o

'-I

- —

# of nodes in "C° adjacent to node 11 whaere x1 belongs o

subgraph "B .

¢ - degree of node 11.
's AR I"A{‘L} + r o+ (n2 - 1) it X.1 be longs to subgraph "8
e = rA“J + S + (n3 - 1} tf xi belongs to subgraph "¢ .
S‘fh. 1k) - # of nodes in "A" adjacent node X, or X0 O
_ | v ¥
) {
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2 I | b i
1 2

S:(3.. 1) =8 of nodes in "B" adjacent node X, or xi, - Or

11 , all 11 belonging to "C .
ke

Scrh:-1}) = % of nodes in "C° adjacent node x1 or xi y ... OF
: 1 ?

x1 , all 11 belonging to "B,

pD=8Uc.
Definition :

wo define a function F{i1, ‘e ,1k} as follows

F(11, - ,1k) = if there 1s a path of length (k-1) consisting the

nodes xii' - 'xik . all the nodes belonging to "D".

0 otharwise.

.
~l
-
o
bl

The reliability of the above graph ifig . ..) is denoted by .
4 .
R(G [ qu"l.",rq’_if)' .= u ,(l" B r'_-'*=;-'-f*j ]
[ (r m2+0.r 2440}, ... L(F = 2sm 7 reemy) |
A 2 Y H
Theorem 6 :
N .
RG[ (r v*r), ... ,¢v =mz.r »#} ]
A 2 8 |

[ (r fﬁz-"ij'r {ﬁzl‘hi})! “ww ,if v@2+r. T f?""ﬁz"'?""g}) ] }
A H A B

N | | .
= R(G [r a, ... ,r »5 ¢ =it . ... r =2en3 ]}
A “ “ A
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-3
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.
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H
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rz2z+rg-2

)

i+ —

q
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3 S “._.!_.k"l‘*"ti*?"-.ﬂ-:i
tp ¥ (@ & )
PR I S |
I
Feoob-n
S
: ~Q
e+ — . g v ..
+p 2 (qQ A1 nZ24+r3—4 )
' =1
3 oW Lol et EoF |
F(l 3 ) =1y
) | la A Rl Lok |
]
n
- q [1- R(D) ]
Remarks : The rigorous proof ot the above thecorem 1s ommited here.

Subgraph "D has the same structure as (4) ,reliability of which can

be computed directly from theoream xx,.
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CHAP LR i

3.1.Change In Relilability For Links Failure :

1f there exists an edge batween two nodes say u & v of a network A
and we delete this edge the resulting network (say B) thus formed will
he obviously less reliable than network A. The degree of unreliabilty,
that is the measure of how much less-realiable the network B has become
than network A will be given by [R(A) - R(B)].

Consider now the case where the network-graph 8 will be partitioned
into two and only two sub-network-graph say X and Y such that wuw=X and
v<Y, u and v both being alive.

Lat
S= set of nodes such that ail of its member being dead the network @&
is partitioned in the above mentioned way.

!
i x

e e

= number of nodes (alive) inp Lhe network X.

X

y:EYi; number of nodes (alive) 1n tLhe network Y.
32!5!: number of nodes in Lthe set L.

'Al= X +y t s

It is obvious that i

Followign the definition of reliability we observe that [R(A}-R(B)] will
be equal to the probability that the network B will have two and only
two partitions X,Y such that u=x andg v=Y ,u and v both being alive.lhis
is due to the reason that for the other cases hetwork A wiii De
connected through the link betwesn 4 and v.Hence we can state LUuhe
tol lowing | heotsm.

wWe are giving below some def1nitions which will haelp us 1n  stating
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the theorem formally.

Definitions :
A cut set of a connected graph is a set of minimal number of nodes
such that removal of this set from the graph will make the graph

discobnected. No. of disconnected components of the resuiting graph may

ba LwWO O more.

(1) Two-component—-cut-set : A cut set that partitions a conneclted

network-graph into two and only two components.

(2) Super  seL-0of-two- component-cut-set: This set 1s a super set ot the
two component cut set, i.e. number of nodes of this cut set i1s noL minimai

in nature.

(3) Deletion-set : ihis 1is a super sel-ot-two component—-cut-setl such
that removal of this set from a graph K will always partition the graph
inLo two and only two components in which twoO particular nodes say m and
n always belongs to Lwo diferrent components both of them being always
alive.

we denote this Daletion-Set by D(K,m,n).

v Lhe definition of Deletion set i1t is obvious that the set 'S as

detf intedg aariier is nothing bul a vaietion set. S50 S = D(B,u,v), whers

B.u,v 45 definled earlier.
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Let the set of all possible such deletion set D(B,u,v) for a graph

B is denoted by say SD(B).

THEOREM T :

From a network—-graph "A" if we delete a 1ink (u,v),the resulting
network—graph "8" will be less reliable than "A".
In this case

8 NS

[R(A) - R(B)] = } (ap )
S = SD(B)

where SD(B) = set of all deletion-set of B
s = |{§].
n= |A].
Remark - The proof of the theorem is obvious and follows directly

from the definition of the reiiabilLy.

Examp les:

(1)

Consider the network P3 (a path of 3 nodes).

.-—-————"——'_"—'-—'—._- -—-—-—-—-——.
X X X
1 Z 3
fig : 23(a)

. 3 Z 2 3
R{P3J =~ R{(A}Y = q + 3pg +<2pq + p .

Now If we delete any one of the links the resulting network 87 wiil
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look like

L S —— &

A X ) §

1 2 3
fig : 23(b)

. 2
By applying theorem(1) we get R(B) =g + pg .

So [R(A) - R(B)]= (q3 + 3pq2 t 292q + 93) - (g + pqz)

3 2 2 3
g +2pq +2pgt+p - Q

1 -pqQ - q (after some simplification)

= pz. ...(1)

Now we calculate [R(A) - R(B)] considering the deletion sel of
graph B .
It 1is easy to observe that there will be only two suvh
deletion—sel,namely 51,32 where 51;{}
and S ={x }.
1% )
Also s !;S =0 Sfi;S,41
IS N 2V 72

So according to the above theorem 134

| 3 2 2
[R(A)R(B)] =p +qp = p ==

P Same as above result (1).
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(2).

- t — {
Kh-*i Kr\
r1 X1
— "
e oy 4 | L x
B A
fig 24(a) fig 24(b)
Let r1 = {n—~2). So ohly one 1ink is deleted from "A" to obtain 'B.
R(A) = 1 from theorem (2).
R(B) = 1 + mn—1 - pan-z from theorem (2).
2 N2
-1 P Q -

‘ 2 Nn—2
so [R(A) ~ -R(B)] = p°q" °.

Now considering deletion-set of B we observe that there 1is only

one such deletionh- set given by 31:set ot ail nodes in B adjacent to node

)
1

Also £S1§:(n-2J.
So according to theorem-13 [R(A) - R(B)l=-g p ..... same as the result

obtain above.

(3).

Deletion of a single 1ink from a 3-cube.

we shall apply theorem 13 to obtain an analytical expression ot
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the difference of reliability a 3-cube and the reliabtiity of a 3-cube

when onaé edge of it is dJdeleted.

A g
fig : 25(a) fig : 25(b)
Let the reliability of the 3-cube is denoted by R(A) and that ot

the other by R(B).

case 1.
we observe that that minimum number of nodes in the deletion-set 8
will be 2. This is because of the fact that if we delete link (0,4) ot
the 3-cube , A" then degree of the nodes (0),(4) will become 2,80 LO
isolate one of these nodes we have to delete at ieast two nodes.In case
we want to disconnact the node (0) from rest of the network Uthen we can
choose nodes {1,2} simiilarly for node(4) we can choose {5,8} SO0 there

are two cases when number of nodes in the deletion-set of "B is minimum.

case 2 :

The maximum number of nodes in the deletion-set of "B” will be 6, and

there are only one such case.This deletion-set of ‘B willbe given by

{1,2,35,4,5,6}.
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Case 3 :

when the # of nodes in the deletion-set 1is three we get the
following 10 deletion—setls.
... {1,2,3} , {1,6,3} , {1,6,7} , {5,2,3} , {5,2,7} , {5,6,7} , {1,2,5},

{1,2,6} , {1,5,8}, {2,5,6},

case 4 :

when the # of nodes in the deletion-set is four , the l{ist of

possible 8 deletion-sets is given below ————F
{1,2,3,5}, f{1,2,3,7}, f{1,2,3,6}, {5,6,7,1}, ({5,6,7,2}, {5,6,7,3},

{1!31716}1 {2131715}

case 5 :

when the # of nodes in the deletion-set is five , the list ot

possible 4 deletion-set is listed below ——»

{1,2,3,1,68}, {1,2,3,7,8}, {5,6,7,1,3}, {b,6,/,2,3}

Result.:

when we delete one edge from a 3~cube the decrease 1in reliability
is given by the following expression,

2 6 35 4 4 5 3 6
R(A) - R(B) =2q9qp + 10qp +80pD+ 40D +4Q
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3.3. Remarks :

Theorem 7 may help us in desiging a network. Say maximum degree of
the nodes of a netwok-graph is specified and we want to desigh a network
with a given number of nodes and links such that realiability of 1t is
maximized.We may apply theorem 7 in a greedy way 1in the following
manner.We start with a network with no links. we then try to add a 1Iink
such that its reliability increases maximaliy.we then try to add a
seccond link to this newly created network, and so on, satjsfying the

given constraints (i.e. degree constraint). In this way at each stage we

Lry to maximize the reliability.

We have failed to explore any generalised way of determining the #

of deletion-sets for a n-cube, but from the above discussions,it is

apparent that there may be some way. So further work can be done in this

field.

45



CHAFTER 1Y
4.1. Conclusion :

Reliability of a network 1is wusually expressed in terms of
connectivity of the underlying graph. Another approach 1is to take a
probabilistic model for the failure of the different nodes. In this
dissertation work we have adopted the definition of reliability as given
by Mukhopadhyaya and Sinha [5] where the relfability of any network has

bean computed recursively using a probabilistic model. The problem of

this recursive evaluation of reliability 1s (1) exponential time

requirement , (2) stack overflow.

Here we have tried to find out the rellability of any network using
the same probabilistic model used by Mukhopadhyaya and Sinha [5] n a
non recursive way. We have tried to give the analytical formula of the
reiiability of any network using its topological properties. Though we
have faiied to give a formula for a generali network , still we have
given some structures for which we have found out the reliabilities in a
non recursive way. wWe have also got some preliminary results for the
general case.

In Chapter-11i, we bhave outlined some results regarding the
incremental reliability ot a network. I hrough this incremental
reliability we may find out the increase or decrease in reliabiliity of a
network by addition or deletion of one or more links. This approach may
help us tn network designing. We have aiso gol some preliminary resuits,
and some conjectures about this incremental reliability in case of a

3-cube which might help in tinding the reliability of a general n-cube.
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