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RELIABILITY FUNCTION OF CONSECUTIVE-k-OUT-OF-n
SYSTEMS FOR THE GENERAL CASE

By K.G. RAMAMURTHY
Indian Statistical Institute, Bangalore

SUMMARY. In this paper, we characterise the coefficients in the simple form of the

reliability function of Consecutive-k-out-n:G systems. We also provide a table using which the

reliability function can be written down when k ≤ n ≤ 6k + 4.

1. Introduction

We write ‘(C, k, n)’ as a shortened form of ‘Consecutive-k-out-of-n’. A (C, k, n :
G)((C, k, n : F )) system consists of n linearly ordered components and the sys-
tem functions (fails) if and only if at least k consecutive components function
(fail). A (C, k, n : F )((C, k, n : G)) system is the dual of (C,K, n : G)((C, k, n :
F )) system (Chao et al (1995, p. 123)). LetRgn

(p1, p2, . . . , pn)(Rfn
(p1, p2, . . . , pn))

denote the reliability function of a (C, k, n : G)((C, k, n : F )) system. It is known
that

Rfn
(p1, p2, . . . , pn) = 1−Rgn

(1− p1, 1− p2, . . . , 1− pn).

for all (p1, p2, . . . pn) ∈ [0, 1]n. The derivation of a functional form for Rgn
(or

equivalently Rfn
) is the subject matter of this paper.

In a recent paper (Ramamurthy (1997)) it has been shown that

Rgn(p, p, . . . , p) =
[ n+1

k+1 ]∑
r=1

(p− 1)r−1

{(
n− rk + 1

r

)
prk −

(
n− rk
r

)
prk+1

}
where [x] denotes the integral part of x. We now generalise this result for any
(p1, p2, . . . , pn) ∈ [0, 1]n.

Recursive equations have been developed for Rgn
and Rfn

. See for example
Kuo et al (1990), Hwang (1982) and Shantikumar (1982). A(C, k, n : F ) system
can be modeled as a nonhomogeneous finite discrete time Markov Chain with
k-transient states and one absorbing state. Rfn

can then be interpreted as the
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probability that the number of steps to absorption is more than n (Fu and Hu
(1987) and also Chao and Fu (1989)). The computation of Rfn

here requires
multiplication of n transition probability matrices. Chao et al (1995) have sur-
veyed the literature on reliability studies of (C, k, n) systems.

In this paper we look at the problem from a different angle. Let

Rgn(p1, p2, . . . , pn) =
∑

S⊆{1,2,...,n}

γ
(n)
S

∏
j∈S

pj

be the simple form of Rgn
. It is shown that γ(n)

S ∈ {−1, 0, 1} for any S ⊆
{1, 2, . . . , n} and the value of γ(n)

S can be determined trivially. If Γ = {S : S ⊆
{1, 2, . . . , n} and γ(n)

S 6= 0}, then

Rgn
(p1, p2, . . . , pn) =

∑
S∈Γ

γ
(n)
S

∏
j∈S

pj .

We give procedures for finding the collection Γ. Finally we provide a table using
which Rgn

(p1, p2, . . . , pn) can be written down for k ≤ n ≤ 6k + 4.

2. Notation and Preliminaries

The following notation is used throughout this paper
[x] : integral part of x

P(A) : power set of the set A

|A| : Cardinality of the set A

Ar : Cartesian product of r copies of the set A

N : the set of positive integers

S + (r) = {j : j = s + r, s ∈ S} for S ⊆ N ∪ {0} and r ∈ N ∪ {0}, that is,
the translate of the set S through r

I(r, s) = {j : j ∈ N ∪ {0} and r ≤ j ≤ s} for (r, s) ∈ (N ∪ {0})2

n : the number of components

I(1, n) : the component set
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(xS1 , x
S
2 , . . . , x

S
n) : binary vector associated with each S ⊆ I(1, n) defined by

xSj = 1 if j ∈ S and xSj = 0 if j 6∈ S

ψ a general structure on I(1, n)

ψD : dual of ψ, another structure on I(1, n)

µ(ψ) = {T : T ⊆ I(1, n) and ψ(xT1 , x
T
2 , . . . , x

T
n ) = 1} : the collection of path

sets of the structure ψ

pj : reliability of component j

Rψ(p1, p2, . . . , pn) : reliability function ψ∑
S⊆I(1,n)

aψS
∏
j∈S

pj : the simple form of Rψ(p1, p2, . . . , pn)

(C, k, n : G) : Consecutive-k-out-of-n : G

(C, k, n : F ) : Consecutive-k-out-of-n : F

k : minimum number of consecutive components required to function (fail)
for a (C, k, n : G)((C, k, n : F )) system to function (fail), it is assumed k ≥ 2

k(n) = [
n+ 1
k + 1

]

Ak = {k, 2k,+1, 3k + 2, 4k + 3, . . .}

Bk = {k + 1, 2k + 2, 3k + 3, 4k + 4, . . .}

αk:n = {(`1, `2, . . . , `m) : m ≥ 1, (`1, `2, . . . , `m) ∈ (Ak∪Bk)m and
m∑
j=1

(`j+1)

≤ n+ 1}

α̂k:n = {(`1, `2, . . . , `m) : (`1, `2, . . . , `m) ∈ αk:n and `1 ≤ `2 ≤ . . . ≤ `m}

b(`1, `2, . . . , `m) = |{j : j ∈ I(1,m) and `j ∈ Bk}| defined for m ≥ 1 and
(`1, `2, . . . , `m) ∈ (Ak ∪Bk)m

δ(`1, `2, . . . , `m) = {S : S = ∪mi=1(I(0, `i − 1) + (ui)), ui−1 + `i−1 + 1 ≤ ui ≤

n+2−
m∑
j=i

(`j+1) and i ∈ I(1,m)} with u0 = `0 = 0 for each (`1, `2, . . . , `m) ∈ αkn
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ξk(r, s) = {(`1, `2, . . . , `m) : m ≥ 1, (`1, `2, . . . , `m) ∈ (Ak ∪Bk)m
m∑
j=1

(`j + 1)

= r(k + 1) + s and b(`1, `2, . . . , `m) = s} for (r, s) ∈ N × (N ∪ {0}).

ξ̂k(r, s) = {(`1, `2, . . . , `m) : (`1, `2, . . . , `m) ∈ ξk(r, s) and `1 ≤ `2 . . . ≤ `m}

µ(gn) = {S : S ⊆ I(1, n) and S ⊇ I(j, j+k−1) for some j ∈ I(1, n−k+1)} :
the collection of path sets of a (C, k, n : G) system.

Rgn(p1, p2, . . . , pn) : the reliability function of a (C, k, n : G) system.

Rfn
(p1, p2, . . . , pn) : the reliability function of a (C, k, n : F ) system.∑

S⊆I(1,n)

γ
(n)
S

∏
j∈S

pj : the simple form of Rgn(p1, p2, . . . , pn)

Consider a structure or system with component set I(1, n) and {0, 1}n being
the collection of component state vectors. Let ψ : {0, 1}n → {0, 1} be its struc-
ture function. Since the knowledge of the structure function is equivalent to the
knowledge of the structure, we shall often use the phrase ‘structure ψ’ in place
of ‘structure having structure function ψ’. When we need to keep track of the
set of components, we say ‘structure ψ on I(1, n)’. The dual ψD of ψ is another
structure on I(1, n) defined by

ψD(x1, x2, . . . , xn) = 1− ψ(1− x1, 1− x2, . . . , 1− xn)

for all (x1, x2, . . . , xn) ∈ {0, 1}n. We note that (ψD)D = ψ.
Let S ⊆ I(1, n) and (xS1 , x

S
2 , . . . , x

S
n) be the binary vector associated with S.

We call S(I(1, n)− S) a path (cut) set of ψ when ψ(xS1 , x
S
2 , . . . , x

S
n) = 1(0). We

note that T ⊆ I(1, n) is a path (cut) set of ψ if and only if it is cut (path) set of
ψD.

Recall that µ(ψ) denotes the collection of path sets of ψ. We call j ∈ I(1, n)
an irrelevant component of ψ if S − {j} and S ∪ {j} ∈ µ(ψ) for all S ∈ µ(ψ).
otherwise we say that j is a relevant component of ψ. It is easy to see that j is
a relevant component of ψ if and only if it is a relevant component of ψD.

We call ψ a coherent structure on I(1, n) if all the components are relevant
and also

1. ∅ 6∈ µ(ψ)
2. I(1, n) ∈ µ(ψ)
3. S ⊆ T ⊆ I(1, n) and S ∈ µ(ψ) ⇒ T ∈ µ(ψ).

It is easy to see that ψ is coherent on I(1, n) if and only if ψD is coherent. We
refer to Barlow and Proschan (1975) or Kaufman et al (1977) or Ramamurthy
(1990) for more details about coherent structures.
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Suppose there exist constants αψS for each S ⊆ I(1, n) such that

ψ(x1, x2, . . . , xn) =
∑

S⊆I(1,n)

aψS
∏
j∈S

xj for ∀(x1, x2, . . . , xn) ∈ {0, 1}n.

We call the right hand side the simple form of ψ. Here we adopt the convention
that

∏
j∈S xj = 1 when S is empty. The simple form always exists and is unique

(Ramamurthy (1990, p. 29)). Let S ⊆ I(1, n) and (xS1 , x
S
2 , . . . , x

S
n) be the binary

vector associated with S. We note that

ψ(xS1 , x
S
2 , . . . , x

S
n) =

∑
T⊆S

αψT
∏
j∈T

xSj

It follows from the Mobius Inversion Theorem (see Berge (1977) p. 85) or Ra-
mamurthy (1990 p. 31) that for all S ⊆ ((1, n) we have

αψS =
∑
T⊆S

(−1)|S−T |ψ(xT1 , x
T
2 , . . . , x

T
n )

=
∑

T∈(P(S)∩µ(ψ))

(−1)|S|−|T |

Suppose now ψ is coherent and S 6∈ µ(ψ). We note that T 6∈ µ(ψ) for all T ⊆ S

and hence P(S) ∩ µ(ψ) = ∅. It follows that αψS = 0. However it is possible that
αψS = 0 even when S ∈ µ(ψ). We refer to Ramamurthy (1990) for further details
about simple forms.

Finally let X1, X2, . . . , Xn be independently distributed binary random vari-
ables with Xi taking values 1 and 0 with probabilities pi and 1−pi, respectively.
We now have

Rψ(p1, p2, . . . , pn) = Prob{ψ(X1, X2, . . . , Xn) = 1}

= E(ψ(X1, X2, . . . , Xn))

= E
∑

S⊆I(1,n)

aψS
∏
j∈S

Xj

=
∑

S⊆I(1,n)

aψS
∏
j∈S

pj

We also call the right hand side the simple form of the reliability function Rψ.
From the earlier discussion we note that the simple form is unique and in fact
for S ⊆ I(1, n) we note that aψS is given by

aψS =
∑

T∈P(S)∩µ(ψ)

(−1)|S|−|T |
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Furthermore when ψ is coherent then aψS = 0 whenever S is not a path set of ψ.

3. Reliability Function of a Consecutive-k-out-n : G system

A (C, k, n : G)((C, k, n : F )) system consists of n linearly ordered component
and the system function (fails) if and only if at least k consecutive components
function (fail). To avoid trivialities, we shall assume throughout this paper that
n ≥ k ≥ 2. Without loss of any generality, we take the component set to be
I(1, n) unless otherwise specifically mentioned. A (C, k, n : F ) system is the
dual of a (C, k, n : G) system. We note that a subset S of I(1, n) is a path
(cut) set of (C, k, n : G)((C, k, n : F )) system if and only if S ⊇ I(j, j + k − 1)
some j ∈ I(1, n − k + 1). It follows that µ(gn) the collection of path sets of a
(C, k, n : G) system is given by

µ(gn) : {S : S ⊆ I(1, n) and S ⊇ I(j, j + k − 1) for some j ∈ I(1, n− k + 1)}

We verify that both C, k, n : G) and (C, k, n : F ) systems are coherent. Recall
that Rgn

(p1, p2, . . . , pn)(Rfn
(p1, p2, . . . , pn)) denotes the reliability function of a

(C, k, n : G)((C, k, n : F )) system and

Rfn(p1, p2, . . . , pn) = 1−Rgn(1− p1, 1− p2, . . . , 1− pn)

for all (p1, p2, . . . , pn) ∈ [0, 1]n. We also recall that γ(n)
S is the coefficient of∏

j∈S pj in the simple form of Rgn
, that is

Rgn
(p1, p2, . . . pn) =

∑
S⊆I(1,n)

γ
(n)
S

∏
j∈S

pj .

The coefficients γ(n)
S are given by

γ
(n)
S =

∑
T∈µ(gn)∩P(S)

(−1)|S|−|T | for all S ⊆ I(1, n).

Furthermore γ(n)
S = 0 whenever S ∈ µ(gn) and in particular γ(n)

S = 0 for |S| < k.

We shall now characterise γ(n)
S for any S ⊆ I(1, n).

Theorem 1. Let S ⊆ I(1, n) and r ∈ I(1, n). If S + (r) ⊆ I(1, n) then
γ

(n)
S+(r) = γ

(n)
S .

Proof. Let S and r be as in the hypothesis. Recall that

S + (r) = {j : j = i+ r and i ∈ S}



402 k. g. ramamurthy

It follows that

P(S + (r)) = {j : j = T + (r) and T ∈ P(S)}

P(S + (r)) ∩ µ(gn) = {j : j = T + (r) and T ∈ P(S) ∩ µ(gn)}
We now have

γ
(n)
S+(r) =

∑
T∈(S+(r))∩µ(gn)

(−1)|S+(r)|−|T | =
∑

T∈P(S)∩µ(gn)

(−1)|S|−|T+(r)|

=
∑

T∈P(S)∩µ(gn)

(−1)|S|−|T | = γ
(n)
S .

Theorem 2. For k ≤ m ≤ n and S ⊆ I(1,m) we have γ(m)
S = γ

(n)
S .

Proof. Let m and S be as in the hypothesis. For T ⊆ I(1,m) we note that
T ∈ µ(gm) if and only if T ∈ µ(gn).

It follows that

γ
(m)
S =

∑
T∈P(S)∩µ(gm)

(−1)|S|−|T | =
∑

T∈P(S)∩µ(gn)

(−1)|S|−|T | = γ
(n)
S

Theorem 3. For m ∈ I(k, n) we have

Rgm(p1, p2, . . . , pm) = Rgn(p1, p2, . . . , pm, 0, 0, . . . , 0)

Proof. Let m ∈ I(k, n). Using Theorem 2, we have

Rgn(p1, p2, . . . , pm, 0, 0, . . . , 0) =
∑

S⊆I(1,m)

γ
(n)
S

∏
j∈S

pj

=
∑

S⊆I(1,m)

γ
(m)
S

∏
j∈S

pj

= Rgn
(p1, p2, . . . , pm)

Lemma 1. Let J and H be disjoint subsets of I(1, n) and Γ = {S : S = J ∪T
and T ∈ P(H)}. We then have∑

S∈Γ

(−1)|S| =
{

(−1)|J| if H = ∅
0 if H 6= ∅
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Proof. Let J,H and Γ be as in the hypothesis. If H = ∅ then P(H) = {∅}
and the required result trivially holds. Suppose now H 6= ∅ and say |H| = r.
We now have

∑
S∈Γ

(−1)|S| = (−1)|J|
r∑
s=0

(
r
s

)
(−1)s

= (−1)|J|(1− 1)r = 0.

Remark. Note that we allow the possibility of J being empty in the above
lemma.

Lemma 2. Let J1,H1, J2,H2, be disjoint subsets of I(1, n) such that
(i) H1 and H2 are both nonempty.
(ii) there exists an r ∈ I(2, n − 1) such that J1 ∪ H1 ⊆ I(1, r − 1) and

J2 ∪H2 ⊆ I(r + 1, n)).
Further let Ωi = {S : S = Ji ∪ T and T ∈ P(Hi)} for i = 1 and 2 and

Ω = {S : S = P ∪Q and (P,Q) ∈ Ω1 × Ω2}. We then have∑
S∈Ω∩µ(gn)

(−1)|S| = −
∑

P∈Ωi∩µ(gn)

(−1)|P |.
∑

Q∈Ω2∩µ(gn)

(−1)|Q|

Proof. Let the subsets J1, J2,H1,H2 of I(1, n) be as in the hypothesis of
the lemma. We define

Γ1 = {T : T = P ∪Q and (P,Q) ∈ (Ω1 ∩ µ(gn))× Ω2}

Γ2 = {T : T = P ∪Q and (P,Q) ∈ Ω1 × (Ω2 ∩ µ(gn))}

Γ3 = {T : T = P ∪Q and (P,Q) ∈ (Ω1 ∩ µ(gn))× (Ω2 ∩ µ(gn))}

b =
∑

T∈Ω∩µ(gn)

(−1)|T |, bi =
∑
T∈Γi

(−1)|T | for i = 1, 2, 3.

ci =
∑
T∈Ωi

(−1)|T | and di =
∑

T∈Ωi∩µ(gn)

(−1)|T | for i = 1, 2

Since H1 and H2 are both nonempty, we have in view of Lemma 1 that
c1 = c2 = 0. We note that Γ3 = Γ1 ∩ Γ2. It is easy to see that

P ∈ Ω1 − µ(gn) and Q ∈ Ω2 − µ(gn) ⇒ P ∪Q 6∈ µ(gn).

P ∈ Ω1 ∩ µ(gn) ⇒ P ∪Q ∈ µ(gn) for all Q ∈ Ω2.

Q ∈ Ω2 ∩ µ(gn) ⇒ P ∪Q ∈ µ(gn) for all P ∈ Ω1.
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It now follows that Ω∩µ(gn) = Γ1 ∪Γ2 and hence we have b = b1 + b2− b3. We
shall now show b1 = b2 = 0. If Ω1 ∩ µ(gn) = ∅, then Γ1 = ∅ and trivially b1 = 0.
Suppose now Ω1 ∩µ(gn) 6= ∅. In this case we have b1 = d1.c2. Since c2 = 0, it is
true that b1 = 0. Similarly we show that b2 = 0. It follows that b = −b3. It is
therefore enough to show that b3 = d1d2. We have b3 = 0 whenever Γ3 = ∅. We
note that for i = 1 and 2.

Ωi ∩ µ(gn) = ∅ ⇒

 di = 0

Γ3 = ∅
It follows that b3 = 0 = d1.d2 whenever at least one of the collections Ω1∩µ(gn)
or Ω2 ∩ µ(gn) is empty. Now consider the case when Ω1 ∩ µ(gn) and Ω2 ∩ µ(gn)
are both nonempty. Since

Γ3 = {T : T = P ∪Q and (P,Q) ∈ (Ω1 ∩ µ(gn))× (Ω2 ∩ µ(gn))}

we verify that b3 = d1d2.

Lemma 3. For k+2 ≤ m ≤ n and Ω = {T : T ∈ P(I(1,m)) and (m−k) ∈ T}
we have ∑

T∈Ω∩µ(gn)

(−1)|T | = 0.

Proof. For 0 ≤ r ≤ k let

Ωr = {T : T ∈ P(I(1,m) and T ⊇ I(m− k,m− k + r)}

ξr = {T : T ∈ P(I(1,m− k − 1 + r)) and T ⊇ I(m− k,m− k − 1 + r)}

Γr = {T : T = P ∪Q and (P,Q) ∈ ξr × P(I(m− k + 1 + r,m))}

br =
∑

T∈Ωr∩µ(gn)

(−1)|T |,

dr =
∑

T∈Γr∩µ(gn)

(−1)|T |,

We note that Ω0 = Ω and hence we have to show that b0 = 0. We also
observe that ξ0 = P(I(1,m− k − 1)),Γk = ξk and also

Ωk−1 = {T : T ∈ P(I(1,m)) and T ⊇ I(m− k,m− 1)}.
Since |I(m− k,m− 1)| = k, it follows that I(m− k,m− 1) ∈ µ(gn).
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We have

Ωk−1 ∩ µ(gn) = Ωk−1 = {T : T = I(m− k,m− 1)) ∪ P and P ∈ P(H)}

where H = {m} ∪ I(1,m− k − 1)). It follows from Lemma 1 that

bk−1 =
∑

T∈Ωk−1∩µ(gn)

(−1)|T | =
∑

T∈Ωk−1

(−1)|T | = 0

If we can show that br−1 = br for 1 ≤ r ≤ k − 1, then it follows that b0 = 0.
To do this, we note that Ωr−1 = Ωr ∪ Γr for 1 ≤ r ≤ k − 1 and also Ωr and Γr
are disjoint collections of subsets of I(1,m). It follows that br−1 = br + dr for
1 ≤ r ≤ k − 1. We have using Lemma 2

dr =
∑

T∈Γr∩µ(gn)

(−1)|T | = −
∑

T∈ξr∩µ(gn)

(−1)|T |
∑

T∈P(I(m−k+1+r,m)∩µ(gn)

(−1)|T |

for 1 ≤ r ≤ k− 1. Since P(I(m− k+ 1 + r,m))∩ µ(gn) = ∅ for r ≥ 1, it follows
that dr = 0 for 1 ≤ r ≤ k − 1. Therefore it must be true that br−1 = br for
1 ≤ r ≤ k − 1. Since bk−1 = 0, we have b0 = 0.

Theorem 4. For k + 2 ≤ m ≤ n we have γ(n)
I(l,m) = γ

(n)
I(1,m−k−1)

Proof. We note that I(1,m) = Ω ∪ Γ where

Ω = {T : T ∈ P(I(1,m)) and m− k ∈ T}

Γ = {T : T ∈ P(I(1,m)) and m− k 6∈ T}

and Ω and Γ are disjoint. We have

γ
(n)
I(1,m) =

∑
T∈P(I(1,m))∩µ(gn)

(−1)m−|T |

= (−1)m

 ∑
T∈Ω∩µ(gn)

(−1)|T | +
∑

T∈Γ∩µ(gn)

(−1)|T |


In view of Lemma 3, we have∑

T∈Ω∩µ(gn)

(−1)|T | = 0

We note that P(I(m− k + 1,m)) ∩ µ(gn) = {I(m− k + 1,m)} and
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Γ = {T : T = P ∪Q and (P,Q) ∈ P(I(1,m− k − 1))× P(I(m− k + 1,m))}

Using Lemma 2, we get

∑
T∈Γ∩µ(gn)

(−1)|T | = −
∑

P∈P(I(1,m−k−1))∩µ(gn)

(−1)|P |.
∑

Q∈P(I(m−k+1,m))∩µ(gn)

(−1)|Q|

= (−1)k+1(−1)m−k−1
∑

P∈P(I(1,m−k−1))∩µ(gn)

(−1)m−k−1−|P |

= (−1)mγ(n)
I(1,m−k−1)

It now follows that γ(n)
I(1,m) = γ

(n)
I(1,m−k−1).

Corollary. For (r, s) ∈ (I(1, n))2 such that s ≥ r+k+1 we have γ(n)
I(r,s) =

γ
(n)
I(r,s−k−1)

Proof. The case where r = 1 has already been proved in Theorem 4.
Consider now the case where r ≥ 2. By Theorem 1, we have γ(n)

I(r,s) = γ
(n)
I(1,s−r+1).

Since s− r + 1 ≥ k + 2, using first Theorem 4 and then Theorem 1 we get

γ
(n)
I(r,s) = γ

(n)
I(1,s−r+1) = γ

(n)
I(1,s−r−k) = γ

(n)
I(r,s−k−1)

Theorem 5. Let S1 and S2 be two nonempty subsets of I(1, n) such that
S1 ⊆ I(1, r − 1) and S2 ⊆ I(r + 1, n) for some r ∈ I(2, n − 1). We then have
γ

(n)
S1∪S2

= −γ(n)
S1
.γ

(n)
S1
.

Proof. Let S1 and S2 be as in the hypothesis. Using Lemma 2 we have

γ
(n)
S1∪S2

=
∑

T∈P(S1∪S2)∩µ(gn)

(−1)|S1|+|S2|−|T |

= −
∑

P∈P(S1)∩µ(gn)

(−1)|S1|−|P |.
∑

Q∈P(S2)∩µ(gn)

(−1)|S2|−|Q|

= −γ(n)
S1
.γ

(n)
S2

Corollary. Let m ≥ 2 and S1, S2, . . . , Sm be m nonempty subsets of
I(1, n). Suppose there exists (r1, r2, . . . , rm−1) ∈ (I(1, n))m−1 such that 1 <
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r1 < r2 < . . . < rm−1 < n. and S1 ⊆ I(1, r1 − 1), S2 ⊆ I(r1 + 1, r2), . . . , Sm ⊆
I(rm−1 + 1, n). We then have

γ
(n)
S1∪S2∪...∪Sm

= (−1)m−1γ
(n)
S1
.γ

(n)
S2

. . . γ
(n)
Sm
.

Proof. Repeated application of Theorem 5

Theorem 6. We have
(i) γ(n)

∅ = 0 = γ
(n)
I(1,s) for r ∈ (1, k − 1) and γ(n)

I(1,k) = 1

(ii) γ(n)
I(1,k+1) = −1 for n ≥ k + 1.

Proof. We note that

Rgk+1(p1, p2, . . . , pk, pk+1) =
k∏
j=1

pj +
k+1∏
j=2

pj −
k+1∏
j=1

pj

The required results follow in view of Theorem 2.
Theorem 7. For (r, s) ∈ (I(1, n))2 such that r ≤ s we have

γ
(n)
I(r,s) =


1 when s− r + 1 ≡ k(mod(k + 1))

−1 when s− r + 1 ≡ 0(mod(k + 1))

0 otherwise

Proof. Let r and s be as in the hypothesis and note that I(r, s) is not
empty. Suppose s− r+ 1 ≡ k(mod(k+ 1)). This implies s− r+ 1 = l(k+ 1) + k
or s = r − 1 + `(k + 1) + k for some ` ∈ N ∪ {0}. We now have

γ
(n)
I(r,s) = γ

(n)
l(r,r−1+`(k+1)+k)

= γ
(n)
l(1,l(k+1)+k) by Theorem 1

= γ
(n)
I(1,k) by Theorem 4

= 1 by Theorem 6

Consider now the case where s − r + 1 ≡ 0(mod(k + 1)). We note that s =
r − 1 + `(k + 1) for some ` ∈ N . It follows that
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γ
(n)
I(r,s) = γ

(n)
l(r,r−1+`(k+1))

= γ
(n)
l(1,l(k+1)) by Theorem 1

= γ
(n)
I(1,k+1) by Theorem 4

= −1 by Theorem 6

Finally let s − r + 1 ≡ h(mod(k + 1)) where h ∈ I(1, k − 1). We note that
s = r − 1 + `(k + 1) + h for some ` ∈ N ∪ {0}. It follows that

γ
(n)
I(r,s) = γ

(n)
l(r,r−1+`(k+1)+h)

= γ
(n)
l(1,`(k+1)+h) by Theorem 1

= γ
(n)
I(1,h) by Theorem 4

= 0 by Theorem 6

Theorem 8. For any nonempty subset S of I(1, n) there exist an m ∈ I(1, n)
and (ri, si) ∈ (I(1, n))2 for 1 ≤ i ≤ m such that 1 ≤ r1, sm ≤ n, ri ≤ si for
1 ≤ i ≤ m, ri+1 ≥ si + 2 for 1 ≤ i ≤ m− 1 and

S =
m⋃
i=1

I(ri, si)

Furthermore

γ
(n)
S = (−1)m−1

m∏
i=1

γ
(n)
I(ri,si)

Proof. The proof for the first part is constructive in nature. Suppose S
is a nonempty subset of I(1, n). Let h = max j s.t. j ∈ S and put T1 = S.
Further let r1 = min j s.t. j ∈ T1 and s1 = max j s.t. j ∈ T1 and also i ∈ T1 for
r1 ≤ i ≤ j. If s1 = h then m = 1 and note that S = I(r1, s1). Otherwise put
T2 = T1 − I(r1, s1). Let r2 = min j s.t. j ∈ T2 and s2 = max j s.t. j ∈ T2 and
i ∈ T2 for r2 ≤ i ≤ j. It is easy to verify that r2 ≥ s1 + 2. If s2 = h then m = 2
and note that S = I(r1, s1) ∪ I(r2, s2). Otherwise let T3 = T2 − I(r2, s2) and
continue so on till termination.

The validity of the second part follows from the corollary to Theorem 5.
Remarks. We call the nonempty collection {I(ri, si) : i ∈ I(1,m)} of The-

orem 8 the R− partition of the nonempty subset S of I(1, n). Here m denotes
the number of sets which constitute the partition. Since ri ≤ si, we note that
each one of the sets I(ri, si) is nonempty. It is easy to see that
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n ≥ |S|+m− 1 =
m∑
i=1

(si − ri + 1) +m− 1 =
m∑
i=1

(si − ri) + 2m− 1.

Theorem 9. Let S be a nonempty subset of I(1, n) and {I(ri, si) : i ∈
I(1,m)} be its R-partition. Further let

D1 = {i : i ∈ I(1,m) and si − ri + 1 ≡ k(mod(k + 1))}

D2 = {i : i ∈ I(1,m) and si − ri + 1 ≡ 0(mod(k + 1))}

D3 = {i : i ∈ I(1,m) and si − ri + 1 ≡ h(mod(k + 1)), h ∈ I(1, k − 1)}

we then have

γ
(n)
S =


0 when D3 6= ∅

(−1)|D1|−1 when D3 = ∅.

Proof. Let S,m, I(ri, si), i ∈ I(1,m) and Di for i = 1, 2, 3 be as in the
hypothesis. Further let zi = |Di| for i = 1, 2, 3 and note that I(1,m) = D1 ∪
D2 ∪D3 and z1 + z2 + z3 = m. Since ri ≤ si for 1 ≤ i ≤ m, in view of Theorem
7, we have.

γ
(n)
I(ri,si)

=


1 if i ∈ D1

−1 if i ∈ D2

0 if i ∈ D3

Using Theorem 8 we get

γ
(n)
S = (−1)m−1

m∏
i=1

γ
(n)
I(ri,si)

= (−1)z1+z2+z3−1

(∏
i∈D1

γ
(n)
I(ri,si)

)(∏
i∈D2

γ
(n)
I(ri,si)

)(∏
i∈D3

γ
(n)
I(ri,si)

)

where we use the convention that∏
i∈Dj

γ
(n)
I(ri,si)

= 1 when Dj = ∅ for j = 1, 2, 3

It now follows that
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D3 6= ∅ ⇒ γ
(n)
S = 0

D3 = ∅ ⇒ z3 = 0 ⇒ γ
(n)
S = (−1)z1+z2−1(−1)z2 = (−1)z1−1

We note from Theorem 9 that γ(n)
S ∈ {−1, 0, 1} for all S ⊆ I(1, n). Let

Γ = {S : S ⊆ I(1, n) and γ(n)
S 6= 0}. We then have

Rgn(p1, p2, . . . , pn) =
∑
S∈Γ

γ
(n)
S

∏
j∈S

pj .

If we can develop a procedure for finding Γ and γ(n)
S for each S ∈ Γ, the problem

of finding a computationally feasible expression for the reliability function Rgn

is solved to a great extent. This is what we propose to do.
When we translate suitably one or more sets in the R-partition of a subset S

of I(1, n), we get another subset S′ of I(1, n) with the property γ(n)
S′ = γ

(n)
S . We

make use of this concept to develop a simple procedure for generating Γ. Recall
(see the list of notation) that

Ak = {k, 2k + 1, 3k + 2, 4k + 3, . . .}

Bk = {k + 1, 2(k + 1), 3(k + 1), 4(k + 1), . . .}

αk:n = {(`1, `2, . . . , `m) : m ≥ 1, (`1, `2, . . . , `m) ∈ (Ak ∪Bk)m

and
m∑
j=1

(`j + 1) ≤ n+ 1}

and also for each (`1, . . . , `m) ∈ (Ak ∪Bk)m we define

b(`1, `2, . . . , `m) = |{j : j ∈ I(1,m) and `j ∈ Bk}|

Further we associate with each (`1, `2, . . . , `m) ∈ αk:n a collection δ(`1, `2, . . . , `m)
of subsets of I(1, n) defined by

δ(`1, `2, . . . , `m) = {S : S =
⋃m
i=1(I(0, `i − 1) + (ui)), ui−1 + `i−1 + 1 ≤ ui

≤ n+ 2−
m∑
j=i

(`j + 1) and i ∈ I(1,m)}
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where `0 = u0 = 0. It is now fairly straight forward to verify that

Γ =
⋃

(`1,`2,...,`m)∈αk:n

δ(`1, `2, . . . , `m)

and note that γ(n)
S = (−1)m+1−b(`1,`2,···,`m) for all S ∈ δ(`1, `2, . . . , `m). It follows

that

Rgn
(p1, p2, . . . , pn) =

∑
(`1,`2,...,`m)∈αk:n

(−1)m+1−b(`1,`2,...,`m)
h1∑
u1=1

h2∑
u2=u1+`1+1

. . .

hm∑
um=um−1+`m−1+1

m∏
i=1

ui+`i−1∏
j=ui

pj


where hi = n+ 2−

m∑
j=i

(`j + 1).

We note from the definition itself that αk:n is empty when n < k. We shall
now investigate some more properties of αk:n mainly from the computational
point of view.

Lemma 4. For ` ∈ N we have ` + 1 − (k + 1)k(`) ∈ I(0, k). Furthermore
k(`) ≥ 1 for ` ≥ k.

Proof. Recall that k(`) is the integral part of (l + 1)/(k + 1), that is

k(`) =
[
`+ 1
k + 1

]
It follows that ` + 1 − (k + 1)k(`) ∈ I(0, k). It is trivially true that k(`) ≥ 1
when ` ≥ k.

Lemma 5. Let m ∈ N and (`1, `2, . . . , `m) ∈ (Ak ∪ Bk)m be such that

n+ 1 =
m∑
j=1

(`j + 1). We then have

(i) b(`1, `2, . . . , `m) = (k + 1)[
b(`1, `2, . . . , `m)

k + 1
] + (n+ 1− (k + 1)k(n))

(ii)
m∑
j=1

k(`j) =
n+ 1− b(`1, `2, . . . `m)

k + 1
= k(n)−

[
b(`1, `2, . . . , `m)

k + 1

]
(iii)

[
b(`1, `2, . . . , `m))

k + 1

]
≤
[
k(n)− (n+ 1− (k + 1)k(n))

k + 2

]
Proof. First of all we note that 0 ≤ n+ 1− (k + 1)k(n) ≤ k and
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`j ∈ Ak ⇒ lj + 1 = (k + 1)k(`j)

`j ∈ Bk ⇒ lj + 1 = (k + 1)k(`j) + 1.

We now have

(n+ 1) =
m∑
j=1

(`j + 1) = (k + 1)(k(`1) + k(`j) + . . .+ k(`m)) + b(`1, `2, . . . , `m)

If follows that

k(n) =
[
n+ 1
k + 1

]
= k(`1) + k(`2) + . . .+ k(`m) +

[
b(`1, `2, . . . , `m)

k + 1

]

n+ 1− (k + 1)k(n) = b(`1, `2, . . . , `m)−
[
b(`1, `2, . . . , `m)

k + 1

]
(k + 1)

This proves (i) and (ii). To prove (iii) we note that

(k+1)k(n)+(n+1−(k+1)k(n)) = n+1 =
m∑
j=1

(`j+1) ≥ b(`1, `2, . . . , `m)(k+2)

Using (i) we get

[
b(`1, `2, . . . , `m)

k + 1

]
(k + 1)(k + 2) ≤ (k(n)− (n+ 1− (k + 1)k(n)))(k + 1)

It now follows that[
b(`1, `2, . . . , `m)

k + 1

]
≤
[
k(n)− (n+ 1− (k + 1)k(n))

k + 2

]
This proves (iii)

Lemma 6. When r(k + 1) + s ≥ k + 1 we have ξk(r, s) 6= ∅ if only if s ≤ r.

Proof. Recall that (see the list of notation)

ξk(r, s) = {(`1, `2, . . . , `m) : m ≥ 1, (`1, `2, . . . , `m) ∈ (Ak ∪Bk)m,
m∑
j=1

(`j + 1) =

r(k + 1) + s and b(`1, `2, . . . , `m) = s}
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Suppose s ≥ r+1 and also ξk(r, s) 6= ∅. Then there exists a vector (`1, `2, . . . , `m) ∈

ξk(r, s) for some m ≥ 1. We now have r(k + 1) + s =
m∑
j=1

(`j + 1) ≥ s(k + 2) =

s(k + 1) + s ≥ (r + 1)(k + 1) + s leading to a contradiction. Therefore it must
be true that ξk(r, s) is empty when s ≥ r.

Suppose now s ≤ r. We put

`j =

 k + 1 for j = 1 to s

k for j = s+ 1 to r

and m = r. We now have

m∑
j=1

(`j + 1) = s(k + 2) + (r − s)(k + 1) = r(k + 1) + s

with b(`1, `2, . . . , `m) = s. It follows that (`1, `2, . . . , `m) ∈ ξk(r, s) and hence
ξk(r, s) is nonempty.

Lemma 7. For m ∈ N we have
(i) αk:n−1 ⊆ αk:n
(ii) (`1, `2, . . . , `m) ∈ αk:n ⇒ m ≤ k(n)

(iii) (`1, `2, . . . , `m) ∈ αk:n − αk:n−1 ⇒
m∑
j=1

(`j + 1) = n+ 1.

Proof. Suppose m ≥ 1 and (`1, `2, . . . , `m) ∈ αk:n−1. We note that
(`1, `2, . . . , `m) ∈ (Ak ∪Bk)m and also

m∑
j=1

(`j + 1) ≤ n ≤ n+ 1

If follows that (`1, `2, . . . , `m) ∈ αk:n. This establishes (i).
Suppose now (`1, `2, . . . , `m) ∈ αk:n for some m ≥ 1. We have

n+ 1 ≥
m∑
j=1

(`j + 1) ≥ m(k + 1).

It follows that m ≤ k(n). This proves (ii).
Finally let (`1, `2, . . . , `m) ∈ αk:n − αk:n−1 for some m ≥ 1. We have

(`1 + 1) + (`2 + 1) + . . .+ (`m + 1) ≤ n+ 1.

If the strict inequality holds above then

(`1 + 1) + (`2 + 1) + . . .+ (`m + 1) ≤ n
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which implies (`1, `2, . . . , `m) ∈ αk:n−1 leading to a contradiction. Therefore it
must be true that

(`1 + 1) + (`2 + 1) + . . .+ (`m+1) = n+ 1.

This completes the proof.
Theorem 10. Let t = n+ 1− (k + 1)k(n) and

d =
[
k(n)− t

k + 2

]
.

We then have

αk:n − αk:n−1 =
⋃

i∈I(0,d)

Γi

where Γi is the collection defined for i ∈ I(0, d) by

Γi = {(`1, `2, . . . , `m) : m ≥ 1, (`1, `2, . . . , `m) ∈ (Ak ∪Bk)m,
m∑
j=1

(`j + 1)

= n+ 1 and b(`1, `2, . . . , `m) = t+ i(k + 1)}

Proof. First we note that 0 ≤ t ≤ k and also in view of Lemma 7 we have
αk:n − αk:n−1 = {(`1, `2, . . . , `m) : m ≥ 1, (`1, `2, . . . , `m) ∈ (Ak ∪ Bk)m and
m∑
j=1

(`j + 1) = n + 1}. Let D and E be the sets defined by D = {s : s =

b(`1, `2, . . . , `m) for some m ≥ 1 and (`1, `2, . . . , `m) ∈ αk:n − αk:n−1} and E =
{s : s = t+ i(k + 1) for some i ∈ I(0, d)}.

We shall now show that D = E. Suppose s ∈ D. Then there exists a vector
(`1, `2, . . . , `m) ∈ αk:n − αk:n−1 for some m ≥ 1 such that b(`1, `2, . . . , `m) = s.
In view of Lemma 5 we have

b(`1, `2, . . . , `m) = [
b(`1, `2, . . . , `m)

k + 1
](k + 1) + t

[
b(`1, `2, . . . , `m)

k + 1
] ≤ d.

It follows that s ∈ E and hence D ⊆ E. Conversely suppose now that s ∈ E.
Then there exists an i ∈ I(0, d) such that s = t+ i(k + 1). It must be true now
that d ≥ 0. We note that

i ≤ [
k(n)− t

k + 2
] ≤ k(n)− t

k + 2
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and therefore t+i(k+1) ≤ k(n)−i. If i = 0, then obviously k(n)−i = k(n) > 0.
If i 6= 0 then also k(n)−i ≥ t+ i(k + 1) > 0.

We now put m = k(n)− i and also

`j =

 k + 1 for j = 1 to s

k for j = s+ 1 to m

We note that (`1, `2, . . . `m) ∈ (Ak ∪Bk)m and also

m∑
j=1

(`j + 1) = (k + 2)s+ (k + 1)(m− s) = (k + 1)m+ s

= (k + 1)(k(n)− i) + t+ i(k + 1)

= (k + 1)k(n) + t = n+ 1

Since b(`1, `2, . . . , `m) = s, it follows that s ∈ D and hence E ⊆ D. Therefore it
is true that D = E. Recall that

αk:n − αk:n−1 = {(`1, `2, . . . , `m) : m ≥ 1, (`1, `2, . . . , `m) ∈ (Ak ∪Bk)m

and
m∑
j=1

(`j + 1) = n+ 1}

By conditioning the right hand side such that b(`1, `2, . . . , `m) = t+ i(k+1) and
considering all the possibilities for i, we get

αk:n − αk:n−1 =
⋃

i∈I(0,d)

Γi.

This completes the proof of the theorem.

Remarks. We note that

i ∈ (0, d) ⇔ k(n)− i ≥ t+ i(k + 1).

Therefore in Theorem 10, we can replace the condition i ∈ I(0, d) by the equiv-
alent condition k(n)− i ≥ t+ i(k+1). We note that I(0, d) is empty if and only
if d < 0.

Theorem 11. Let Ω be the collection defined by

Ω = {(r, s) : (r, s) ∈ (N ∪ {0})2, r ≥ s and r(k + 1) + s = n+ 1}.
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We then have

αk:n − αk:n−1 =
⋃

(r,s)∈Ω

ξk(r, s).

Proof. Let t = n+ 1− (k + 1)k(n) and also

d = [
k(n)− t

k + 2
].

It is easy to see that

(r, s) ∈ Ω ⇔ r = k(n)− i, s = t+ i(k + 1) for some i ∈ I(0, d).

Recall from Theorem 10 that

αk:n − αk:n−1 =
⋃

i∈I(0,d)

Γi

where

Γi = {(`1, `2, . . . , `m) : m ≥ 1, (`1, `2, . . . , `m) ∈ (Ak∪Bk)m,
m∑
j=1

(`j+1) = n+1

and
b(`1, `2, . . . , `m) = t+ i(n+ 1)}

It now follows that

αk:n − αk:n−1 =
⋃

i∈I(0,d)

ξk(k(n)− i, t+ i(k + 1)).

Putting now r = k(n)− i and s = t+ i(k + 1), we get

αk:n − αk:n−1 =
⋃

(r,s)∈Ω

ξk(r, s).

This completes the proof.
We can use Theorem 11 for the computation of αk:n − αk:n−1 or αk:n. For

this purpose, we have to compute ξk(r, s) for the required values of r and s. We
can make the vectors in the collection ξk(r, s) independent of k and depend only
on r and s by a simple trick. Suppose (`1, `2, . . . , `m) ∈ ξk(r, s). Instead of `j , it
is enough to keep the information of rj = k(lj) and whether `j ∈ Ak or `j ∈ Bk.
This we do by keeping the information on rj and assigning a label Lj ∈ {a, b}
to rj such that Lj = a(b) when `j ∈ Ak(`j ∈ Bk). We retrieve the information
on `j by the relation
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`j =

 (k + 1)rj − 1 if Lj = a

(k + 1)rj if Lj = b.

We also note that

r(k + 1) + s =
m∑
j=1

(`j + 1) = (k + 1)
m∑
j=1

rj + s

and thus r = r1 + r2 + . . . + rm. Conversely let (r1, r2, . . . , rm) ∈ Nm and
(L1, L2, . . . , Lm) ∈ {a, b}m where Lj is the label of rj for j = 1 to m. Further
let

m∑
j=1

rj = r and |{j : Lj = b}| = s

`j =

 (k + 1)rj − 1 if Lj = a

(k + 1)rj if Lj = b.

It is easy to verify that (`1, `2, . . . , `m) ∈ ξk(r, s). To keep the notation compact,
we write the label Lj just above rj , that is rLj

j . We call (rL1
1 , rL2

2 , . . . , rLm
m ) the

k-independent form of (`1, `2, . . . , `m).
Recall (see list of Notation) that

ξ̂k(r, s) = {(`1, `2, . . . , `m) : (`1, `2, . . . , `m) ∈ ξk(r, s) and`1 ≤ `2 ≤ . . . ≤ `m}

α̂k:n = {(`1, `2, . . . , `m) : (`1, `2, . . . , `m) ∈ αk:n and `1 ≤ `2 ≤ . . . ,≤ `m}

Suppose (`1, `2, . . . , `m) ∈ αk:n for some m ≥ 1. We note that (`j1 , `j2 , . . . , `jm) ∈
αk:n for all permutations j1, j2, . . . , jm of the integers 1, 2, . . . ,m. Therefore it is
enough to find α̂k:n.We get αk:n by permuting the components of (`1, `2, . . . , `m) ∈
α̂k:n to get all distinct vectors. The same remarks hold true for ξk(r, s) and
ξ̂k(r, s). In view of Theorem 11, we have α̂k:n as the union of all ξ̂k(r, s) such
that r ≥ 1, s ≥ 0, r ≥ s and r(k + 1) + s ≤ n+ 1.
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Table 1 : k-independent form of ξ̂k(r, s)

(r, s) k-independent form of ξ̂k(r, s)
(1,0) (1a)
(1,1) (1b)
(2,0) (2a), (1a, 1a)
(2,1) (2b), (1a, 1b)
(2,2) (1b, 1b)
(3,0) (3a), (1a, 2a), (1a, 1a, 1a)
(3,1) (3b), (1a, 2b), (1b, 2a), (1a, 1a, 1b)
(3,2) (1b, 2b), (1a, 1b, 1b)
(3,3) (1b, 1b, 1b)
(4,0) (4a), (1a, 3a), (2a, 2a), (1a, 1a, 2a), (1a, 1a, 1a, 1a)
(4,1) (4b), (1a, 3b), (1b, 3a), (2a, 2b), (1a, 1a, 2b), (1a, 1b, 2a), (1a, 1a, 1a, 1b)
(4,2) (1b, 3b), (2b, 2b), (1a, 1b, 2b), (1b, 1b, 2a), (1a, 1a, 1b, 1b)
(4,3) (1b, 1b, 2b), (1a, 1b, 1b, 1b)
(4,4) (1b, 1b, 1b, 1b)
(5,0) (5a), (1a, 4a), (2a, 3a), (1a, 1a, 3a), (1a, 2a, 2a), (1a, 1a, 1a, 2a), (1a, 1a, 1a, 1a, 1a)
(5,1) (5b), (1a, 4b), (1b, 4a), (2a, 3b), (2b, 3a), (1a, 1a, 3b), (1a, 1b, 3a), (1a, 2a, 2b)

(1b, 2a, 2a), (1a, 1a, 1a, 2b), (1a, 1a, 1b, 2a), (1a, 1a, 1a, 1a, 1b)
(5,2) (1b, 4b), (2b, 3b), (1a, 1b, 3b), (1b, 1b, 3a), (1a, 2b, 2b), (1b, 2a, 2b),

(1a, 1a, 1b, 2b), (1a, 1b, 1b, 2a), (1a, 1a, 1a, 1b, 1b)
(5,3) (1b, 1b, 3b), (1b, 2b, 2b), (1a, 1b, 1b, 2b), (1a, 1a, 1b, 1b, 1b)
(5,4) (1b, 1b, 1b, 2b), (1a, 1b, 1b, 1b, 1b)
(5,5) (1b, 1b, 1b, 1b, 1b)

In Table 1, we have tabulated the k-independent form of ξ̂k(r, s) for r = 1(1)5
and s = 0(1)r. We get the k-independent form of α̂k:n as the union of all ξ̂k(r, s)
listed in the table such that r(k + 1) + s ≤ n+ 1 provided k ≤ n ≤ 6k + 4.

Example. k = 3 and n = 10.
We note that k ≤ n ≤ 6k+ 4 and hence we can use Table 1. In fact we have

α̂3:10 = ξ̂3(1, 0) ∪ ξ̂3(1, 1) ∪ ξ̂3(2, 0) ∪ ξ̂3(2, 1) ∪ ξ̂3(2, 2).

Using Table 1, we get

α̂3:10 = {(1a), (1b), (2a), (1a, 1a), (2b), (1a, 1b), (1b, 1b)}

= {(3), (4), (7), (3, 3), (8), (3, 4)(4, 4)}

It follows that

α3:10 = {(3), (4), (3, 3), (7), (3, 4), (4, 3), (8), (4, 4)}

This can be verified by direct enumeration. We now have
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Rg10(p1, p2, . . . , p10) =
8∑

u=1

u+2∏
j=u

pj −
7∑

u=1

u+3∏
j=u

pj −
4∑

u=1

8∑
v=u+4

u+2∏
j=u

pj

v+2∏
j=v

pj

+
4∑

u=1

u+6∏
j=u

pj +
3∑

u=1

7∑
v=u+4

u+2∏
j=u

pj

v+3∏
j=v

pj

+
3∑

u=1

8∑
v=u+5

u+3∏
j=u

pj

v+2∏
j=v

pj −
3∑

u=1

u+7∏
j=u

pj .

−
2∑

u=1

7∑
v=u+5

u+3∏
j=u

pj

v+3∏
j=v

pj .

Further for the particular case p1 = p2 = . . . = p10 = p, we have

Rg10(p, p, . . . , p) = 8p3 − 7p4 − 4× 5
2

p6 + 4p7 + 3.4p7 − 3p8 − 2.3
2
p8

= 8p3 − 7p4 − 10p6 + 16p7 − 6p8

=
(

10− 3 + 1
1

)
p3 −

(
10− 3

1

)
p4 − (1− p)

{(
10− 6 + 1

2

)
p6

−
(

10− 6
2

)
p7

}
.

This is a particular case of the more general result

Rgn(p, p, . . . , pn) =
k(n)∑
r=1

(p− 1)r−1

{(
n− rk + 1

r

)
prk
(
n− rk
r

)
prk+1

}
in Ramamurthy (1997).
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