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Abstract

A scheme for fusion of multi-sensor 2D images based on multiscale morphology is presented in this paper.
A point-based registration, using affine transformation is peformed prior to fusion. The scale-specific features are
extracted from both the images using the morphological towers constructed in course of varous types of multiscale
filtening. Extracted features are combined to get the fused image. A guantitative measure of the degree of fusion is
estimated by cross-correlation coefficient and the error measure obtained by eigenvector fitting between the fused image

and each of the constituting images.
reserved.
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1. Introduction

In a multisensor data acquisition system the image
data of an object consists of information acquired by
different sensors from different perspective and possibly
at different resolution. The clarities of the object features
may be different in different imaging modalities. For
example, in the arena of biomedical imaging, two widely
used modalities, namely the magnetic resonance imaging
{(MRI) and the computed tomographic (CT) scan do not
reveal identically every detail of brain structure. While
CT scan is especially suitable for imaging bone structure
and hard tissues, the MR images are much superior in
depicting the soft tissues in the brain that play very
important roles in detecting diseases affecting the skull
base. These two imaging modalities are thus com-
plementary in many ways and no one is totally sufficient
in terms of their respective information content. Thus
images resulting from a single modality cannot meet the
clinical requirement for the purpose of diagnosis and

treatment. However, viewing a series of multimodal im-
ages of the same object seperately and individually does
not provide a better solution because of such inconven-
ience.

The advantages of multisensor data may be fully ex-
ploited by integrating the complementary features seen in
the images penerated by several sensors. A process of
such integration, widely termed as fusion, generates an
image composed of features that are best detected or
represented in the individual modalities. A technically
fused image can render itsell more successfully for any
subsequent processing like object recognition, feature
extraction, segmentation, etc. in comparision to images
of individual modalities. Image data fusion is a widely
demanded work in the field of multisensor data acquisi-
tion and interpretation systems.

The first step toward fusion, which may be interpreted
as a preprocessing step is the registration. Registration is
a process of bringing down the constituting images to a
common coordinate system subject to some common
geometrical references called ground control  points
{GCPs). A feature or object common to all the modalities
may have different position and scale in different modali-
ties. Fusion of such images is meaningful only when such
common objects {or control points) are made to have
identical geometric configuration with respect to size,
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location and orientation in all the images. In the next
step, the images are combined to form a single fused
image through a judicious selection of proportions of
different features from different images.

Many researchers have been working in the field of
image fusion in connection to biomedical imaging, ma-
chine vision, remote sensing applications in defence and
atmospheric fields. Li et al. [1] have suggested a multi-
sensor image fusion using wavelet transform in which
a cascaded sequence of forward and reverse wavelet
transform on multimodal images produces a fused image.
Matsopoulos et al [2] have devised a hierarchical image
fusion scheme that integrates features extracted from
morphological pyramids of the multimodal images. Gen-
erally, data fusion in multimodal images [3-5] is partly
redundant as some regions are depicted in all the modali-
ties and is partly complementary as each modality high-
lights certain features that are absent in images of other
modalities. There are various technigues and approaches
for fusing multimodal images. Many methods are based
on classification of pixels [6]. In this direction Hurn et al.
[T] have suggested a Bayesean probabilistic method for
biomedical image fusion. While Mukherjee et al. [8] have
developed an algorithm for fusing CT and MR images
based on entropy.

This paper discusses a new technique of multimodal
image fusion based on multiscale morphology. The de-
veloped scheme is applied to fuse MR and CT images of
brain and the result is compared with fused images re-
sulting from other existing fusion schemes. The proposed
method is a feature-based fusion scheme which involves
integration of features of different scales coming from
a number of morphological towers constructed in course
of the process itself. Section 2 discusses a point-based
method of image registration adopted as a preprocessing
step prior to fusion. In Section 3, we have given a brief
introduction to multiscale morphology. The proposed
multiscale morphological scheme for fusing multimodal
images is described in Section 4. In our experiment we
have taken a pair of CT and MR images of human brain
as test images. This is followed by Section 5 containing
the experimental results and discussions. Concluding re-
marks are cited in Section 6.

2. Registration

Any kind of image fusion method involves registration
as a first and foremost step. In general, different sensors
respond to scene characteristics in different and, par-
tially, complementary ways. In a multisensor image ac-
quisition system, the size, onentation and location of an
object relative to its own background may not be identi-
cal in all the images of different modalities. Integration
or fusion of multisensor information is possible only if
the images are registered or positioned with respect to

acommon coordinate system [9]. Image registration (in
case of fusing two images) is the process of determining
correspondence  between all points in two  images
of the same scene or object. There are various tech-
niques for registering multimodal images [10]. Some
of which are area based while some are point based.
Point-based methods [11,12], are simpler and more
common. These points, Le. GCPs, are basically spatial
features {e.g.. corners, junctions, centroid of blobs, etc.)
present in the image. The GCPs can be made available
by applying standard feature extraction algorithms
[13]. Brown [10] made a good survey on image registra-
ticomn.

In a point-based registration scheme a set of GCPs is
selected from the images, correspondence is established
between them, and from that point correspondence
a transformation function is determined. Linear methods
use either the affine transformation or the geometric
transformation like translation, rotation and scaling so
as to minimize the distance measure or to maximize the
similarity between these points [14]. Finally, this trans-
formation function is used to map points in one image to
points in the other. Note that in this approach more
emphasis is given to latter image in reconfiguring the
position of the objectis). In this paper we have adopted
a point-based method for registering the multimodal
images. However, we have given equal emphasis to both
the images. Two sets of ground control points from two
images are selected. The target image coordinate system
is assumed to be intermediate between the given images.
Then two affine transformations determined based on
these GCPs and following the treatment suggested by
Mardia et al. [15.16] are applied on corresponding im-
ages. Thus, the adopted method is unbiased to both the
images. The parameters of the transformation(s) are de-
termined through exhaustive search for the minimum
Error,

3. Multiscale morphological operations

Mathematical morphology is a powerful technique in
the field of image processing and computer vision. In
morphology, the objects in an image are considered as set
of points and operations are defined between two sets:
the object and the structuring element {(SE) [17,18]. The
shape and the size of SE are defined according to the
purpose of the concerned application. Basic morphologi-
cal operations are erosion and dilation. Other operations
like opening, closing are sequential combination of ero-
sion {dilation) and dilation {erosion). We adopt, here,

Jimetion- and set-processing (FSP) system [19]. FSP dila-

tion of a gray-level image fix, ¥) by a two-dimensional set
B is defined as

(B B)x. ¥) = max{ fix — k. y— Dk Ne B} (1
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Similarly, FSP erosion of fix, y) by B is defined as
{f2B)x,y)=min{ fix + ky + O{k!)= B]. (3

The shape of the structuring element B plays a crucial
role in extracting features or objects of given shape from
the image. However, for a categorical extraction of fea-
tures or objects based on shape as well as size, we must
incorporate a second attribute to the structuring element
which is its srale. A morphological operation with a scal-
able structuring element can extract features based on
shape and size simultaneously. Also features of identical
shape but of different size are now treated separately.
Such a scheme of morphological operations where
a structuring element of varying scale is utilized is termed
as multiscale morpholagy [20,217. Multiscale opening and
closing are defined, respectively, as

(f=nB)xy) = ((fSnB)EnB)(x. y). (3
(fenBix. y) = ([ fiBn BionB)ix, vl 4

where B is a set representing structuring element of
a definite shape while n is an integer representing the
scale factor of the structuring element. Thus, given
B={{x.))}, nB= {{nx,my)} for n=1,2..., represents
afamily of structuring elements. If B is convex, in discrete
domain, we obtain nB using Eq. (5):

nB= BoB@BE - DB, (3
S
= b s

By convention nB = {{(,0)} when n = 0.

4. Image fusion using multiscale morphology

We propose a multiscale morphological method of
fusing two images of same objects obtained through two
different modalities. The fright (dark) tophat transforma-
tion originally proposed in Ref. [22] provides an excellent
tool for extracting bright (respectively, dark) features
smaller than a given size from an uneven background. [t
relies on the fact that by gray-scale opening, one can
remove from an image the brighter areas, ie. features,
that cannot hold the structuring element. Subtracting the
opened image from the original one gets another image
which comprises of only those features that have been
removed by the SE in the opening operation. Similar
thing holds good for morphological closing also. Sub-
tracting the onginal image from the closed image one can
extract dark features against a brighter background.
Here the structuring element used in both opening and
closing is a disk, or, more specifically, a discrete approxi-
mation of disk. An ordered sequence of morphological
filtering (ie., opening or closing) of both the image mo-
dalities with a disk structuring element at different scales
extracts scale-specific features from both the images.

These scale-specific features resulting from various image
modalities are then compared for the selection of the
prominent one for subsequent construction of the fused
image. The proposed method is described elaborately in
the following subsection.

4.1 One-dimensional case

For a better understanding of the fusion scheme we
first elaborate it in the context of one-dimensional func-
tions as shown in Fig. 1. Fig. 1 provides a simplified
illustration of the proposed strategy. Here we intend to
fuse two functions i (1) and (1), Both the functions f, (1)
and f5(t) have salient features manifested by crests and
tronighis of different height {or depth) and width located at
different position. We use a line segment L of unit length
and its higher order dilates kL {(where k=1,2,3...) as
structuring elements (SE) for extracting the salient fea-
tures from both the functions as described below:

& Opening by kL removes the crests narrower than
length k from both the functions.

@ The function g{'(t) = (f (t)={k — 1)L — f,(t)- kL) con-
tains the crests (see Fig. 1) of fi{t) which are narrower
than & but wider than {(k — 1). Similarly, the function
gt = (200 (k — 1)L — f3(t)= kL) contains only the
crests of 3 () which are namrower than & but wider than
ik — 1)

# The function K{(t) = maxigy'(r), g (1)) constructed by
comparing gf "{t) and g (1) at each sample point ¢ con-
tains the crests from both f{f) and f3{t). Thus, the
crests of width lying in between (k — 1) and &k coming
from f,{t) and j5{t) are combined in the function h{}t).

The function 5,.(t) constructed by superposing (or,
simply adding) the functions #t) for k =1,2.3 ... con-
tains all the crests of both the functions.

The same set of operations with closing helps us ex-
tract the troughs from both the functions and combine
them into a single function §,,{t).

Opening the functions with the largest homothetic of
the SE L {i.e. kL) removes all the crests from the functions
leaving only their locally non-varying parts. While com-
bining we must avoid clipping the highest crests. We
therefore consider the minimum of f{t)-nl and

Jxlt)e nL, where n is the maximum value of & used in the

operation. In this example n = 2. Let us denote it by
Mui1).

Similary, in case of closing, we consider the maximum
of fi{t)enl and {5t )enl for subsequent reconstruction.
Let us denote it by M glt).

Now, there should be an equal justice to all the crests
and troughs of both the functions. Consequently, M (1)
and M yit) should be given equal importance too. With
such view we take the average A(t) of My(t)and M (i) to
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Fig 1. Fusion of two lunctions using multiscle morphology.

construct the locally non-varying profile of the fused
function. Finally, we form the fused function f,(f) using
Eg.{6). Eqg. {6) performs the placement of the crests and
troughs at proper locations of the average function:

St = Alt) + 35,40 — 15,401, {6)

Thus the fused function f3(t) is found to contain crests
and troughs from both the functions fi(t) and f3{t). The
scheme explained for this one-dimensional case may as
well be extended to two dimension. There we introduce
the concepts of different morphological towers as dis-
cussed in the following sections.

4.2 Construction of morphalogical towers

The fusion algorithm proposed in this paper is inde-
pendent of imaging technology. However, in this paper
we have described the method for fusing CT and MR
images of cross-section of human brain. The CT as well
as the MR image are made to undergo a sequence of
morphological opening and closing operations with SEs
of progressively increasing scale. As an extension of the
ong-dimensional case to make the SE isotropic in two
dimension, here we consider a family of filled circles or
disks of increasing radius as structuring elements. For

generating the family of filled circles we made use of
Bresenfam's algorithm [23].

We then construct two sets of morphological towers
for multiscale opening and closing operations. Ineach set
we have two different towers corresponding to MR and
CT images. A tower basically comprises of a stack of
images produced after morphological opening or closing
operations on an image for different values of the scale
factor i of the structuring element as shown in Fig. 2.
Morphological towers can be wed to solve some well-
known problems of image processing and computer vi-
sion [24.25]. The prime objective is extraction of scale-
specific bright and dark features from the images. Thus
the ith entry in the multiscale opening tower of the
CT/MR image contains the image produced by opening
the CT/MR image with a structuring element iB. So,
altogether there are four such towers of height n for
multiscale opening and closing operations of the CT and
the MR image, that are defined as

CT:iB = (CTQiB)@iB, (7
MR - iB = (MRSi B B. (8)
CTeiB =(CT@iBISiB. (9
MR eiB = (MR@iB)SiB (10)
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Fig. 2. Morphological wwers for image lusion.

for i=101,.,..n where CT-08=CT, MR-0B = MR,
CTe0B =CT and MRe0B = MR. Note that B is
a structuring element of unit size.

4.3 Construction of difference towers

As stated earier the image resulting after morphologi-
cal opening operation using a structuring element (B
contains only those features of the original image (CT or
MR) which are at a scale equal to or larger than i
Likewise the image resulting after a morphological open-
ing operation using a structuring element (i + 1)8 con-
tains all those features of the onginal image (CT or MR)
which are at a scale equal to or larger than (i + 1). Thus,
a difference of these two resulting images gives rise an-
other image which contains only those features of the
original image which are at a scale greater than or equal
to i but less than (i 4 1). This holds good for the multi-
scale closing operations of the images also.

With such views we construct four difference towers
for opening and closing operations of the CT and the MR
images by carrying out difference operations between all
successive pairs of images resulting after morphological
opening (closing) operations using the structuring

elements cormesponding to two successive scales. Fig. 2
shows four such difference towers. Thus the ith entries in
the difference tower for morphological operations are
defined as

DERfi) = (CT = (i — 1)B) — (CT - iB), (11)
Dy = (MR (i — 1)B) —(CT - iB), (12
DEHi = (CT wiB) — (CTeli — 11B), 13)
Dilwli) = (MR aiB) — (MR ali — 1)B) (14)

fori=L2 ...n
4.4, Construction of combined tower

The scale-specific features from both the image modal-
ities are now available in the difference towers construc-
ted in the previous step. For constructing the fused image
from the CT and the MR images, features from both of
them should be combined. At each scale the feature
present in atleast one image modality should be collected
for fusion. However, if the feature is present in both the
images we select the prominent one for constructing the
fused image. With such views we extract the scale-specific
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features from difference towers for opening (closing) op-
eration by taking pixel-wise max of two images as shown
in Fig. 2. The set of images obtained through max opera-
tion result in two more towers called the combined towers.
The ith entries of combined tower corresponding to
opening and closing operations are basically the images
produced, respectively, by

C*Mii) = max{DEiL DL}, (15)
C(i) = max{De(il Dyg(i)] (16)

fori =1,2,.,,.n Here max stands for a pixel-wise max-
imum of two images.

4.5 Reconstriction

For reconstructing the final image we do the following:

& We sum up all the entries in the combined tower
corresponding to the opening operation. This results
in an image consisting of bright features of all possible
scales that are present in at least one modality with
relatively better clanty:

sr= ¥ o). (1m

=1

The summation, here, denotes pixel-wise sum of n im-
Apes.

& We perform the same operation on the combined
tower corresponding to the closing operation. This
results in an image consisting of dark features of all
possible scales that are present in at least one modality
with relatively better clarity:

=3 Ci) (18)

=1

& We take the pixel-wise min (max) operation between
the CT and the MR images after opening (closing)
them with nB. Then we take the average of these two
resulting images:

My = max|{CTenBMRenB (19)
My = min{CT-nBMR - nB|, (20
A = average(M ¢, M ). (21)

Here average denotes the pixel-wise average of two
images. Finally, the fused image is obtained by com-
bining three images as given by

FUSE = A4 + 18°° — 18 (22)

The *+" and * —" operations are applied between
corresponding pixels of three different images.

5. Experimental results and discussions

As stated earlier the proposed algorithm is indepen-
dent of imaging technology. Hence, it can be used for
fusing images obtained through any multi-sensor image
acquisition system. However, we have demonstrated the
performance of the proposed algorithm using CT and
MR images of cross-section of human brain. The details
regarding the acquisition of the CT and MR images on
which we have executed our proposed algorithmic steps
are specified below,

The MR image has been obtained on a Genesis Sigma
scanner. Window width and the window length of the
image are 1120 and 361, respectively. The slice thickness
for the image is 5 mm while the magnification ratiois 1.5,
The field of vision for the image is 240.00. The MR image
in its original form is basically a DICOM image. Finally,
a pixel matnx of size 512x 512 is obtained. The CT
image, which also is originally a DICOM image, is ob-
tained using a Rhapsode scanner with a magnification of
1.25 and field of vision equal to 189.82. The window
width and length for the CT image are 2985 and 496,
respectively, while the slice thickness is 1.0 mm. Final
image is again of size 512 % 512, The original CT and MR
images are shown in Figs. 3a) and (b), respectively.

Figs. 4a) and (b) are images obtained by applying
registration technigue as described in Section 2. The
fused image constructed according to the proposed
method is shown in Fig. 4c). In our experiment we have
taken B a disk of radius one and n = 33. The fused image
is found to contain salient/prominent features that are
present in either modalities without any distortion. Sec-
ond, it is found to be clinically more informative as
compared to the individual constituting images. The fus-
ing ability of the algorithm is measured quantitatively by
means of, say, pixel-gray-level correlation between two
images. Let us define correlation between two images

Fand g by

Lol f1x3) = T Nalx, ) — @)
\,-".IE.x.lrilﬂ-x- _L'] T .T]z \,-".Ex._v‘.mx- }'] - g]z

Rifg) = (23)

where, f= (I/N}, flx.y) and § = (1/NT} . joix. ) and
N is the total number of pixels in either of the images. In
our experiment the computed values of R(FUSE, CT),
R{FUSE, MR) and R{CT. MR) are 0.89, 081 and 0.59,
respectively.  Since R{FUSECT) = RIMRCT) and
RIFUSEMR) = RIMR.CT), the fused image enjoys rela-
tively high correlation with either of the images. This
implies features of both the images are transported to the
fused image. However, this measure is too simple to yield
any strong conclusion. To account for a better measure
for the extent of similarity between the fused image and
either of its constituting images we carry out the follow-
ing analysis.
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(i)

(b}

Fig 3. Test images used in the experiment. (a) CT image, (b) ME image.

A Similarity measure

Two images, say for example, f and g are said to be
similar subject to some scafing (by a constant factor ¢
and a d.c. bias (by a constant d), if the following relation
holds for every pixel of fand g. That means [and g are
similar if

Nx,¥) =cflx )+ d (24)

for all{x,y). Based on this relation, one can estimate one
of the images, say, g from the other image [ about which
one has relatively better knowledge. Thus, the estimated
image ., s given by

P, V) = efix, v) + d. (25)

However, the accuracy of this estimation relies on how
correctly the parameters ¢ and d are determined. The
Euclidean distance or the error between images g and
feg- the image estimated from f, is then given by
Elg.ge) =3 ¥ (o0x ) — eflx ) — d)> (26
The parameters ¢ and 4 of this relation can be estimated
in such a way that Elg, g.,) 5 minimum. However, the
relation reflects our bias toward the knowledge about the
image f. To get rid of such bias to any of the images under
consideration we make use of the following expression
for the error:

Y 2 dgix, ) — fix, ) — dF

= (27N
1 +¢

Elg.g.) =

This is what is known as eigen-vector fitting and can be
found in Ref [26]. Parameters ¢ and d are estimated by
solving the nommal equations generated by taking partial
derivatives of Flg, g,,,) with respect to ¢ and d and equat-
ing each of them to zero. Finally, we have

Elg.gu) =WV, + V, = /¥, — V,)* + 4F3,). {2H)

The minimum error Elg, g,,) gives the measure of the
unbiased distance between the two images fx,y) and
glx, v). Based on this error measure we define similarity
as

sfg)=1- :‘” SpmL, (29)

) "t I [

When similarity measure, as givenin Eqg. {29), is not equal
to one or, in other words, error between the functions, as
given in Eq. (28) is not zero, similarity measure based on
only their values is not a sufficient indication. In thatcase
we need to compare spatial variation, too, of those func-
tions. As we know, spatial vanation can be analysed by
means of denvative opertors. Hence, to measure the
similarity between two images we should not only com-
pare their pixel values but also compare their spatial
derivatives. This is because two very similar images
should also have very similar derivative images upto first
few orders. Consequently, the error or distance between
their derivative images must also be small. To save time
and space we have considered here only the first (ie.
gradient image) and the second-order (Le. faplacian im-
age) derivatives along with the pair of original images for
computing the error and, subsequently, the similarity
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Fig. 4. {a) Registered CT image, (b) registered ME image, (c)-(0 results of lusion, (¢ twower (d) simple averaging, (¢) KL transform, and
Iy pyramid.
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between them. As an overall measure of similarity we
take the product of the individual similarities. Thus, the
averall similarity 81, g) 15 measured as

St = stfgisif. s, ") (30)
Finally, the degree of flision is measured as
& = min |8 Fuse, CT), ${Fuse, MR)}. (31)

At this point we like to present few other widely used
ima ge fusion methods with which we have compared the
performance of our method.

3.2 A brief deseription of other schemes

521, Averaging

Averaging is the simplest technique of fusing two im-
ages in which the fused image is formed by a pixel-wise
averaging of the constituting images. This method is
crude and does not hold good in many cases. The fused
image may not contain many salient features of the
individual images. As a result there may be a huge loss of
information at the time of blending the multi-modal
images. Fused image obtained by averaging the images
shown in Figs. 4a) and (b) is shown in Fig. 4d).

For constructing the fused image employing K-L
transform, we form N wvectors f,.f., ... .fy where
f; = {fi,.f2;}. The first element comes from the first im-
age while the second comes from the second image. We
then construct the mean vector and the variamce—
covarignce matriv from these N vectors. The fused image
Fir,¢) is constructed from the individual images Fir,c)
and Fir, ) using the following relation:

Fir,e) = ¢y Fyir,e) + ¢ Falr,c), (32)

Table 1
Comparative study of different fusion schemes®

where @ = [¢,¢b2 | is the normalized eigen vector of the
variance-covarnance matrix corresponding to its largest
eigen value. Thus, this method is nothing but a weighted
averaging technique where the weights are determined by
the K-L transform. Fused image obtained by using this
method on the images shown in Figs. 4a) and (b) is
shown in Fig. 4e).

5230 Fusion emploving morphological pyramid

The method relies on formation of an image pyramid
using morphological sampling theorem [18]. Fusion of
images using this method can be found in Ref. [2]. Fused
image obtained by using this method on the images
shown in Figs. 4a) and (b) is shown in Fig. 4f).

53 Comparison of performance

We have compared the performance of our fusion
scheme with that of other well-known schemes such as
averaging, morphological pyramid and K-L iransform.
A visnal companson among Figs. 4c)Hf ) reveals that our
method produces the best result giving appropriate em-
phasis on features of all scales coming from both the
images. For quantitative comparison of the results, we
have computed the similarity between the fised image
and the CT {or the MR) image for all the schemes
mentioned above and, finally, computed the degree of
fusion for each of them. The results are summanzed in
Table 1. Table 1 indicates that the degree of fision is
maximum for the proposed fusion scheme In that
scheme the image pairs along with their first and second-
order gradients maintain consistently high similarity
values. Morphological pyramidal approach and awver-
aging technique fuse images with comparable degree of
fusion. However, experimental results show that former
one 15 much supedor to the latter. Performance of

Imapgel Image?  Level of comparison Overall Depree of
similarity [usion
Original images Gradient images Laplacian images
Error Similarity Error Similarity Error Similarity
FUSE,m, CT X599600 095019 3225304 (LB61920 1115727539 0952152 0779797 0779797
FUSE,,. MR 32474350 094048 2061146 (1LB6 5361 1223828857 0951479 0781777
FUSE,, CT I5E.B4448 095525 19.68270 0778367 SETI32R12 O%de6ll 0712417 (.69 1508
FUSE,, MR 27066717 092718 17.56349 0801107 1017848145 0930977 0691508
FUSE,,, CT 136047601 095186 1647837 0.762021 S05.47265 0954043 0692436 (L6924 36
FUSE,,, MR 20038049 093121 12.539461 (1823891 TR2M 6602 0934566 0717018
FUSEg,.y CT 9R.E4716 098378 1198582 0920979 37261719 0984704 0892174 (L6T0O7RE
FUSE,,, MR IB0LBITA6 054308 3501140 (1. 750388 1418872314 0946963 0670788

‘mmf: Proposed approach, pyr: pyramidal approach, ave: averaging, KLT: K-L transform.
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averaging technique and K-L transform-based technique
are comparable for a large set of images. Moreover, K-L
transform-based fusion scheme is slightly better than
averaging-based scheme, though Table 1 shows the re-
verse for this particular example.

6. Conclusion

In this paper we have presented a method for fusing
two-dimensional multi-sensor gray-scale images using
multiscale morphology. The usefulness of the method is
illustrated vsing CT and MR images of cross-section of
human brain. The result of the proposed method is com-
pared with that of some widely used image fusion methods
both qualitatively and gquantitatively. Experimental results
reveal that the proposed method produces better fused
image than that by the latters. However, our method is
computationally more expensive and needs more space for
implementation. It should be noted that the proposed
algorthm is domaindndependent. That means it uses
knowledge of neither the imaging device nor the objects
being imaged. Therefore, it can be applied to fusion of
other kinds of multi-sensor images, e.g. satellite images,
too. Second, as the actual fusion is done during the con-
struction of combined towers by taking the pixel-wise
maximum, the algorthm can readily be extended for fus-
ing more than two images. We wish to extend our work for
fusing multi-sensor images in three dimension. Also,
special attention needs to be paid for reducing space and
time requirement for the implementation of the algorithm.

7. Summary

In this paper a scheme for multi-sensor image fusion
for 2D images has been proposed by the authors. Quite
often an image resulting from a given modality in
a multi-sensor image acquisition system is found to be
inefficient in detecting some features of the object to be
imaged. Also features common to more than one modal-
ity may not have identically equal clarity. Consequently,
the information content of the individual images suffer
from incompleteness. Integration of all such individual
images may give rise to a composite image which is
enriched with features best detected in the individual
images. However, creation of a fused image does not, in
general, reduce the importance or the requirement of the
individual images.

The proposed method presented in this paper makes
use of multiscale morphology. Mathematical morphology
is a powerful tool in the field of image processing where
the filtering technique takes care of the shape of the
features present in the image. Multiscale morphology is
an extended concept where shape and size (ie. scale) of
the features are taken care of simultaneously.

Prior to fusion the individual images need to be regis-
tered 50 as to make similar objects present in different
images appear similar in size, shape, orientation and
position. There exists a number of registration schemes.
However, in our case we have adopted a landmark
point-based registration scheme which is unbiased to all
the images to be registered.

As stated earlier some features are best detected in
some modalities. The scale specific bright and dark fea-
tures are extracted from the multi-sensor registered im-
ages using multiscale tophat transformation. The feature
images of same resolution but of different scales are
stacked in a number of morphological towers. From these
towers we pick up the best detected bright and dark
features specific to a given scale and form two more
feature images corresponding to bright and dark features
at that scale. This is repeated for all scales. These bright
and dark feature images, so formed, then participate in
the formation of the fused image. Thus the fused image is
constructed by combining these best features for all
scales.

Our proposed algorithm can be used to fuse any type
of 2D multi-sensor images. However, in our experiment
we have tested our algorithm on a pair of biomedical
images. For the purpose of comparison we have imple-
mented few other methods of 21 image fusion and in-
cluded the respective results after executing them on the
same set of brain images. Quantitative comparisons
among the methods have been presented through error
measure and degree of fusion.

The paper ends with a concluding section where the
discussion includes a possible extension of the work for
fusion of 3D images, remedial requirements for improv-
ing the drawbacks of the implementational aspects of the
proposed method.
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