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Chapter 1

Introduction and Summary of Major findings
1.1 Introduction

This dissertation explores some issues of environmental economics and

development. A concept crystallizing in the development and environmental economics

literature is the notion that socioeconomic and environmental measures follow

predictable paths associated with growing per capita income. In this context, the nature of

relationship between economic development and environmental quality has become the

focus of increasing attention. The issue of whether environmental degradation increases

monotonically, decreases monotonically, or at first increases and then declines along a

country’s development path, has critical implications for policy. Whilst development

through industrialization brings higher incomes and well-being, this seems to act as a

magnifier of environmental degradation. On the other hand, growing environmentalism is

perceived to act as an impediment to economic development. Economic development

through rapid industrialization and growing environmental consciousness together have

generated a heated debate on how economic development may be linked with

environment. 

The linkage of environmental quality with economic development evoked much

discussion in the last decade (i.e., 1990s). The World Development Report (World Bank

1992) presented cross-sectional evidences on the relationship between different indicators

of environmental quality and per capita national income across countries. Other studies

(e.g. Grossman and Krueger, 1991, 1995; Shafik, 1994; Selden and Song, 1994;

McConnell, 1997; de Bruyn et al., 1998; Rothman, 1998; Suri and Chapman, 1998; Stern

and Common, 2001; Stern, 2002) documented an inverted U-shaped relationship between
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environmental degradation and income. The common point of all these studies is the

assertion that environmental degradation increases initially, reaches a maximum level and

after that declines as an economy develops. This systematic inverted-U relationship has

been called as the Environmental Kuznets Curve (EKC) following the work of Kuznets

(1955), who postulated a similar relationship between income inequality and economic

development.

The EKC relates to the issue of the impacts of economic development on

environment. To understand why and how economic developmental issues get linked to

concerns about environmental degradation requires a careful study. In fact, detailed

studies are needed to understand the specific nature and the shape of EKC. Re-

examination of the relationship between environmental quality and economic growth thus

remains an open issue.

The EKC results suggest that economic growth could be compatible with

environmental improvement provided appropriate policies are taken. On the other hand,

effective environmental policies may be implemented when income grows. However,

before adopting a policy, it is necessary to understand the exact nature of the causal

relationship between economic growth/development and environmental quality. The

question therefore is whether economic growth can be a part of the solution rather than

the cause of environmental problem. This is indeed the primary motivation for this study.

Here empirical evidences of the link between income and environmental degradation

have been searched while the desirability of development is universally recognized,

recent years have witnessed rising concern about whether environmental constraints will

limit development or whether the ongoing process of development will cause serious
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environmental damage. Thus, the causal relationship between economic activity (viz.,

consumption and production) and environmental quality deserves to be explored carefully

to bring out explicitly the linking economic development/growth to environmental quality

change. 

Recently, Torras and Boyce (1998) have brought in the distributional issue in the

discussion of income-emission relationship1. The inequality of the income distribution

may be an important determinant of the extent of environmental degradation and more

specifically, income redistribution may reduce the inequality by affecting the society’s

demand for better environment. Knowledge of the pattern of distribution of emissions

and intertemporal choice may also help to formulate appropriate environmental policy.

All of these issues naturally call for formal analyses and empirical verification. The

issues that seem to be central to a comprehensive examination of economic development

– environmental quality relationship are :

1) Does the inverted-U relationship between pollution and income (EKC) exist? 

2) Is there any causal mechanism between income and environmental variables? 

3) What is the role of other factors such as income distribution? To be specific, how

does income distribution affect the global emissions through distribution of

emissions? 

The aim of the present dissertation is to explore the above mentioned issues in detail.

Briefly, there are three major parts of this study. The first part examines whether for air

pollutants like SPM and SO2 the EKC hypothesis is supported by the available data set(s),

analyses and provides explanation of the empirical results obtained. The second part

                                                          
1 In the discussions that follow, the phrases like income-emission relationship, economic development-
environmental quality relationship etc. will be used interchangeably.
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investigates the nature and direction of causality between CO2 emission and income

growth implicit in a cross-country panel data set, using appropriate econometric tools and

explains the observed patterns of causality. Finally, the third part tries to bring out the

pattern of relationship that exists between the cross-country distributions of income and

emission and its shifts over time. The results are hoped to give valuable insights into the

important and growing concern about interrelationship between environmental changes

and economic development. 

1.2 The plan of this thesis 

The plan of this dissertation is as follows: Chapter 2 provides a brief review of the

relevant literature. 

Chapter 3 re-examines the EKC hypothesis using two important ambient air

quality indicators, viz., SPM and SO2. The results do not support the EKC hypothesis. In

contrast, for SO2 an inverse relationship with income per capita is obtained, while for

SPM a U-shaped, rather than an inverted-U, relationship is found. The estimated curve

turns upward around a per capita annual income level of $ 12500, which represents a

rather high level of material consumption that appears to be unsustainable, given the state

of available technology. Further rise of income beyond the threshold level can support

consumption only at the cost of a slow but steady deterioration of the environmental

quality, which may slow down the economic growth. Here, the association between the

level of economic activity and environmental degradation has been examined without

explicitly discussing the nature of causation between them. The pattern of causal

relationship between economic growth and environmental quality has been explored in

the next chapter. 
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Chapter 4 presents a detailed examination of the causality aspect of the income-

environment relationship. Customarily, a unidirectional causality with income causing

environmental changes and not vice versa is presumed. The validity of this presumption

is now being questioned. This chapter analyses the results of a study of income-CO2

emission causality based on Granger causality technique. Briefly, the results indicate

three different types of causal relationship holding for different country groups. Briefly,

for the developed country groups of North America and Western Europe (and also for

Eastern Europe), the causality is found to run from emission to income. For the country

groups of Central and South America and Oceania, causality from income to emission is

obtained. Finally, for the country groups of Asia and Africa, the causality is found to be

bi-directional. The estimated regression equations further suggest that for the country

groups of North America and Western Europe the growth rate of emission has become

stationary around a zero mean, and a shock in the growth rate of emission would generate

a corresponding shock in the growth rate of income. In contrast, for the country group of

Central and South America and Oceania a similar shock in the income growth rate is

likely to result in a corresponding shock in the growth rate of emission. Finally, for the

county groups of Asia and Africa, the income and the emission growth rates seem to

reinforce each other. These results naturally suggest that a further exploration of the

patterns of underlying long run equilibrium relationship for the sake of completeness of

this study. This has been done in the next chapter, using the technique of cointegration

analyses.

Chapter 5 presents the results of cointegration analyses and related error

correction model (ECM) estimation. Applying the panel unit root test procedure of Im et
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al. (2003) (IPS), the unit root hypothesis has been examined for the time series processes

of the concerned variables. The panel data cointegration test based on Engle-Granger

Cointegration technique has also been performed and the ECM has been estimated to

explore the nature of dynamics implicit in the given panel data set. The cointegrating

relationship is found to exist for some country groups implying thereby that over a long

period of time income and emission tends to move in unison. 

Chapter 6 explores the relationship between the patterns of cross-country

distribution of income and CO2 emission and temporal shifts in such a relationship. Here

environmental quality demanded is treated as a private good, not a public good as done in

other studies. The technique of Lorenz and specific concentration curve analysis are used

as the basic analytical framework to argue that a measure of relative distributional

inequality of income should be used as an explanatory variable in the EKC relationship

along with the mean income level. The empirical results confirm that the pattern of cross-

country income distribution has significant effect on the mean level of emission for all

the country-groups considered. 

Finally, Chapter 7 summarizes the major findings and provides some concluding

comments and observations.

There are two appendices to this dissertation. Appendix A presents the list of

country groups considered in most of empirical analysis reported in the dissertation.

Appendix B briefly presents the econometric methods used in this dissertation –viz. the

methodology of Granger Causality Test, Panel Unit Root and Cointegration Tests. 



Chapter 2∗

Environmental Kuznets Curve Hypothesis: A Brief Survey

2.1 Introduction

The linkage between environmental quality and income has evoked considerable

discussion since the pioneering work of Grossman and Krueger (1991). A sizeable

literature that has emerged comprises theoretical and empirical studies concerning the

nature of the income-environment relationship. This literature centers around the

Environmental Kuznets Curve (EKC) hypothesis that postulates an inverted-U shaped

relationship between environmental deterioration and economic growth. The logic of

EKC hypothesis is intuitively appealing. It is postulated that environmental degradation

rises rapidly in the early stage of economic growth primarily because the society attaches

a higher priority to growth of material output and income over the demand for clean air

and water (Dasgupta et al. (2002)). Since the awareness of environmental problem is low

at this stage, environment-friendly production technologies are not available/used.

Typically, income growth at this stage takes place through expansion of agriculture and

other intensive resource extracting activities, thus causing an enormous pressure on

environment and rising pollution. Beyond a threshold level of development, however, a

high and rising income level induces people to value environmental quality more than

before. This environmental awareness induces several qualitative changes in the economy

in favour of less resource intensive production, stricter enforcement of environmental

regulations and standards etc. In sum, thus, the story of EKC hypothesis is a narration of

                                                          
∗ This chapter is based on Dinda (2004).
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the process of evolution of a clean agrarian economy to a polluting industrial economy

and ultimately to a clean service economy (Arrow et al. (1995)).

In this chapter a review of the literature on the study of EKC is presented. The

chapter is organized as follows : the genesis of EKC hypothesis is briefly explained in

section 2.2; various environmental quality indicators used in the EKC literature are

discussed in section 2.3; a brief review of some specific explanation of EKC hypothesis

with empirical evidences is presented in section 2.4; major theoretical analyses put

forward in the context of EKC are reviewed in section 2.5 and finally, a conclusion is

drawn in section 2.6.

2.2 Genesis of EKC

The origin of the EKC debate lies in the so-called growth controversy1. It is

argued by many that economic growth degrades environmental quality. Beckerman

(1992), in contrast, suggested that the economic growth by itself could be a panacea for

environmental degradation. Supporting this view, Panayotou (1993) also claimed that

economic growth could be a precondition for environmental improvement, particularly in

developing countries. The essential argument underlying the Beckerman-Panayotou

proposition is perhaps the following: if a country in its course of development is able to

reach a high enough income stage, it will be willing and able to afford an income

generation strategy leading to improved environment. This is in direct conflict with the

pessimistic view of the Club of Rome – viz., global economic development will be

                                                          
1Before 1970 there was a belief that the consumption of raw materials, energy and natural resources would grow almost
at the same rate (i.e., at the steady state rate) as an economy grew. In early 1970s the Club of Rome's Limits to Growth
view (Meadows et al. (1972)) expressed concern for availability of natural resources of the Earth. Briefly, the
environmental economists of the Club of Rome argued that the finiteness of environmental resources would prevent
economic growth and therefore urged for a steady state with zero rate of growth to avoid dramatic ecological
consequences in future.
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unsustainable unless a zero growth rate steady state strategy of development is pursued.

In fact, a bridge between these two opposite views about the future of the world ecology

would be the idea of a so-called development path which provides a stage-based link

between environment and economic growth (Selden and Song (1994), Grossman and

Krueger (1995), Stern (1998, 2004)). Briefly, this notion of development path suggests

that in the early stage(s) of economic growth a poor society will prefer and strive for a

fast growth of output and income at the cost of extensive environmental degradation,

whereas once a threshold level of development has been crossed, the same society will

attach a much greater value to the environmental quality and hence take measures to

ensure improvement of the environment. The EKC hypothesis is essentially an expression

of this idea of a development path. Obviously, this hypothesis calls for an empirical

verification.

From the beginning of 1990s empirical data on various pollutants have been made

available by agencies like the Global Environmental Monitoring System (GEMS), the

Oak Ridge National Laboratory (ORNL), World Resources Institute (WRI), International

Energy Agency (IEA), United Nations Environment Programme (UNEP) etc.  This data

availability induced several authors to test the validity of EKC hypothesis. The first

empirical study2 appeared in the National Bureau of Economic Research (NBER)

working paper by Grossman and Krueger (1991) and after that a number of studies

                                                          
2First set of empirical EKC studies appeared independently in three working papers : an NBER working paper as part of
a study of the environmental impacts of NAFTA (Grossman and Krueger (1991)), the World Bank’s (1992) World
Development Report, and a Development Discussion paper as part of a study for the International Labour Organization
(Panayotou (1993)). Grossman and Krueger (1991) in NBER working paper, which was later published in 1993, first
pointed out an inverted-U relationship between pollutants and income per capita. Kuznets’ name was attached to the
inverted-U relationship between pollution and economic development later due to its resemblance to Kuznets’ inverted-
U relationship between income inequality and economic development.
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followed. In 1990s and onwards, the Kuznets Curve3 took on a new existence and has

become a vehicle for describing the relationship between pollution and income.

2.3 A Brief Review of EKC analysis based on various Environmental Quality

Indicators  

In the absence of a single environmental indicator, it is possible to distinguish

three main categories of environmental quality indicators that have been used in the

empirical studies in the EKC literature – viz., air, water and other environmental quality

indicators. Results of studies based on these indicators are briefly discussed below.

Air Quality Indicators: The measures of urban and local air quality4 indicators generally

show an inverted-U relationship with income. Several studies5 confirm this, but there are

a few empirical evidences6 against the validity of the EKC hypothesis (Jha and Murthy

(2003), Perman and Stern (2003), Stern (1998), de bruyn and Heintz (1998), Ekin (1998)

and Cole (2003)). Generally, the literature does not find much evidence in support of the

EKC hypothesis for air pollutants that have indirect or little impact on health. Both early

and recent studies observe that CO2 emission increases monotonically with rising income.

It should be noted that most of the air pollutants are energy related such as SO2, CO2, CO

                                                          
3Kuznets (1955) predicted that the relationship between per capita income and income inequality would be an inverted
U-shaped one. As per capita income increased, income inequality would also increase at first and then start declining
beyond a turning point. That means, the distribution of income becomes more unequal in early stage of growth and
later the distribution moves towards greater equality as economic growth continues. This relationship between income
per capita and income inequality can be represented by a bell–shaped curve. This observed empirical phenomenon is
popularly known as the Kuznets curve.
4Cole et al. (1997) observed that significant EKCs existed only for local air pollutants like SO2, SPM, NOx, and CO.
Selden and Song (1994) focussed on urban air concentrations with a peak at lower income levels than total per capita
emissions. In contrast, Horvath (1997) observed that the global environmental indicators like CO2 emission, municipal
waste and energy consumption either increased monotonically with income or else have high turning points with large
standard errors (Holtz-Eakin and Selden (1995)).
5See, Grossman and Krueger (1995), Selden and Song (1994), Shukla and Parikh (1992), Roberts and Grimes (1997),
Bradford et al. (2000), Halkos (2003), Jha (1996), Tucker (1995), Roca (2003), Hilton and Levinson (1998), Kahn
(1998), Taskin and Zaim (2000), Unruh and Moomaw (1998) etc.
6Harbaugh et al. (2002) point out that there is little empirical support for an inverted U-shaped relationship between
income and several important air pollutants.
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and NOx. Several authors (de Bruyn and Opschoor (1997), Sengupta (1997)) find

evidence of N-shaped curve for a few indicators7.

Water Quality Indicators: For water quality indicators, the empirical evidences on the

validity or otherwise of the EKC hypothesis are mixed. Three main categories of

indicators are generally used as measures of water quality - viz., concentration of

pathogens in the water (fecal and total coliforms), amount of heavy metals and toxic

chemicals (lead, cadmium, mercury, arsenic and nickel) discharge in water by human

activities and measure of deterioration of the water oxygen regime (dissolved oxygen,

biological and chemical oxygen demand i.e., BOD and COD). A few indicators provide

evidence in support of the EKC hypothesis, but most of the studies have conflicting

results about the shape and peak of the EKC (Shafik (1994), Hettige et al. (2000)).

Other Environmental Quality Indicators: Studies using other environmental indicators

mostly do not support the EKC hypothesis. All the studies observe that environmental

problems having direct impact on the population (viz., access to sanitation and safe

drinking water) tend to improve steadily with economic growth. On the contrary,

environmental problems having indirect impact on people (e.g., municipal solid wastes,

CO2 emission) have no tendency to decline. Finally, the evidences on the EKC

relationship are highly conflicting in case of deforestation (Bhattarai and Hammig (2001),

Bulte and Soest (2001), Koop and Tole (1999)).

A possible explanation of these conflicting results might be the application of

different methodologies and evaluation of several environmental quality indicators using

                                                          
7The EKC may not hold in the long run (de Bruyn et al. (1998)). One may visualize an N-shaped curve, which exhibits
the inverted U-curve initially but beyond a certain income level the relationship between environmental pressure and
income again turns positive. There can be a secondary turning point ($10,000 - $15,000) at which the levels of ambient
air pollution increase. This is the possibility of the relinking hypothesis (de Bruyn and Opschoor (1997), Sengupta
(1997)).
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different cross-sectional cross-country data sets in various EKC studies. Therefore, to

synthesize the EKC studies, in this context, Meta-analysis8 could be an appropriate and

useful technique that might confirm the EKC literature (Cavlovic et al. (2000)).

2.4 A Brief Review of Specific Explanations for the EKC

The EKC hypothesis actually summarizes an essentially dynamic process of

change – viz. as income of an economy grows over time, initially emission level rises,

reaches a peak and then starts declining after a threshold level of income has been

crossed. However, the statement of the hypothesis makes no explicit reference to time.

Truly, the EKC is a long run phenomenon, it describes a development trajectory for a

single economy that grows through different stages over time. In their process of

development individual countries9 generate income and emission, which also follow one

and the same EKC, ceteris paribus. Empirically this development trajectory can be

observed in cross-country cross-sectional data, which represents countries belonging to

different (low, middle and high) income groups corresponding to their emission levels.

Assuming all countries follow one and the same EKC, at any point of time, it should be

observed that poor countries are mostly at the rising part of EKC, developing countries

are at the part of the EKC where it is approaching the peak or about to cross it and the

rich countries are in the falling part of the EKC. Several factors can be responsible for

                                                          
8 A Meta-analysis is a statistical method of synthesizing results of similar empirical studies to determine
whether credible conclusions about prior study results can be made.
9 Vincent (1997) shows that pollution-income relationships from the cross-country studies fail to predict the
trends in air and water pollution in Malaysia. In this context, Stern et al. (1996) point out that a more
fruitful approach to the analysis of the EKC would be the examination of the historical experience of
individual countries. Following qualitative historical analysis, Lindmark (2002) examines the inverted-U
trajectory of Swedish CO2 emissions during the period 1870-1997 and interprets the results within the
context of growth regimes. Similarly, large differences in state level per capita emissions/pollutants are
observed because of the enforcement of federal pollution laws in the USA (Carson et al. (1997), List and
Gallet (1999) and Selden et al. (1999)).
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shaping the EKC. In the following sub-sections, the potential partial effect(s) of these

factors are analyzed briefly.

2.4.1 Income elastic demand for environmental quality

The most common explanation of the shape of EKC is in terms of income

elasticity of demand for environmental quality. As income grows, people achieve a

higher standard of living and care more about the quality of environment they live in and

demand improvement of it. Thus, the income elasticity of environmental quality demand

is invoked in the literature as the main reason for the reduction of pollution (emission)

level with rising income (Shafik (1994), Kristrom and Riera (1996), Carson et al. (1997),

Komen et al (1997), Schmalensee et al.(1998) and McConnell (1997)). This implies that

people attach increasing value to environmental amenities when a country achieves a

sufficiently high income level (Selden and Song (1994)). This would be reflected through

defensive expenditures, donations to environmental organizations and/or use of less

environmentally damaging products and technologies. Magnani (2000) confirms it by

examining OECD data on public R&D expenditure for environmental protection.

It should be mentioned that consumers with higher incomes may not only be

willing to spend more for green products, but also create pressure for environmental

protection regulations and institutional reforms such as promulgation of environmental

legislation and creation of market-based incentives to reduce environmental degradation.

Systematic efforts for reducing pollution in high-income countries is more likely to be

observed if economic growth accompanies improvements in other social indicators,

particularly income inequality10 (Heerink et al. (2001)), education and information

                                                          
10It produces a gap between a country’s willingness to pay and ability to pay for environmental protection.
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accessibility (Bimonte (2002)) that shift social preferences away from consumption of

private goods toward public goods (viz., environmental amenities).

2.4.2 Scale, technique and composition effects

Economic growth is thought to affect the environmental quality through three

different channels –viz., scale, technique and composition effects (Grossman and Krueger

(1991), Canas et al. (2003)). Growth exhibits scale effect on the environment. The

increasing output requires more inputs and thus more natural resources are used up in

production process, which generate more wastes and emissions as by-products. These in

turn degrade environmental quality. Economic growth on the other hand may have a

positive impact on the environment through a composition effect. As income grows, the

structure of the economy may tend to change such that the share of cleaner activities in

GDP is gradually raised. Environmental degradation may tend to increase as the structure

of the economy changes from rural to urban or agricultural to industrial and then it may

start to fall if another structural change takes place due to gradual replacement of energy

intensive industrial activity by knowledge based technology-intensive industrial activity.

Technological progress may also play a major role in this process of transformation to a

cleaner environment by accelerating economic growth and at the same time by helping in

the substitution of dirty and obsolete technologies by cleaner ones. This is the so-called

technique effect of economic growth. The EKC suggests that the negative impact on the

environment of the scale effect tends to prevail in the initial stages of growth, but

eventually it gets outweighed by the positive impact of composition and technique effects

that help to reduce emission level (Stern and Common (2001), Pasche (2002)).
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2.4.2.1 Technological Progress

Generally, technological progress results in a greater efficiency in the use of

energy and materials. In other words, with economic growth a given amount of goods can

be produced with successively reduced burden on natural resources and environment. In

this context, it should be mentioned that there is a growing trend among industries to

reconsider their production processes and thereby take environmental consequences of

production into account. This concerns not only traditional technological aspects of

production but also organization of production and design of products. Lindmark (2002)

observes that technological changes associated with the production process may also

result in changes in the input mix of materials and fuels. In this context it may be

mentioned that international trade generally facilitates diffusion of technology that

prevents economic late-comers from requiring the same levels of materials and energy

inputs per unit of GDP than what older industrialized countries needed in the past. This

may allow developing countries to dive through the EKC (Magnani (2000)). Munasinghe

(1999) suggests that developing countries may learn from the experiences of

industrialized nations and restructure growth and development to tunnel through any

potential EKC - thereby avoiding going through the same stages of growth that involve

relatively high (and even irreversible) levels of environmental harm.

2.4.2.2 Structural change

Along with economic development the societies advance with their social, legal,

and fiscal infrastructures that are essential for enforcing environmental regulation11. It is

                                                          
11 In case of weak regulators, different social groups and local communities pursue informal regulation and often use
other channels to induce pollution reduction by local factories in a process of `informal regulation’ (Pargal and wheeler
(1996), Dasgupta et al. (2001), Bhattarai and Hammig (2001)).
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true that institutional changes triggered by citizens’ demand for cleaner environments are

more likely to occur in democratic countries12 (World Bank (1992)). These (the socio-

economic changes) may lead to changes in the patterns of production. It is observed that

generally the production structure shifts rapidly in industrializing and developing

countries where as it remains more or less stable in developed countries. In a developing

economy, the sectoral composition also changes rapidly changing thereby the industry’s

share in GDP. Such changing compositions of economic activity (in combination with

trade), which is due to the shift in the structure of the economy (de bruyn (1997),

Panayotou (1997, 1999), Kaufmann et al. (1998), Stern and Common (2001), Stern

(2002)), may obviously have a major impact on environment. Some times an external

shock may also force the structure of the economy to change. For example, oil shocks of

the 1970’s caused an enormous structural economic transition world over towards

environment-friendly technology that helped reduce emission (Moomaw and Unruh

(1997), Unruh and Moomaw (1998)).

 2.4.3 International trade

It is believed that international trade is an important factor that helps to explain

the EKC. Environmental quality could decline through the scale effect as increasing trade

volume (especially export) would expand the size of the economy thereby increasing the

extent of pollution. Thus, trade might be a cause of environmental degradation, ceteris

paribus. As Antweiler et al. (2001) and Liddle (2001) argue, trade may be good for

environment as well. Trade may improve the environmental quality through composition

effect and technological effect. As income rises through trade, environmental regulation is

                                                          
12 However, opposite results can be found when the samples are divided into a subset of high and low income countries
(Torras and Boyce (1998)). Most of the pollutants are substantially lower in more democratic low-income countries.
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tightened and as a result pollution reducing innovation gets promoted. The composition

effect is attributed to two related hypotheses, viz., the Displacement Hypothesis and the

Pollution Haven Hypothesis. Basically these two hypotheses are the same. Both

hypotheses predict that polluting industries concentrate in developing countries with low

environmental standards. It should be noted that the differences in the consumer

preferences for a cleaner environment in rich and poor countries induce these hypotheses.

It is observed that changes in the structure of production in developed economies

are not accompanied by equivalent changes in the structure of consumption. This could

be explained by the EKC, which actually record the shifting of dirty industries to less

developed economies. As Rothman (1998) speculates, what appears to be an

improvement in environmental quality may in reality be an indicator of increased ability

of consumers in wealthy nations to distance themselves from the environmental

degradation associated with their consumption. The mechanisms through which such

distancing take place may include both moving sources of pollution away from the

people and moving people away from pollution sources13. Thus, in general, the

phenomenon of distancing may be a possible source of EKC results. Hettige et al (1992)

observe that toxic intensity grew rapidly in high-income countries during the 1960s and

this pattern was sharply reversed during the 1970s and 1980s, after the advent of stricter

environmental regulations in the OECD countries. Concurrently, toxic intensity in LDC

manufacturing grew quickly. Lucas et al (1992), Low and Yeats (1992) also confirm this

displacement hypothesis.

                                                          
13 Gawande et al. (2000, 2001) provide evidence that migration is a contributing factor behind the EKC especially for
US hazardous waste (See also Berrens et al. 1997).
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Agras and Chapman (1999) and Suri and Chapman (1998) analyse the

composition of international trade and observe that manufacturing goods exporting

countries tend to have higher energy consumption. They find the poor and rich countries

to be net exporters and net importers of pollution-intensive goods, respectively.

Therefore, the inverted U-shaped EKC curve might partly be the result of changes in

international specialization under which poor countries engage in dirty and energy

intensive production while rich countries specialize in clean and service intensive

production, without effectively any change in the consumption patterns.

It should be mentioned that a polluting activity in a high-income country normally

faces higher regulatory costs14 than its counterpart in a developing country (Mani and

Wheeler (1998)). Under these circumstances the pollution intensive industries will have a

natural tendency to migrate to countries with weaker environmental regulations

(Copeland and Taylor (1995)). This is referred to as the Pollution Haven Hypothesis

(PHH) (See, Bommer (1999), Cole (2003, 2004)). The PHH refers to the possibility that

multinational firms, particularly those engaged in highly polluting activities, relocate

their polluting production activities to countries with lower environmental standard. In

other words, the PHH basically suggests that countries having stricter environmental

standard will lose all the dirty industries and poor countries (i.e., those having poorer

environmental standard) will get them all. On the contrary, the factor endowment

hypothesis (FEH) asserts that under free trade the differences in endowments (or

technology) determine trade between two countries. Under this view capital-abundant

                                                          
14This creates an incentive for at least some highly polluting industries to relocate. The firms are relocated to low-
income countries with weak environmental regulation. Rising capital outflows force governments in high-income
countries to begin relaxing environmental standards.
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countries tend to export capital-intensive goods, regardless of differences in

environmental policy (Copeland and Taylor 2004). According to the FEH15 polluting

industries will concentrate in affluent countries, which also tend to be capital abundant.

This is because polluting industries are typically also capital intensive, and thus affluent

capital-abundant countries have a comparative advantage in these industries. In this

context, it should be noted that the differences in environmental policy and differences in

factor endowments might jointly determine the comparative advantage in trade. Possibly,

the FEH and PHH counteract and offset each other (Copeland and Taylor 2004).

Antweiler et al. (2001) use the interaction of openness with relative income per capita

and relative capital-labour ratio. Their estimated effect is quite small indicating that the

FEH and PHH counteract and potentially tend to offset each other (see also Temurshoev

2006). The basic characteristics of a country and its dominating comparative advantage

determine how trade liberalization influences its sectoral composition and consequently

environmental outcomes (Copeland and Taylor 2004, Liang 2006).

Moreover, globalization, by increasing competition for investment, may trigger

the environmental race to bottom (Wheeler (2000)). Poor economies may be able to

improve their environmental quality as investment raise their income levels. Thus,

globalization may facilitate pollution reduction. In fact, the bottom rises with economic

growth. Tisdell (2001) points out that globalization can be a driving force for global

economic growth. Yet opinion is divided about the benefits of this process. The global

                                                          
15 Under free trade the capital abundant country exports the capital-intensive (dirty) goods, which
stimulates its production, thus raising pollution in the capital abundant country. Conversely, pollution falls
in the capital-scarce country as a result of contraction of the production of pollution-intensive goods, since
there is no comparative advantage of producing polluting goods in the developing world (Temurshoev
2006, Liang 2006, Mukhopadhyay et al 2005).
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economy raises the issue of potential conflicts between two powerful current trends –

viz., the worldwide acceptance of market oriented economic reform process on the one

hand, and environmental protection on the other.

2.4.4 Market mechanism

World Bank (1992) asserts that the existence of a self-regulatory market

mechanism for traded natural resources may prevent environmental degradation. The

argument underlying this assertion runs as follows. Early stages of growth are often

associated with a heavy exploitation of natural resources due to the relative importance of

the agricultural sector. This tends to reduce the stock of natural capital of an economy

over time. Efficiency of use of natural resources increases only after a threshold stage of

development has been crossed. Then markets for environmental resources develop and

prices begin to reflect the value of natural resources. Consequently, the rising price of

natural resources reduces their exploitation at later stages of growth. Moreover, higher

prices of natural resources also contribute to accelerate the shift toward less resource-

intensive technologies (Torras and Boyce (1998)). Hence, not only induced policy

interventions, market signals can also explain the shape of the EKC.

Now EKC has become a standardized notion in technical conversations about

environmental policy. Strong policies and institutions in the form of more secure property

rights, better enforcement of contracts and effective environmental regulations can help

flatten the EKC (Panayotou (1997), Ezzati et al. (2001), Magnani (2000), Gangadharan

and Valenzuela (2001)). Most of the empirical evidences suggest that environmental

problems may be solved at higher levels of income only for some specific environmental

quality indicators.
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2.5 A Brief Review of Theoretical Analysis

There are some conceptual arguments that make the EKC conceivable from a

theoretical viewpoint. Recently some attempts have been made to explain the EKC

hypothesis theoretically. There are basically two major strands within the theoretical EKC

literature – one stresses shifts in the use of production technologies which differ in their

production intensity (Stokey 1998) and the other focuses on the characteristics of the

abatement technology (John and Pecchenino (1994), Selden and Song (1995)). Recently,

Brock and Taylor (2004) amend the Solow growth model (which is known as the Green

Solow model) to include emission, abatement and stock of pollution. Assuming a rate of

technological progress in abatement, they show that an EKC may result along the

transition to the balance growth path.

Another prominent contributions is the static Andreoni and Levinson (2001) and

Lieb (2002) models. Lieb (2002) generalizes Stokey’s (1998) model and argues that

satiation in consumption is needed to generate EKC. Andreoni and Levinson (2001) show

that economies of scale in abatement are sufficient to generate EKC. They derive it

directly from technological link between consumption of a desired good and abatement of

its undesirable byproduct. However, the abatement expenditure may not be a determining

factor behind the EKC for long-lived pollutants like hazardous waste that are neither

easily abated nor can be shifted elsewhere. In this context, Gawande et al. (2001) develop

a theoretical model of EKC based on the perfect mobility of households. In addition,

Lopez (1994) and Bulte and Soest (2001) develop models for the depletion of natural

resources such as forest or fertility of agricultural land. These models generate EKCs

under appropriate assumptions (See also Stern (2004)).
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Other theoretical contributions to this literature include Chaudhuri and Pfaff

(1998), who posit a particular mechanism, bundled commodities, to explain EKC,

whereas, Lopez and Mitra (2000) try to explain the observed relationship between

development and environmental quality in terms of corruption. They show that pollution

level corresponding to corrupt behaviour is always above the socially optimal level and

the turning point takes place above that corresponding to the social optimum.

2.6 Conclusion

The Environmental Kuznets Curve model has elicited conflicting reactions from

researchers and policymakers. The stakes in the EKC debate are high for both developing

and developed countries. Among a multiplicity of possible outcomes, an inverted-U

pattern can only be obtained under specific circumstances. More importantly, this

requires attention to the array of factors that form the economic-environmental system,

rather than a single dominant one. So, EKC-analysis has significant deficiencies.

Evidence for the existence of the EKC is quite inconclusive. However, the subject is

open-ended and EKC-analysis will continue to be widely used.



Chapter 3∗

Air Quality and Economic Growth: An Empirical Study

 3.1 Introduction

Worldwide deterioration of environmental quality made many feel concerned

about the issue and a sizeable literature on the pollution-income growth relationship has

grown in the recent period. The World Development Report-1992 presents cross

sectional evidences on the relationship between different indicators of environmental

quality and per capita national income across countries. Other studies (e.g., Selden and

Song (1994), Shafik (1994), Grossman and Krueger (1995), McConnell (1997), Carson

et al. (1997), Suri and Chapman (1998), and Rothman (1998)) have found inverted U-

shaped relationship between environmental degradation and income. The common point

of all these papers is the assertion that the environmental quality deteriorates initially

and then improves as an economy develops. This inverted U-shaped relationship

between environmental deterioration and economic growth has been called the

Environmental Kuznets curve (EKC). Explanation of the EKC, as already discussed in

Chapter 2, has been pursued on many lines. Two major explanations are as follows: (i)

use of environment as a major source of inputs and a pool for waste assimilation

increases at the initial stage of economic growth, but as a country grows richer,

structural changes take place which results in greater environment protection; and (ii)

viewed as a consumption good, the status of environmental quality changes from a

luxury to a necessary good as an economy develops. Phenomena like structural

economic change and transition, technological improvements and rise in public

                                                          
∗ This Chapter is based on Dinda et al. (2000).
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spending on environmental R & D with rising per capita income level are considered to

be important in determining the nature of relationship between economic growth and

environmental quality. Grossman and Krueger (1995), using cross-country city level

data on environmental quality, found support for the EKC hypothesis with peaks at a

relatively early stage of development1.  However, no such peak was observed for the

heavier particles. Shafik (1994) also estimated the turning point for suspended

particulate matter (SPM) to be at per capita GDP $ 3,280. Selden and Song (1994) used

aggregate emission data (rather than the data on concentration of pollutant in the

atmosphere, as used in many studies including the present one) and estimated peaks for

air pollutants at per capita GDP levels greater than  $ 8,000. The results of Cole et al.

(1997) tend to suggest that meaningful EKC's exist only for local air pollutants. Vincent

(1997) analysed the relationship between pollution and income level using time series

data for Malaysia. His results, which contradict the findings obtained from the cross-

country panel data, were thought to reflect the consequences of non-environmental

policy decision. Carson et al. (1997) also obtained inverse relationship between per

capita income and emission for seven major types of air pollutant in 50 US states.

Further, they observed greater variability of per capita emission for the lower income

states (which possibly suggests that the individual US states follow widely divergent

development paths). Kaufmann et al. (1998) found a U-shaped relationship between

income and atmospheric concentration of SO2, and an inverted U-shaped relationship

between spatial intensity of economic activity and atmospheric SO2 concentration.

                                                          
1 Namely, for lighter particles (i.e., smoke) and sulphur dioxide (SO2) the observed peak corresponded to
per capita GDP level of US$6,151 and 4,053, respectively. It may be noted that the per capita GDP values
reported here and elsewhere in this chapter are measured at 1985 US prices.
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Socio-political conditions (Torras and Boyce (1998), Panayotou (1997)) are also found

to have significant effects on environmental quality. Thus, while a faster economic

growth may involve a higher environmental cost, a better institutional set up

characterised by good governance, credible property rights, defined political rights,

literacy, regulations etc. can create strong public awareness against environmental

degradation and help protect the environment. Rothman (1998) and Suri and Chapman

(1998) tried to explain the EKC phenomenon in terms of trade and consumption pattern

differences of the developing and the developed countries. Their observation is as

follows: Manufacturing industries (which are often more polluting) concentrate mostly

in the less developed countries, whereas the less polluting high-tech industries (which

are far less polluting) concentrate in the rich already industrialised countries due to the

nature of the established pattern of international trade. Therefore, the rising portion of

the EKC could be due to the concentration of manufacturing industrial activities in the

developing countries and the declining portion of the EKC could be due to the

concentration of less polluting high-tech industries in the developed world. Finally,

household preferences and demand for environmental quality are also regarded as

possible explanatory factors for the EKC phenomenon (McConnell (1997), Komen et

al. (1997)). As the demand for environmental quality is income elastic, a strong private

and social demand for a high quality environment in the developed countries would

induce considerable private and public expenditures on environmental protection. Thus,

whereas the rising portion of the EKC may be a manifestation of the substitution

relationship between the demands for material consumption and environmental quality,
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the declining portion of the EKC may result as the substitution relationship turns to one

of complementarity between the two kinds of demand.

The present chapter re-examines the EKC hypothesis of an inverted U-shaped

relationship between environmental degradation and economic growth using the World

Bank cross-country panel data on environment and per capita real GDP for the period

1979-90. Two different measures of environmental quality - viz., SPM and SO2 have

been used here2. An inverse relationship between the levels of air pollutant and per capita

real GDP is observed. In case of SPM, a significant U-turn at a reasonably high per capita

income level is found. This may be due to the fact that as income rises, the countries

become more energy intensive3. Recognising the possibility that the environmental

quality of a country may, in addition to real per capita GDP, depend on the production

technology, here we have attempted to examine if, in addition to the per capita GDP

level, the production technique (i.e., capital-labour ratio) and the sectoral composition of

GDP have any effect on pollution level4.

In this context, it may be mentioned that whereas there has been numerous studies

examining empirical validity of the EKC hypothesis, theoretical studies exploring the

possible shapes of the income- pollution (environmental degradation) relationship are

very few. Recently, Brock and Taylor (2004a) have successfully related the empirical

regularity found in the EKC literature to the macroeconomic growth theory in the Solow

                                                          
2 See World Development Report-1992, Table A.5, page 199.
3 Using World Bank data (1986) on energy consumption per capita (kg. of oil equivalent) for high and low
income countries the average propensity to consume for energy is estimated to be 0.446 kg./ $ for high
income countries ( viz., USA, UK, Canada, Finland, Norway, Netherlands, Japan, Germany, France ) and
0.367 kg./ $ for low income countries ( viz., Indonesia, Malaysia, Thailand, Philippines, Panama, Paraguay,
Uruguay, Brazil, Morocco ).
4 The major determinants of environmental quality are specified to be resource endowment, income and
technology.  See  Shafik (1994).
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model framework. They have extended Solow’s model of economic growth by bringing

in environment and its possible change due to production activity (which has been called

the Green Solow Model) and investigated the relationship between economic growth and

environmental outcomes. They provide a nice theoretical explanation of some puzzling

features of the observed pollution and per capita income data. Their model produces

several testable restrictions for the income-pollution relationship. For example, under

certain assumptions (about population growth rate,  (fixed) saving rate, (fixed) intensity

of abatement, etc.) the Green Solow model produces a path for income per capita and

environmental quality (flow of emission and stock of pollution) that trace out an EKC.

More importantly, they show that such an EKC profile need not be unique and suggest

alternative plausible scenarios. Applying the technique of convergence analysis (used in

the empirical macroeconomic growth literature), they also derive a simple estimating

equation that suggest convergence of per capita emissions across countries. In fact, in the

Green Solow model the EKC is a necessary by-product of convergence to a sustainable

growth path and the resulting EKC may be humped shaped or strictly declining which

may be approximated by a quadratic income-pollution functional form in an empirical

exercise, as has been used in the study presented in this Chapter.

This Chapter is organised as follows: Section 3.2 briefly explains the nature of data

and the regression set up used in the present study and the regression results are presented

and discussed in Section 3.3. Finally, Section 3.4 concludes the Chapter.
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3.2 Description of the Data

The basic air pollution data on SPM and SO2 used in the present study are

obtained from World Development Report–1992. This report gives city-wise annual

data on mean atmospheric concentration (microgram per cubic meter) of SPM and SO2

separately for three time periods (viz., 1979-82, 1983-86 and 1987-90) for 33 countries

classified into low, middle and high income groups. For each city in the sample, the

data relate to the level of pollution either at the city centre or at the neighbourhood

suburb. Further, the sites from where data were recorded in a city centre/suburb were

classified as residential, commercial or industrial, as the case might be. The countries

covered in the low income group were China, Egypt, Ghana, India, Indonesia and

Pakistan; those covered in the middle income group include Brazil, Chile, Greece, Iran,

Malaysia, Philippines, Poland, Portugal, Thailand, Venezuela and Yugoslavia, and

finally, the high income group includes Australia, Belgium, Canada, Denmark,

Finland, Germany, Hong Kong, Ireland, Israel, Italy, Japan, the Netherlands, New

Zealand, Spain, the U.K. and the U.S.A. For the purpose of the present analysis, we

have calculated country-wise annual mean concentration of SPM and SO2 separately

for residential and commercial centres for each of the three time periods mentioned

above. The data thus constructed relate to 42 cities for SPM and 39 cities for SO2 in 26

countries.

As regards the country-wise per capita income data, we have used the country-

wise real per capita GDP (measured at a common set of international prices) available

from the Penn World Tables (Summers and Heston (1994)). Since the pollution data are

available city-wise for individual countries, ideally we should have some measure of city-
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wise per capita income. However, such income data being unavailable, we have used the

real per capita GDP of the country (to which a specific city belongs) as a proxy for the

per capita income of a city. Thus, for all the cities belonging to a country, the same

country level per capita income has been used. As the city-wise pollution data are

available separately for three time periods as already mentioned, we have used the

average of yearly per capita incomes for a specific time-period as the measure of per

capita income of that time period. Thus, the data set we have used in the present study is

essentially of the nature of a panel data consisting of 42 cities in 26 countries and 3 time-

periods5. Note that of the 26 countries represented in our data set, 15 belong to the high-

income group. Thus, the present data set has a somewhat biased representation of

countries with high income. The Table 3.1 presents a two-way summary of the

distribution of countries and cities by per capita income level (PCGDP) and pollutant

type.

Table 3.1: Distribution of sample by PCGDP level.
Group** Low PCGDP Middle PCGDP High PCGDP All
 SPM No. of Countries

No. of Cities
4
11

7
8

15
23

26
42

SO2 No. of Countries
No. of Cities

4
10

7
8

15
21

26
39

** As per World Bank guideline.

In our empirical analysis reported in this chapter we have tried to explain the level

of pollution in terms of production technique (as reflected by the capital-labour ratio for

the economy as a whole) and sectoral composition of GDP of individual countries, in

                                                          
5 To be precise, for SPM we have data for 42 cities in 26 countries, where as for SO2 data for 39 cities in 26
countries.
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addition to PCGDP. Country-wise capital-labour ratios have been calculated on the basis

of country-wise data on gross capital and employed labour force available in UN’s

National Accounts Statistics and ILO’s Yearbook of Labour Statistics, respectively.

Finally, country-wise data on sectoral composition of GDP have been obtained from the

World Bank reports.

3. 3 The Regression set up and the results

The primary focus of the present study is on the relationship between ambient air

quality and real per capita GDP (PCGDP). Here we have considered a number of

alternative quadratic functional forms of the basic regression model relating these two

variables, viz.,

2
210 ititit xxy βββ ++=                                    (3.1)

2
210 )(lnln ititit xxy βββ ++=                      (3.2)

2
210ln ititit xxy βββ ++=                                (3.3)

2
210 )(lnlnln ititit xxy βββ ++=                  (3.4)

where ity  and itx  denote levels of air pollutant and real PCGDP for ith country at tth time

period, respectively. These alternative quadratic functional forms of EKC may be

regarded as approximation of the nonlinear functional forms of EKC that Brock and

Taylor (2004a,b) have derived while studying the possibility of convergence to a

sustainable growth path in their Green Solow model framework mentioned above  and for

all the four forms listed above, 1β >0 and 2β <0 will support the EKC hypothesis. In this

context, it should be mentioned that empirically the parametrization of the above model
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may differ across countries and over time as the countries may have varying preferences,

technology etc. and may be at different stages of development. The implicit identifying

assumption is therefore that the countries have identical preferences, production and

abatement technologies etc. and all of them move approximately along the same time

path towards a steady state growth equilibrium, starting from very similar initial

conditions and at a given point of time they are observed at different points on the path of

transition.

Equations (3.1) – (3.4) for SPM and SO2 have been estimated separately for

residential and commercial locations and also using the combined data for the two types

of locations for each of the time periods as well as for the pooled data for the three time

periods. In each case, OLS estimation has been done assuming an additive spherical

equation random disturbance term and the adequacy of the OLS estimation has been

examined by performing some standard regression diagnostic tests like Jarque-Bera test

of normality of residuals etc. In each case, for choosing the best-fitting form of equation

(out of equations (3.1) – (3.4)), the adjusted coefficient of determination ( 2R ) and the

maximised log-likelihood value have been considered. In this context, it may be

mentioned that since the data sets used here are essentially cross-sectional with

observations corresponding to cities, commercial and residential locations, problem of

spatial autocorrelation may be a possibility. As is known, presence of such spatial

autocorrelation in the data is likely to affect the quality of the OLS estimate of the

regression parameter vector. To be specific, if the equation disturbance term is spatially

autoregressive, the OLS estimator of the parameter vector ceases to be efficient and the

corresponding estimated sampling variance becomes biased. On the other hand, if the



32

dependent variable is spatially autoregressive, the OLS estimator of the parameter vector

associated with the explanatory variables may even be inconsistent (Anselin, 1988). In

the case of the present exercise, however, the problem of spatial autocorrelation may not

be a serious one essentially because here the sample points, being cities and residential

and commercial centres, are mostly not contiguous and are scattered over the country

concerned. Hence, any change in the atmospheric air quality recorded for one city/centre

is unlikely to affect significantly that of another in the sample.

As a part of the preliminary data analysis, we have examined the summary statistics

relating to the pollution data (i.e., mean, variance and correlation coefficient with

PCGDP). These are reported in Table 3.2. It should be noted that the average SPM level

for residential areas is higher than that for commercial areas, but the mean PCGDP level

is higher for commercial areas than that for residential areas. This is possibly because of

the fact that the residential areas in the present data set are mostly located in the less

developed and developing countries. The correlation coefficient between SPM and real

PCGDP may be seen to be negative and large separately for each data set and also for the

combined data sets.  The smallest absolute value of this correlation is 0.79. It may be

noted that this contradicts the EKC hypothesis. However, such contradictory empirical

results have been obtained earlier also. For example, Grossman and Krueger (1993, 1995)

and Torras and Boyce (1998) reported results not supporting the EKC hypothesis for

ambient SPM and heavier particles, respectively6. This is confirmed if we look at the

scatter diagrams, all of which show the same decreasing pattern (Figure 3.1). A possible

explanation of this may be that the present data set contains observations relating to

                                                          
6 Grossman and Krueger (1995), however, did not find a minimum point of the estimated curve for heavy particles.
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mostly developed countries (which may have crossed the so-called turning point of the

EKC). Table 3.3, which gives the distribution of countries by selected level of PCGDP

(assumed to correspond to the possible turning point of the EKC), may corroborate this.

Thus, e.g., if the level of PCGDP corresponding to the turning point of the EKC for SPM

is taken to be $8,000 (the result of Selden and Song (1994)), then 20 out of the 34 sample

observations would belong to the declining portion of an inverted U-shaped EKC for

SPM.

Table 3.2: Summary statistics of the suspended particulate matter for different groups
and their combinations.

Group Variables Mean Variance Correlation
coeffi. between
SPM & GDP

No. of
Countries

c1

c2

c3

c

r1

r2

r

All

SPM
GDP
SPM
GDP
SPM
GDP
SPM
GDP
SPM
GDP
SPM
GDP
SPM
GDP
SPM
GDP

127.97
7034.6
133.57
7537.7
141.15
10226
132.82
7884.1
186.17
4960.8
187.67
5484.3
194.99
4912.1
150.96
7017.2

12448

13572

15554

12692

16453

18966

17252

14499

-0.91

-0.90

-0.87

-0.82

-0.87

-0.84

-0.79

-0.82

14

13

7

34

6

6

14

48

Note: ct is the group of countries with data from commercial areas of cities at time t, rr  is the same from residential
areas. r3 is not reported here because it contains only two countries with high level of SPM such that grand mean SPM
exceed that of r1 and r2.

Table 3.3: Distribution of countries by the level of PCGDP corresponding to turning
      point of EKC.

Pollutants Group 0 - $ 3000 $3000- $6000 $6000-$8000 $8000 &more
SPM c

r
All

6
8
14

7
2
9

1
0
1

20
4
24

SO2 c
r
All

8
5
13

14
10
24

7
2
9

20
3
23
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Figure 3.1: Relationship between PCGDP and SPM

Table 3.4: Groupwise results of OLS regression for SPM data.

Estimated Coefficients of Explanatory
                     Variable (income)

Group

Intercept x x 2

R2 (d.f.) ∑ ne /2 ∑ ne /|| Turning
points

c1

c2

c3

c

r 1

r2

r

All

419.43***
(14.15)
437.00***
(10.4)
466.76***
(7.38)
418.68***
(20.6)
382.06***
(6.72)
375.59**
(3.75)
371.37***
(8.13)
382.07***
(19.37)

-0.073***
(-6.54)
-0.067***
(-4.81)
-0.065**
(-3.75)
-0.060***
(-11.57)
-0.090*
(-2.48)
-0.067
(-1.22)
-0.070**
(-2.74)
-0.055***
(-9.11)

.36E-5***
(4.08)
.29E-5**
(2.91)
.25E-5**
(2.79)
.24E-5***
(7.84)
.5E-5
(1.9)
.33E-5
(0.84)
.37E-5*
(1.9)
.22E-5***
(5.75)

0.93 (11 )

0.89 ( 10)

0.91 ( 4)

0.89 ( 31)

0.89 (3 )

0.76 ( 3)

0.80 (11 )

0.81 (45 )

32.30

41.31

44.13

38.17

55.50

87.16

61.93

52.89

25.37

27.70

26.70

29.78

28.42

44.92

39.60

37.92

10033

11538

13238

12618

8374

10225

9529

12500

Note: Figures in parentheses are the t-ratios. Pollution is measured in mg/m3 . Income is measured in terms of 1985 US
dollars. One, two and three asterisks indicate that a coefficient estimate is significantly different from zero at 10%, 5%
and 1% level, respectively.
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Tables 3.4 – 3.6 present our regression results for SPM. The scatter diagrams in Figure

3.1A suggest that the shape of the underlying relationship between PCGDP and SPM is

U-shaped. The ordinary least squares (OLS) estimates of the corresponding (equation

3.1) quadratic relationship between PCGDP and SPM for different periods and areas are

reported in Table 3.4. All these results show a negative estimated value of 1β  and a

positive estimated value of 2β , both being statistically significant7. Thus, for SPM our

results suggest a U-shaped relationship between SPM and PCGDP, which implies that

beyond a certain level of PCGDP (around $12,500), a further rise of PCGDP can be

achieved at the cost of environmental degradation8. Clearly, this result contradicts the

usual EKC hypothesis, but supports some earlier findings. For example, Kaufmann et al.

(1998) found a U-shaped relationship between income and atmospheric concentration of

SO2 with a turning point around the PCGDP level of $12,000. Sengupta (1997) also

noted that beyond the per capita income $15,300 the environmental base (particularly

CO2 emission) relinks with economic growth. Finally, Shafik (1994) obtained upward

rising curves by fitting cubic relationships.

Our OLS diagnostic test identified one outlier in the present data set. To take care

of this, we re-estimated all the regression specifications using the Least Absolute Error

                                                          
7 1β  and 2β  are the coefficients of equation (3.1).
8 An alternative measurement also reveals the same result. Instead of PCGDP, we took Gross City Product
Per Capita (GCPPC) from World Resources 1998 – 99 (World Resources Institute et al. (1998)). Using
GCPPC and SPM (mg/m 3 ) for the year 1993, we found the same result, viz., U-shaped relationship
between SPM and GCPPC. This later data set covered 22 cities across the world. The estimated
relationship is: SPM = 215.4 – 0.01906(GCPPC) +0.416E-6 (GCPCDP)2 .
                                          (7.5)  (-2.755)                  (2.001)
and the coefficients of GCPPC and square of GCPPC are  significant at 5% and 10% level, respectively. In
case of SO2, after removing an outlier, we obtained a negatively sloped linear relationship.
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(LAE) method9. The estimated LAE and OLS results are presented in Table 3.5. As is to

be expected, the estimated LAE results are very similar to the corresponding OLS results.

Perhaps the most interesting findings for SPM again are the U-shaped relationship with

rather high PCGDP values corresponding to the turning point (vide last columns of

Tables 3.4 and 3.5). This is in contrast to the results of Selden and Song (1994) and

Grossman and Krueger (1995), who observed turning point for SPM around PCGDP

levels of $8,000 and $5,000, respectively. To be precise, our turning point estimates for

SPM vary between $ 9,500 and $ 14,000.

Table 3.5: OLS & LAE regression results of SPM on PCGDP for different forms separately for
commercial and residential areas.

   Estimated   Coefficients of  Explanatory  VariableClass OLS
LAE Intercept x x2 P1 P2

R2 ( d.f. ) Turning
points

c OLS

LAE
OLS

LAE

418.68***
(20.62)
373.17
430.42***
(18.66)
405.59

-0.06***
(-11.57)
-0.053
-.058***
(-10.17 )
-0.05

0.24E-5***
( 7.84 )
0.21E-5
0.22E-5***
(6.31)
0.17E-5

-27.24
(-1.31)
-34.07

-12.22
(-0.59)
-25.44

0.89 (31 )

0.87
0.90 ( 29)

0.89

12618

12604
13122

14504
r OLS

OLS

OLS

371.37***
(8.13)
374.43***
(7.32)
395.02***
(6.06)

-0.07**
(-2.74)
-0.07**
(-2.56)
-0.079**
(-2.44)

0.37E-5*
(1.94)
0.37E-5
(1.8)
0.42E-5
(1.8)

-6.94
(-0.18)
-31.63
(-0.53)

0.005
(0.55)

0.80 ( 11)

0.80 ( 10)

0.81 ( 9)

9529

9559

9524

All OLS

LAE
OLS

OLS

382.07***
(19.37)
368.75
387.77***
(18.98)
395.77***
(16.28)

-.055***
(-9.11)
-0.052
-.054***
(-8.88)
-.053***
(-8.26)

0.22E-5***
(5.75)
0.2E-5
0.21E-5***
(5.47)
0.2E-5***
(4.9)

-16.67
(-1.05)
-27.13
(-1.17)

-14.25
(0.62)

0.81 (45 )

0.81
0.82 (44 )

0.82 (43 )

12500

12667
12717

12998

Note: Figures in parentheses are the t- ratios. Pollution is measured in mg/m3. Income is measured in terms of 1985 US
dollars. One, two and three asterisks indicate that a coefficient estimate is significantly different from zero at 10%, 5%
and 1% level, respectively.

                                                          
9 In Econometric theory, LAE estimates are regarded as robust estimates in non-normal data situations
containing some extreme observed values. See Judge et al. (1985) Chapter 20 for the LAE estimation
method and the properties of the LAE estimator.
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Table 3.5 presents the estimated OLS and LAE results for commercial, residential

areas separately and also for the combined data for the two types of areas. So far as these

estimates are concerned, it should be noted that the OLS and the corresponding LAE

estimates are broadly similar, both in terms of goodness of fit and magnitude of the

estimated parameters (however, unique LAE estimate could not be obtained in some

cases). A closer look at Table 3.5 may suggest the following results. First, the values of

R2 and the PCGDP corresponding to the turning point for residential areas are smaller

than those estimated for commercial areas. Next, while the estimated coefficients of

PCGDP (i.e., 1β ) are negative and those of square of PCGDP (i.e., 2β ) are positive in

all the cases, the estimated β2 coefficients for residential areas are not highly significant.

Thus, statistically speaking, the U-shape of the Pollution-PCGDP relationship is weaker

for the data relating to the residential areas, but is rather strong for the data relating to the

commercial areas. The estimated values of PCGDP corresponding to the turning point

are estimated to be around $ 9,500 and $ 12,500 for residential and commercial areas,

respectively10. Interestingly, the high-income countries observed to lie beyond the turning

point in the present exercise included the USA, Canada, Japan, Finland and Germany.

One might seek an explanation of difference in the results for the two types of areas in

terms of how the relative density of population in these two types of areas changes with

economic growth.

                                                          
10These figures are higher than those found in the studies of Selden and Song (1994), Grossman and
Krueger (1995), Shafik (1994), World Bank (1992). Kaufmann et al. (1998), on the other hand, found a U-
turn for the atmospheric concentration of SO2 at PCGDP level around $ 12,000. Grossman and Krueger
(1995) also observed an upswing of the pollution level at about a PCGDP level of $ 16,000. However,
since there were only two observations beyond these levels, existence of such a reverse upswing at high
level of PCGDP was not claimed.
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In the next part of the exercise an attempt is made to have a causal explanation of

the observed U-shaped / inverse Pollution-PCGDP relationships. A priori, one should

expect the pollution level in an economy to depend not only on the level of PCGDP, but

also on the sectoral composition of GDP, how the PCGDP level is being achieved, and

the time rate of growth of PCGDP. The sectoral composition is important, because

ceteris paribus an economy with a larger industrial production is likely to have more

pollution. The nature of the production technique used may be relevant, because often a

more capital-intensive production technique is likely to be more non-human energy-

intensive and hence more polluting. Finally, the rate of growth of PCGDP may be a

determining factor since ceteris paribus a faster growth may commonly be achieved by

exercising the softer option of using more polluting production practices. In other words,

a strong urge to grow faster, given the level of PCGDP, may induce a less developed

economy to adopt a less clean production technique. Coming to the possible partial effect

of production technique (as represented by the capital-labour ratio) of an economy, say, it

may be argued that between two countries with the same level of PCGDP, one having a

greater concern for pollution would have a higher capital-labour ratio, if a cleaner

technology is more capital intensive11. Thus, we tried to examine the validity of the

following hypotheses - (i) the marginal change in pollution level with respect to PCGDP

                                                          
11 A cleaner industrial technology would frequently be more expensive and hence more capital intensive
because of the technical sophistications involved – take, e.g., the catalytic converters used to reduce lead
emission from automobiles. There may however be innovation leading to less polluting and at the same
time less expensive production techniques, but such innovation is infrequent. A country having catalytic
converters is more capital intensive with lower emission than another not having these, ceteris paribus. It
should be noted that capital abundant countries have an option to use a part of capital for abatement activity
and a country investing in such abatement activity will have less pollution. From this point of view, a larger
capital-labour ratio need not necessarily mean greater pollution. Note that we have not considered here the
issues of trade. However, if the two countries are open to trade, the Heckscher-Ohlin theorem predicts that
capital-intensive industries locate in capital-abundant countries. Thus, when there are no differences in per
capita income that could lead to differences in the technique effect, the country with the lower capital
abundance will have lower emissions.
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is increasing in the rate of growth of PCGDP and decreasing in time; and (ii) the

marginal change in pollution level with respect to PCGDP is decreasing in both the

capital- labour ratio and the sectoral composition of GDP. To examine the possible partial

effects of production technique12 and sectoral composition of GDP on pollution, the

following regression set up is used:

y it  = 0β  + 1β x it + 1γ p 1  + 2γ  p 2 + 1δ z 1  + 2δ z 2 + 1η d 1  + 2η d 2  + 1θ w 1  + 2θ  w 2 + e it    (3.5)

where y it  and x it  are as already defined, pj : dummy variable representing time period

(viz., p 1 = l for the period 1979-1982 and zero otherwise, p 2 =1 for the period 1983-1986

and zero otherwise) ; d 1  : dummy variable for capital intensity ( viz., d 1 = 1 for a country

having capital-labour ratio greater than or equal to 1 and zero otherwise ); d 2  : dummy

variable for share of non-agricultural sector in GDP ( viz., d 2 =1 for a country for which

the non-agricultural sector accounts for 90 per cent or more of GDP and zero otherwise);

z j  = x*p j , j=1,2 are the income-time period interaction terms; w 1 = x*d 1  is the income-

capital intensity interaction term; w 2 = x*d 2  is the income-share of non-agricultural

sector interaction term; and e it  is the equation disturbance term.

Let us first discuss the results relating to the effects of capital intensity and

sectoral composition of GDP on the pollution level. Table 3.6 presents these results for

SPM.  So far as the level of SPM (i.e., the intercept term of the regression of SPM level

on PCGDP) is concerned, in none of the equations the coefficients of the time dummy

                                                          
12 In our empirical analysis reported in this chapter we have tried to explain the level of pollution in terms of
production technique (as reflected by the capital-labour ratio for the economy as a whole) and sectoral composition of
GDP of individual countries, in addition to PCGDP. Country-wise capital-labour ratios have been calculated on the
basis of country-wise data on gross capital and employed labour force available in UN’s National Accounts Statistics
and ILO’s Yearbook of Labour Statistics, respectively. Finally, country-wise data on sectoral composition of GDP have
been obtained from the World Bank reports.
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variables were statistically significant implying thereby that the level of SPM did not shift

perceptibly over time. As regards the effect of capital intensity on the SPM level (i.e., the

intercept dummies for this variable), this was observed to be negative and highly

significant for the data relating to the residential areas and the combined data, but non-

significant for the data relating to the commercial areas. A similar significant negative

level effect of the sectoral composition variable was also observed for all the three data

sets.

Table 3.6: OLS regression results of SPM on GDP and different dummy variables for
different groups and their combination.

                                                     Estimated    Coefficient of Explanatory VariableGro
up Intercept x P1 P2 Z1 Z2 d1 d2 W1 W2

R 2

c 318.4***
(7.54)
311.5***
(14.06)
356.2***
(16.5)
418.7***
(18.35)

-0.018***
(-4.68)
-0.02***
(-5.82)
-0.03***
(-7.87)
-0.051***
(-7.38)

23.65
(0.45)

23.64
(o.43)

-0.012**
(-2.24)

-0.01*
(-1.77)

-32.36
(-1.08)
-209.4***
(-4.07)

-320***
(-8.19)

0.02***
(3.92)

0.047***
(6.29)

0.78

0.71

0.80

0.90

r 474.3**
(2.7)
340.2***
(16.67)
281.5***
(7.77)
377.9***
(6.4)

-0.07*
(-1.92)
-0.0004
(-0.14)
0.037*
(1.84)
-0.057***
(-3.437)

-262.67
(-1.3)

-227.5
(-1.12)

0.054
(1.4)

0.053
(1.39)

-282.7***
(-9.37)
-218.08***
(-4.97)

-296**
(-2.96)

-0.04*
(1.88)

0.05**
(2.92)

0.21

0.92

0.93

0.59

All 288.1***
(6.16)
297.2***
(15.3)
363.8***
(20.15)
406.8***
(16.23)

-0.017***
(-3.47)
-0.014***
(-4.57)
-0.031***
(-8.62)
-0.054***
(-7.3)

12.6
(0.21)

7.28
(0.12)

-0.008
(-1.21)

-0.006
(-0.83)

-107.42***
(-4.12)
-273.26***
(-8.2)

-317***
(-7.39)

0.03***
(6.13)

0.05***
(6.28)

0.56

0.67

0.82

0.80

Note : Pollution is measured in mg/m3. Income is measured in terms of 1985 US dollars. Figures in parentheses are the t- ratios. One,
two and three asterisks indicate that a coefficient estimate is significantly different from zero at 10%, 5% and 1% level, respectively.

Let us next describe the results showing how the marginal change in pollution in

response to a change in the level of PCGDP (i.e., the slope term of the regression of SPM

level on PCGDP) are affected by the time dummy, capital intensity and the sectoral

composition variables. These are given by the estimated values of the parameters

associated with the interaction terms of PCGDP and these variables (viz., the values of
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the parameters 1δ  and 2δ  measuring the effect of interaction between time and PCGDP,

1θ  measuring the effect of interaction between capital intensity and PCGDP, and

2θ measuring the effect of interaction between sectoral composition of GDP and PCGDP,

respectively in equation (3.5)). The interaction effect between time and PCGDP is

negative and significant only for the data relating to the commercial areas. This implies

that compared to 1979-82 in latter periods the decrease in pollution in response to a

marginal increase in PCGDP was greater. Next, the interaction effect between capital

intensity and PCGDP is positive and highly significant for the data relating to the

commercial areas and also for the combined data.  For the data relating to the residential

areas this effect is however negative and significant at 10 per cent level. The positive

interaction effect suggests that, ceteris paribus, a country with a higher capital intensity

would have a lower, but flatter, Pollution- PCGDP curve compared to one with a lower

capital intensity13.

Finally, the interaction effect between sectoral composition of GDP and PCGDP

was estimated to be positive and significant for all the three data sets. This, together with

the fact that the coefficient of the corresponding intercept dummy is negative and

significant, suggests that, ceteris paribus, more industrialised countries have a lower, but

flatter, Pollution-PCGDP curve.

In this context it may be mentioned that for all the data sets the goodness of fit of

the quadratic Pollution-PCGDP equation is more or less similar to those of the

corresponding regression equation in which PCGDP, capital intensity (sectoral

                                                          
13 These results are not very strong as we have used a dummy variable to represent the capital abundance.
Use of continuous cross section data on capital abundance for different countries in lieu of the dummy
variable may give different results.
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composition of GDP) and interaction between PCGDP and capital intensity (sectoral

composition of GDP) are used as separate regressors. This possibly means that in

association with PCGDP structural factors like production technique and sectoral

composition may help explain observed changes in pollution level over time or across

region. In other words, the quadratic term on the r.h.s. of equation (3.1) is in fact replaced

by ( 1γ p 1  + 2γ  p 2 + 1δ z 1  + 2δ z 2 + 1η d 1  + 2η d 2  + 1θ w 1  + 2θ  w 2 )  to yield equation (3.5),

because a priori rate of change of marginal pollution due to PCGDP level may be due to

total effects of technology, sectoral composition of GDP, time and their interaction with

income level.

The results of the analysis of our SO2 pollution data are summarised in Table 3.7.

Compared to the analysis of the SPM data, fewer interesting findings are obtained in this

case. To be precise, while the correlation coefficients between SO2 and PCGDP were

observed to be negative for data sets relating to commercial areas, the corresponding

correlation coefficients for residential areas were observed to be positive. This may be

due to the fact that the data set for residential areas included data for only three developed

countries, viz., USA, Canada and the New Zealand, whereas the data set for commercial

areas covered, in addition to these three countries, a number of other developed countries.

Figure 3.2: Relationship between PCGDP and SO2

A: Considering all observations.
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Table 3.7: OLS & LAE regression results of SO2 on GDP.
                    Estimated  Coefficient of Explanatory VariableGroup OLS

LAE
Intercept x x 2

P1 P2 c

R2 (d.f.) ∑ ne /2 ∑ ne /||

c OLS

OLS

LAE
OLS

LAE

78.53***
(9.4)
71.6***
(5.49)
62.43
80.64***
(6.3)
81.9

-0.0039***
(-3.65)
-0.0038***
(-3.43)
-0.0028
-0.0047
(-1.35)
-0.0063

0.5E-7
(0.22)
0.14E-7

7.06
(0.61)

7.75
(0.67)

0.220 ( 47)

0.230 ( 45)

0.130
0.220 ( 46)

0.200

27.96

28.42

30.39
28.25

35.41

22.86

23.06

22.45
22.72

32.95

r OLS

OLS

48.93***
(3.76)
50.72
(2.17)

0.0005
(0.245)
-0.00025
(-0.03)

0.6E-7
(0.09)

0.003 (18 )

0.004 (17 )

31.98

32.89

24.8

24.65

All OLS

OLS

LAE
OLS

OLS

LAE

68.7***
(9.75)
59.15***
(5.14)
56.09
66.99***
(6.15)
59.5***
(4.54)
54.05

-0.0027***
(-2.79)
-0.0028***
(-2.735)
-0.0023
-0.002
(-0.65)
-0.003
(-0.88)
-0.002

-0.4E-7
(-0.207)
0.13E-7
(0.06)
-0.2E-7

5.9
(0.58)

6.07
(0.57)

9.86
(0.98)

10.02
(0.95)

4.95
(0.6)

4.98
(0.6)

0.100 ( 67)

0.122 (64 )

0.100 ( 64)

0.123 ( 65)

29.63

29.99

32.88
29.84

30.23

28.31

24.65

24.65

23.25
24.65

24.37

23.24
Note : Pollution (SO2) is measured in mg / m3. Income is measured in terms of 1985 us dollars. Figures in parentheses are the t- ratios.
One, two and three asterisks indicate that a coefficient estimate is significantly different from zero at 10%, 5% and 1% level,
respectively.

Examination of the scattered diagrams suggested wide variation of the SO2 level at

low level of PCGDP that gradually narrowed down as the PCGDP level increased.

Further probe suggested presence of some outliers (viz., data relating to Iran and Italy) in

the data set, which were dropped in subsequent analyses14. Removal of these out-liers

resulted in a linear relationship with a negative slope (not an inverted U-shaped

relationship) between SO2 level and PCGDP (Figure 3.2b). These results thus suggest

absence of any clear relationship between the level of SO2 and PCGDP for data relating

                                                          
14 The data for Iran was unusual possibly because of the Iraq-Iran war during 1977-88, whereas Italy experienced a
series of volcanic eruptions during the early 1980s.
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to the residential areas. A possible explanation of the observed relationship for

commercial areas could be that the extent and the quality of automobile emission15

improved considerably with rise in PCGDP. In addition, the type of fuel used for

domestic and commercial purposes in low income developing countries might contribute

to the relatively high level of atmospheric SO2 in them. With economic growth a

transitional forces strengthen the market mechanism and as a result the economy

gradually shifts from non-commercial to commercial energy resources. There may also

be other reason – viz., high-income countries tend to spend more on defensive

expenditure, enforce a stricter environmental regulation and use cleaner technology

which others can not afford.

3.4 CONCLUSION

The basic objective of the present study was to re-examine the hypothesis of EKC

using cross-country time series data on two air pollutants, viz., SPM and SO2. Our results

do not support the EKC hypothesis. In contrast, for SO 2 we obtained an inverse

relationship with PCGDP, while for SPM a U-shaped, rather than an inverted U-shaped,

relationship with PCGDP is observed with an upward turn of the curve around a PCGDP

level of $ 12,500 which represents a rather high level of material consumption. To the

extent the level of currently available technology is unable to ensure sustainability of

such a high consumption level, a further rise of PCGDP beyond the threshold level can

support consumption only at the cost of a slow but steady deterioration of the

environmental quality.

                                                          
15 See, Kahn (1998).
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To explain the observed Pollution-PCGDP relationship, three economic variables

other than PCGDP were brought into the analysis - viz., the economy-level capital

intensity, the sectoral composition of GDP, and the rate of growth of GDP. It was thought

that given the PCGDP level of an economy, these three aspects would determine the

exact nature of relationship that might exist between pollution and income level. In other

words, it is not only the level of income but also the characteristics of an economy which

together determine the rate of environmental degradation that an economy will

experience as it moves along the trajectory of development. Although the way these

variables have been used in the present study leaves scope for improvement, their

inclusion does give meaningful and statistically significant results so far as the

explanation of the phenomenon of pollution is concerned. Briefly, our results suggest that

the partial effect of capital intensity on pollution is generally negative (which may not be

unreasonable, if the trend of technological progress is such that more capital-intensive

techniques are more environment-friendly and vice versa). The observed negative partial

effect of the sectoral composition variable on pollution perhaps suggests that, given the

PCGDP level, the more industrialised an economy is the lower and flatter would be its

Pollution-PCGDP curve. Finally, PCGDP and the rate of growth variable seem to be

jointly important in explaining observed pollution level of an economy.

This chapter examined the presence or otherwise of significant statistical

association between the level of economic activity and environmental degradation

without explicitly discussing the nature of causation between them. In chapter 4 and 5 of

this dissertation, we shall concentrate on the causality aspect.



Chapter 4∗

Causality between Income and Emission: A Country group-

specific Econometric Analysis

4.1 Introduction

Concerned with the problem of increasing environmental degradation, researchers

have been examining the nature of relationship between the level of economic activity or

income and environmental quality indicators. In recent period there have been extensive

empirical studies to testify the Environmental Kuznets Curve (EKC) hypothesis which

postulates an inverted U-shaped relationship between level of economic activity and

environmental pressure (defined as the level of concentration of pollution or flow of

emissions, depletion of resources etc.)1. The literature has mostly considered EKC as an

empirical phenomenon and examined the presence or otherwise of significant statistical

association between the level of economic activity and environmental degradation

without explicitly discussing the nature of causation between these variables. Using

cross-country cross-sectional data, these empirical studies estimated a regression equation

of some measure of environmental degradation on some measure of level of economic

activity (like per capita GDP or income) and examined whether or not the underlying true

regression relationship might be of the inverted u-shape. These exercises thus presume a

unidirectional causal relationship – viz., a change in the level of economic activity/per

                                                          
∗ This chapter is based on Coondoo and Dinda (2002).
1 See, e.g., Grossman and Krueger (1995), Suri and Chapman (1998), Selden and Song (1994), Panayatou
(1997), Carson et al. (1997), Kahn (1998), McConnell (1997), Torras and Boyce (1998), List and Gallet
(1999), Koop and Tole (1999), for EKC studies using pollution variables other than CO2 emission and
Holtz-Eakin and Selden (1995), Shafik (1994), Sengupta (1997), Cole et al. (1997), Moomaw and Unruh
(1997), de Bruyn et al. (1998), Unruh and Moomaw (1998) for EKC studies using CO2 emission as the
pollution variable.
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capita income causes a consequent change in the environmental quality. While this

presumption appears reasonable, it may not hold in all circumstances. In fact, as we shall

explain later, whether a change in the level of economic activity would cause or would be

caused by a change in the environmental quality should depend upon various

characteristics of the economy under consideration.

Given a time series data set on measures of level of economic activity and

corresponding environmental change, one may use time series econometric techniques

like Granger Causality Test (GCT) to examine whether a statistically significant causality

exists between the two variables and if so, what is the direction of causality. As we shall

explain later, causality here is understood in a very specific and well-defined sense

(Hamilton, 1994). A number of empirical studies examining such causality have already

been done2.

The studies referred to above provide ample evidences of the fact that the

direction of causality between the level of income and environmental quality need not

always be unidirectional from income to environmental quality, as usually thought. In

fact, the presumption of a direction of causality may hamper a fuller understanding of the

true nature of the environment-income relationship3. Further, as the direction of causation

between environmental quality and economic growth has significant policy implications,

                                                          
2 See, e.g., Yang (2000), Glasure and Lee (1997), Cheng (1996,1999).
3 In some studies of EKC whether income level is at all an important determinant of environmental quality
has been examined. See, e.g., Agras and Chapman (1999), who observe that when energy price and trade
related variables are used as explanatory variables along with income, it is the energy price and not the
income which becomes the significant determinant of environmental quality (i.e., CO2 emission) or energy
demand. In a way thus the Agras and Chapman study raises a question about the desirability of presuming
any causal relationship between environmental quality and income level.
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any such presumption may lead to erroneous policy conclusions4. The empirical results

obtained so far seem to reinforce the need to make deeper probe into the causality aspect

of the income-environment relationship. The present study makes such an attempt. Using

a panel data set on per capita income and per capita CO2 emission for a large number of

countries spread all over the Globe, we have tried to do a careful statistical analysis

primarily using the GCT. To make the investigation comprehensive and exhaustive, we

have examined presence or otherwise of a causal relation between income and CO2

emissions for groups of similar countries in different continents, using the cross-country

panel data set and also the corresponding aggregate time series data for the country

groups. As to be expected, a variety of results obtained showing different directions of

causality for different groups of countries/continents at different level of aggregation.

This chapter is organized as follows. Section 4.2 discusses the issue of causality

in the context of EKC from an economic theoretic standpoint and explains how this links

up with the concept of causality underlying the GCT. Section 4.3 explains the sources

and the nature of the data used. Section 4.4 presents the main empirical results. Finally,

Section 4.5 draws some concluding observations. The econometric methodology of GCT

followed in this study is explained in the Appendix B and a supplementary information is

presented in Table A.1 in Appendix A.

4.2 Causality in the context of EKC hypothesis and GCT

As mentioned earlier, the EKC hypothesis postulates an inverted u-shaped

relationship between environmental degradation/pollution and the level of economic

                                                          
4 See, Goulder and Schneider (1999).
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activity/per capita income of an economy, with the former taken as the dependent

variable of the postulated relationship. For convenience of exposition, in what follows we

shall call levels of economic activity and environmental degradation as income and

emission, respectively5. The EKC hypothesis actually summarizes an essentially dynamic

process of change – viz., as income of an economy grows over time, emission level

grows first, reaches a peak and then starts declining after a threshold level of income has

been crossed. However, the statement of the hypothesis makes no explicit reference to

time. Evidently thus, under the null hypothesis of EKC and under the assumption of

invariance of the emission-income relationship6, for a given set of cross-country cross

sectional data on income and emission, the emission on income regression line should be

an inverted U-shaped empirical EKC.

Insofar as the cause-effect relationship between emission and income is

concerned, two obvious alternative representations are emission = f (income) and income

= g (emission),  f (.) and g (.) denoting the functional form of the relationships. One may

interpret the first one as the engel curve for emission (which is typically regarded as a

bad item from the point of view of consumer preferences). Under this interpretation, the

EKC hypothesis would mean that the income elasticity of emission declined to zero with

rise in income and became negative beyond the threshold income level (i.e., the income

level at which income elasticity had became zero). In other words, under the EKC

hypothesis, with growth of income the status of emission as an item of consumption

                                                          
5 To ensure comparability across countries with different population sizes, these variables should be normalized by the
population and one should use per capita income and per capita emission as the basic variables defining the EKC.
6That is, ceteris paribus, in their process of development individual countries experience income and emission
situations lying on one and the same EKC.
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gradually changes from a necessary to an inferior good (thus reflecting a clear preference

for a cleaner environment at higher levels of living).

The second relationship regards emission as the cause and income as the effect

variable. This may be given a production relation interpretation - viz., emission is an

essential input for income generation and without emission income generation is

impossible7. Juxtaposition of this interpretation with the EKC hypothesis suggests two

distinctly different production regimes. The first one corresponds to income levels lower

than the threshold income. In this regime income growth requires rising emission. The

second one corresponds to income levels above the threshold income. This is

characterized by declining emission with income growth. It may be noted that a positive

association between income and emission (that characterizes the first regime) was the

common experience of all the developed nations of today’s world during the stage of

their industrialization. As regards the second regime, this may materialize under

alternative conditions. For example, a country may experience income growth with a

corresponding decline in emission, if composition of its GDP gradually changes away

from emission-intensive manufacturing to less emission-intensive services (as it is

believed to have been happening in the developed economies like that of the U.S.A.,

say)8. Alternatively, if in course of development a country is able to substitute

conventional fossil fuel by alternative energy resources having less emission (i.e., makes

a conscious effort to improve environment), then also a negative association between

                                                          
7 This kind of causal direction is referred to in the literature as reverse causality.
8 International trade may facilitate such a compositional change of GDP of the developed countries as these countries
may shift the production of emission-intensive manufactured items shifted to the developing world and get these
imported.
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emission and income may emerge, even if the country’s income continues to be

manufacturing-intensive9.

To interpret the EKC hypothesis, one may combine the above two types of

causation as well. Thus, it may be said that the emission to income causation works in the

rising portion of the EKC corresponding to lower levels of income. Once the threshold

income level has been achieved, a strong societal demand for a cleaner environment

forces a gradual shift to less emitting production technology. Thus, the income to

emission causation may be said to work in the falling portion of EKC when the

hypothesis holds.

The above discussion, however, is inadequate on at least two counts. First, it takes

a partial view of the effect of emission/environment either from the point of view of

consumption or from the point of view of production/income generation. Such a partial

view is over-simplistic, because, as is well recognized, a priori emission or environment

may affect both consumers’ welfare (as a non-excludable public good) and income

generation (by virtue of being a virtual input to the income generation process10). More

importantly, it presumes an immediacy in the causal relationship (i.e., as if a change in

one of the variables would instantaneously cause the other to change) and hence does not

clearly bring out the dynamic process of changes that is so crucial in the EKC

                                                          
9 Obviously, thus, the reverse causality would be a serious issue and matter of concern for countries using conventional
fuel for which the share of manufacturing in the GNP continued to be high as income increased over time.
10 What is meant here is essentially the sustainability argument – i.e., emission/environmental degradation may have
strong negative effect on output/income generation such that in the long run the income generation process may
collapse.
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relationship. To explain this dynamic process, let us consider the following simple inter-

temporal choice model.

Consider a one-good economy for which environment E, understood as a stock

variable, affects both utility and production level. Let C(t), E(t) and K(t) denote

consumption, environment and capital stock at time t . Let us assume that θ(t) (0<θ(t)<1)

portion of capital stock is used for production of the good and the remaining (1-θ(t))

portion is used for upgrading the environment. Finally, let γ  (>0) be the rate of pollution

(i.e., emission or degradation of environment per unit of output produced (for detail see

Dinda (2005)). The infinite time horizon inter-temporal choice problem may be specified

as

Maximize ∫
∞

−=
0

))(),(( dttEtCUeW tρ                                (4.1)

Subject to the accumulation constraints

)())(),()(()( tCtEtKtftK −= θ&                                         (4.2)

 and

))(),()(())())(1(()( tEtKtftKtgtE θγθ −−=&                     (4.3)

Where ρ is the discount rate and f(.) and g(.) are the production function and the

environment upgrading function of the economy11. Clearly, the first constraint relates to

physical capital formation while the second constraint relates to the net environmental

change due to production and environmental upgrading12. Treating C(t) and )(tθ  as

control variables and K(t) and E(t) as state variables and assuming usual regularity

                                                          
11 This model is based on Dinda (2005) and all first order conditions are available in its appendix.
12 For simplicity, we assume natural depreciation rate of capital and natural recovery rate of the
environment are zero.
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conditions for the production and the utility function, the optimality condition for the

above problem turns out to be

)(
)(
)()(

)(
)()( t

tE
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&&
                                                         (4.4)
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CECCC UUU ,,  being the relevant first and second order partial derivatives of (.)U and

Kf and Kg  being the first order partial derivative of the functions (.)f  and (.)g  with

respect to K. Note that the equation (4.4) suggests that time paths of income (i.e., C here)

and environment (i.e., E here) should generally be interdependent. This, thus, means a

two-way causal relationship between income and environment, in general. Next, consider

the special case where 0=CCU , but 0≠CEU . In this case the rate of change of

environmental stock will depend on the capital accumulation or consumption/income.

This suggests that given an autonomously chosen time path of income, the corresponding

time path of environment will be determined by the optimal capital accumulation/income.

As the time path of environment is determined conditional upon the autonomously

chosen time path of income, one may say that in this case there is unidirectional causality

from income to environment. Finally, consider the case where 0≠CCU , but 0=CEU . In

this case the rate of change of consumption will be independent of the rate of change of

environmental stock. Hence this case may be regarded as one of unidirectional causality

from environment to income.

The above discussion should help explain the relevance of econometric tests of

causality like the GCT for examining the nature of causality between income and
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emission based on a set of time series/panel data on the relevant variables. Given the

stationary time series of a pair of variables, say tx  and ty , the GCT examines whether or

not a kind of statistical feedback exists between the two time series. More specifically,

ty  is said to fail to Granger cause tx , if the forecast of tx  conditional upon

,...,,...,, 2121 −−−− tttt yyxx is no better than the forecast of tx  conditional upon

,..., 21 −− tt xx alone. In other words, when previous realizations of y affect the current

realization of x, but previous realizations of x do not affect the current realization of y13,

causality is said to be unidirectional from y to x. The cases of bi-directional causality and

absence of causality can accordingly be defined. The GCT, thus, provides an econometric

procedure for examining causality in this dynamic sense14.

The GCT is a regression-based technique. For testing the null hypothesis that x

does not cause y, the following autoregressive distributed lag regression equation is

estimated:

Ttxxyyy tktktktktt ,...,2,1,...... 11110 =+++++++= −−−− εγγβββ         (4.5)

Where tε , a white noise, is the random disturbance term and ,...,,...,, 2110 γγββ are the

regression parameters. If for this regression model 0....: 210 ==== kH γγγ  is not

rejected, the null hypothesis that x does not cause y is not rejected15.

                                                          
13 That is, y is autonomous and x is determined conditional upon y in terms of our earlier discussion.
14 See, the Appendix for a description of the methodology of GCT used for the present exercise.
15The GCT is based on the assumption that the concerned time series are stationary. If they are not, appropriate
differencing of the original time series is made to obtain stationary series. Note also that the regression model is of the
autoregressive distributed lag form, the order of which has to be decided empirically.
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To illustrate interpretation of results obtained by applying the GCT to a given

income-emission data set, let tx and ty  denote growth rate of emission and income,

respectively16. Taking k=1, the income to emission causality will be tested on the basis of

estimate of the regression equation17

Ttxyy tttot ,...,2,1,1111 =+++= −− εγββ                                          (4.6)

Now, suppose the estimated result rejects 0: 10 =γH , implying thereby that

emission causes income. Further, suppose the corresponding test of the null hypothesis

that income causes emission gets rejected. Combining the two results, one gets a

unidirectional causality from emission to income. As we illustrate below, for satisfactory

interpretation of the results obtained, the regression results will also have to be taken into

account.

Suppose for a given data set the estimated GCT regression equations18 are

111
ˆˆˆ −+= tt ybay ( 11̂ << bo ) and 12122 ˆˆˆˆ −− ++= ttt ycxbax ( 1ˆ0 2 << b ). The first equation

suggests that the income growth rate is autoregressive (hence autonomous) and varies

around a mean growth rate of 1â .  The second equation suggests that the growth rate of

emission, in addition to its own autoregressive movement, is significantly affected by the

growth rate of income. Here, thus, is the typical story of a growing economy where any

shock in income growth rate will cause a corresponding shock in the growth rate of

emission – an income causing emission growth pattern.

                                                          
16That is, )log()log( 1−−= ttt emissionemissionx and )log()log( 1−−= ttt incomeincomey . Note that when the original
time series data of income and emission have time trend, the logarithmic first differencing will generate the stationary
time series required for the application of the GCT.
17Note however that the choice of the value of k is an empirical question, which is sorted out by using appropriate
econometric criterion.
18 Here the hat sign denotes a statistically significant parameter.
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Let us consider another example. In this case, let the estimated GCT regression

equation for income growth rate be 111 ˆˆˆ −+= tt xcay and that for emission growth rate be

statistically non-significant (i.e., ttx ε= , a white noise). The first equation suggests that

the income growth rate is determined by the emission growth rate. However, the emission

growth rate, being a white noise, fluctuates around the zero level (implying thereby that

the economy concerned has reached a stable level of emission). Now, if 1ĉ  is positive,

any shock decrease/increase in the emission growth rate will cause a downward/upward

jump of the income growth rate from its stationary level 1â which the economy

maintains. In this case, thus, emission causes income. More importantly, a (temporary)

rise in income growth rate can only be achieved only by accelerating the growth rate of

emission. If, on the other hand, 1ĉ is negative, a shock increase in the emission growth

rate will cause the income growth rate to fall below its stationary level – possibly

indicating an extreme case of reverse causality due to some kind of a sustainability

problem.

The examples discussed above are only two of numerous possibilities that may

emerge when the GCT is used to detect causality pattern hidden in income-emission data.

The discussion above, however, has been made with a lot of abstractions. In reality the

nature of income-emission causality that an economy will experience may depend upon a

number of structural features of the economy concerned. For example, the sectoral

composition of GDP/GNP of an economy may be an important determinant. If

manufacturing activities are more emission intensive than services activities, say, an

economy relying mostly on manufacturing production for income growth may fail to
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contain emission growth and in course of development may even experience reverse

causality, if emission growth constrains income growth further.

Another important determinant of the nature of the income-emission causality for

an economy may be the openness of the economy under study. Consider, for example, a

small closed economy having a limited reserve of fuel resources. A threat of exhaustion

of domestic fuel reserve may lead the economy to constrain use of fuel and thereby limit

income growth. In other words, in this case emission may cause income. However, if the

economy opens up and participate in international trade, the fuel constraint may get lifted

as the economy may choose to produce whatever income it likes using fuel imported

from elsewhere. In other words, openness of the economy may reverse the direction of

causality from emission to income to income to emission. To put it differently,

economies with high openness may display a tendency towards income to emission

causality, while those less open, being constrained by their own natural resource

endowment, may show emission to income causality.

A third major determinant of the nature of income-emission causality for an

economy may be the price of fuel itself. As is well known, a drastic fuel price hike may

make fuel an extremely scarce resource (particularly, for economies not having much of

domestic reserve of fuel resource) and hence may reverse the nature of income-emission

causality that prevailed prior to the fuel price hike. In fact, available evidences suggest

significant changes in the rate of use of fuel by individual economies after the oil price

shock of the 1970s.
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4.3 The data set

In the present exercise we have used annual per capita real GDP (PCGDP) and

annual per capita CO2 (PCCO2) emission as the measure of the income and the emission

variable, respectively19. The basic country-level time series data PCGDP (expressed in

1985 international prices, i.e., PPP dollars) for the period 1950-1992 were taken from the

RGDPCH series of the Penn World Table (Mark 5.6) available at the web site

http://www.nber.org/pwt5.6. This data set known as PWT5.6 is a revised and updated

version of the preceding (Mark 5) version of the Penn World Table. The corresponding

country-level annual time series data on PCCO2 (expressed in metric tons) for the period

1950–1996 were obtained from the Tables of National CO2 Emissions prepared by

Carbon Dioxide Information Analysis Center (CDIAC), Environmental Science Division,

Oak Ridge National Laboratory (ORNL) of the USA20. This data set happens to be the

only available global data set on CO2 emissions21. Combining both data sets together, we

could compile a panel data set for 88 countries covering the period 1960–1990. The list

of countries from different continents covered in the present exercise is presented in

Table A.1 in Appendix A.

                                                          
19 Per capita CO2 emission has been used in most of the earlier studies. See, e.g.,Holtz-Eakin and Selden
(1995),  Shafik (1994), Sengupta (1997), Cole et al. (1997), Moomaw and Unruh (1997), de Bruyn et al.
(1998), Unruh and Moomaw (1998), Tucker (1995).
20 CDIAC throws up year-wise country-level data on emission of CO2 from burning of fossil fuels and
manufacture of cement for most of the countries of the world.  These data set is prepared from data on net
apparent consumption of fossil fuels (based on the World Energy data set maintained by United Nations
Statistical Division) and World cement manufacture (based on cement manufacturing data set maintained
by the U.S. Bureau of Mines). Emissions are calculated using global average fuel chemistry and usage.
21These estimates do not include bunker fuel used in international transport because of the difficulty of
apportioning this fuel among the countries benefiting from such transport activities. See the web site
http://cdiac esd.ornl.gov/epubs/ndpo30/ndpo301.htm for details.
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4.4 The Results

Using the cross country panel data set on income and emission described above

and the methodology of GCT explained in Appendix B, we examined the income-

emission causality patterns for country groups formed out of the 88 countries covered in

the data set. To be precise, the basic exercise has been done separately for 12 country

groups covering countries in different continents22 (See, Table A.1 in Appendix A). Apart

from this basic exercise, we also did some specific exercises to examine whether the

nature of income-emission causality for an economy got affected by (i) the sectoral

composition of income generated, (ii) the degree of openness of the economy and (iii) the

fuel price regime. It may be noted that the present exercise was exploratory in nature and,

therefore, we did not set a priori any null hypotheses to be checked and refuted

empirically. In what follows, we present and explain the empirical results obtained by us.

4.4.1 Basic Results   

Tables 4.1 and 4.2 present the basic results of application of GCT to the country

group/continent-wise aggregate time series data and panel data, respectively. To be

specific, the F-values reported in these Tables are those computed for testing the null

hypothesis of absence of causality (for details, See Appendix B). For each country

group/continent two F values corresponding to Models I and II are reported. Of these, the

F value corresponding to Model I relates to the test of income to emission causality and

the other F value corresponding to Model II relates to the test of emission to income

                                                          
22 It may be noted that countries falling into the same group are more or less in similar state of economic development.
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causality. The causality results of Tables 4.1 and 4.2 are presented in a summary form in

Table 4.3.

Table 4.1: Results of Granger Causality Test based on aggregate
time series data for Country Groups/Continents.

  Country Group/       Model F-value
      Continent
Africa I 0.250

II     4.288**
North America I           1.945

II           0.251
Central America I           1.983

II           6.769***
South America I           0.224

II           0.660
America I           1.990

II           0.240
Japan I           0.129

II           2.076
Asia (excl. Japan) I           1.894

II           0.163
Asia I           2.709*

II           0.210
East Europe I           4.416**

II           1.233
Western Europe I           0.877

II           0.831
Europe I           1.492

II           0.708
Oceania I           0.472

II           5.111**
World I           4.555**

II           0.433
                         Note: In this and all other Tables that follow, *, ** and ***  against the
                                  reported F-values denote significance at 10,  5 and 1 per cent level, respectively.
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Table 4.2: Results of Granger Causality Test based on
OLS and within regression method applied to Panel

data for Country Groups/Continents.
                 F - value

Country Group/ Model
Continent OLS Within

Africa I     3.959** 3.624**
II 5.598***    4.712***

North America I    3.088*        3.407*
II  0.728 0.726

Central America I 1.638 1.918
II 17.810***      18.124***

South America I 1.113 0.959
II 7.065***       7.164***

America I 2.196   2.546*
II 31.360***       32.913***

Japan I 0.129 -
II 2.076 -

Asia(excl. Japan) I   3.001*  2.754*
II 8.962***       6.789***

Asia I      3.244**      3.113**
II 9.970***        7.965***

East Europe I 6.075***        6.005***
II 2.059    2.803*

Western Europe I 5.928***        5.298***
II 2.057          1.398

Europe I 11.410***       10.474***
II      3.342**       3.072**

Oceania I 1.383          0.703
II      4.380**         5.824***

World I 10.549***       11.027***
II 32.272***      29.469***

        Note: 1. As the question of a panel data set for Japan does not arise,
                      here the results of Table 1 are reproduced.
                  2. Japan being a single country, the question of within estimation
                      for Japan does not arise.

Qualitatively, the results in Table 4.1 based on country group/continent specific

aggregate time series data are somewhat different from those in Table 4.2 based on the

corresponding panel data sets. To be precise, Table 4.2 shows a much larger number of

cases of significant causality – a result which is only to be expected, given the fact that a

set of panel data contains much more information than the corresponding aggregate time



62

series data set. As Tables 4.2 and 4.3 show23, for North America, Eastern Europe and

Western Europe the causality is unidirectional from emission to income. For Central and

South America, America as a whole and Oceania, on the other hand, the causality is

unidirectional from income to emission. For Africa, Asia excluding Japan, Asia as a

whole, Europe and the whole World, significant bi-directional income-emission causality

is observed24. Finally, income-emission causality is found to be absent for Japan.

           Table 4.3: Summary Results of the Granger Causality Test.

Country Group/ Aggregate                   Panel data Panel data
      Continent data (OLS) (within)
Africa income ⇒ emission income ⇔ emission income ⇔ emission
North America -  emission⇒ income emission ⇒ income
Central America income ⇒ emission  income ⇒ emission income ⇒ emission
South America -  income ⇒ emission income ⇒ emission
America -  income ⇒ emission income ⇔ emission
Japan Ψ income ⇒ emission - -
Asia(excl. Japan) - income ⇔ emission income ⇔ emission
Asia emission ⇒ income income ⇔ emission income ⇔ emission
East Europe emission ⇒ income  emission⇒ income emission ⇒ income
Western Europe -  emission⇒ income emission ⇒ income
Europe - income ⇔ emission income ⇔ emission
Oceania income ⇒ emission  income ⇒ emission income ⇒ emission
World emission ⇒ income income ⇔ emission income ⇔ emission

               Note: Blanks indicate cases of absence of any Granger causality.

4.4.2 Explanation of the Basic Results

In Table 4.4 the country group/continent-specific OLS estimates of the pair of

GCT regression equations (i.e., equations (B.1) and (B.2) of Appendix B) based on panel

                                                          
23 It may be noted that in the cases of panel data set the GCT was performed using two methods of estimation, the OLS
and the within regression method. The OLS and the within method were found to give very similar results.
24 To further probe the bi-directional causality results, we examined the nature of causality for individual countries of
Asia and Africa. Among the countries of Asia income to emission causality was found for China, Iran, Philippines and
Qatar, while causality in the reverse direction was observed for Hong Kong, Syria and Thailand. Among the African
countries, income to emission causality was observed for Nigeria, Congo and Madagascar, while causality in the
opposite direction was found for Gambia, Guinea-Bissau and Senegal. For the remaining countries of Asia and Africa
no significant causality was detected.
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data have been reproduced. We shall now attempt to use these regression results for

explanation of the observed causality results.

As mentioned in Appendix B, the dependent variables of equation (B.1) and (B.2)

of Appendix B are tr  and *
tr  (measuring growth rate of income and emission,

respectively). So, in general, we may write equation (B.1) as tttt crbrar 1
*

11 ε+++= −−  and

equation (B.2) as tttt rrr 2
*

11
* εγβα +++= −− , where t1ε and t2ε are white noise error terms

with zero expectations. Now, for a specific country group these equations take specific

form depending on the statistical significance of the individual parameters of the above

pair of equations. We discuss these cases below.

Consider first the cases of Africa and Asia for which all the estimated parameters

are significant. Thus, tr  and *
tr  are interdependent, each being affected by the one period

lagged values of both. In other words, for these country groups change in the income

growth rate affects the growth rate of emission and vice versa. Hence, an observed bi-

directional causality in these cases.

Next, let us consider the cases of North America and Western Europe. We have

for North America ttt crar 1
*

1 ε++= −  and ttr 2
* ε= , and for Western Europe

tttt crbrar 1
*

11 ε+++= −−  and ttr 2
* ε= .  Thus, in both the cases the rate of growth of

emission has reached a stage of stationarity, fluctuating randomly around the zero level.

Now, for North America since tr  is a linear function of *
1−tr (which is stationary), it is also

stationary around a positive mean level a (estimated to be of the order of 0.01) in view of

this linear relation. This implies that any shock in *
1−tr  will cause a corresponding shock

in tr . More importantly, if the emission rate is suddenly reduced, there will be a
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corresponding reduction in the income growth rate. However, since the income growth

rate is not governed by an autoregressive effect, there will not be any persistent effect of

the drop in the emission rate on the income growth rate. Hence, we have a very specific

kind of emission to income reverse causality for North America.

Table 4.4: Country group/Continent-specific OLS estimates of eqs. (B.1) and (B.2) based
on panel data

Country    Regression  Equation      for
 group/

tr         *
tr

 Continent   Constant             1−tr             *
1−tr      2R   Constant             1−tr             *

1−tr     2R
Africa 0.0044 0.0823 0.0208 0.0128 0.0158 0.3273 -0.2818 0.0689

(3.60) (2.25) (2.36) (2.98) (2.05) (-7.32)
North America 0.0094 0.0018 0.2449 0.0741 -0.0002 0.2434 0.1978 0.0619

(4.44) (0.01) (2.14) (-0.06) (1.08) (1.22)
Central
America

0.0035 0.1749 0.0195 0.0336 0.0103 0.8700 -0.3827 0.1646

(2.38) (2.93) (1.08) (2.25) (4.70) (-6.79)
South America 0.0032 0.2687 0.0481 0.0885 0.0056 0.3633 -0.0155 0.0348

(2.36) (4.38) (1.34) (2.36) (3.31) (-0.24)
America 0.0038 0.2256 0.0239 0.0597 0.0075 0.6865 -0.3146 0.1201

(4.14) (5.62) (1.58) (3.14) (6.55) (-7.99)
Japan 0.0133 0.2599 0.1656 0.2245 -0.0094 1.1796 -0.0069 0.3864

(2.54) (0.86) (0.97) (-1.13) (2.45) (-0.02)
Asia(excluding          .0128 0.0985 0.0578 0.0296 0.0174 0.2983 -0.1109 0.0169
Japan) (7.59) (1.88) (2.60) (4.33) (2.38) (-2.09)
Asia 0.0130 0.1072 0.0586 0.0330 0.0166 0.3121 -0.1064 0.0178

(8.16) (2.12) (2.72) (4.39) (2.60) (-2.08)
Eastern Europe 0.0096 0.1287 0.1400 0.0763 0.0107 0.1536 0.1162 0.0152

(5.57) (1.60) (3.09) (3.60) (1.10) (1.48)
Western
Europe

0.0096 0.2088 0.0582 0.0849 0.0034 0.2139 0.0633 0.0101

(10.57) (4.27) (3.10) (1.40) (1.62) (1.25)
Europe 0.0098 0.1835 0.0738 0.0812 0.0055 0.1928 0.0833 0.0148

(12.32) (4.39) (4.23) (2.84) (1.89) (1.96)
Oceania 0.0053 0.1716 -0.0244 0.0081 0.0103 0.8794 -0.2054 0.0717

(2.93) (1.68) (-0.75) (1.95) (2.96) (-2.16)
World 0.0071 0.1564 0.0266 0.0361 0.0114 0.4209 -0.2501 0.0616

(13.19) (7.86) (4.51) (6.00) (6.01) (-12.03)
Note: Figures in parentheses are the t-ratios.
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For Western Europe, on the other hand, tr , having a partial autoregressive effect

in addition, is affected by both *
1−tr  and 1−tr . Thus, in this case the emission to income

causality is supplemented by an additional autoregressive effect of income growth. This

means that a sudden drop in the emission rate will cause not only a corresponding

immediate negative shock in the income growth rate, the effect will linger due to the

significant autoregressive element that governs the income growth rate. Clearly, thus, the

emission to income reverse causality for Western Europe is qualitatively different from

the nature of causality for North America that we have just noted.

For Eastern Europe the nature of the result is qualitatively somewhat different

from those of North America and Western Europe. In this case we have ttt crar 1
*

1 ε++= −

and ttr 2
* εα +=  ( 0>α ). Thus, here the growth rate of emission is stationary around a

non-zero mean. Growth rate of income, being dependent on the growth rate of emission,

is also stationary around a constant mean level. But, any shock in emission growth rate

*
tr  will cause a fluctuation in the income growth rate. Hence, in this case also there is

causality from emission to income. However, the case of Eastern Europe is qualitatively

different from those of North America and Western Europe in the sense that while in the

former case emission is observed to have a positive trend growth, in the latter cases this

trend growth rate of emission has reached the zero level.

For Central America, we have ttt brar 11 ε++= −  and tttt rrr 2
*

11
* εγβα +++= −− .

Here, tr , following a first order autoregressive process, is clearly autonomous. On the

other hand, *
tr  significantly depends upon both 1−tr  and its own past value. Thus, we have

a case of income to emission causality. The story for South America is very similar to
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this. But in that case γ  (i.e., the autoregressive parameter of emission growth rate) is

zero. Hence, the income to emission causality is stronger for South America.

Japan’s case is somewhat unique. For this country we have tt ar 1ε+= ( 0>a ),

which means a stationary income growth rate around a positive mean level. On the other

hand, ttt rr 21
* εβ += − . These together mean a stationary emission around a positive mean

level as well. However, any shock in income growth rate will result in a corresponding

shock in the emission growth rate and in that sense there is an income to emission

causality for Japan.

Finally, for Oceania we have tt ar 1ε+= ( 0>a ) and

0,,2
*

11
* >+−= −− γβεγβ tttt rrr . Here the income growth rate is stationary around a

positive mean level, while emission growth rate depends both on the income growth rate

and the emission growth rate of the previous period. Thus, any shock in the income

growth rate will get transmitted to the emission growth rate, thus resulting in an income

to emission causality.

Let us next try to see the implications of the regression results of Table 4.4 for

growth of emission in the long run equilibrium sense. Consider a given income growth

rate r, say. From equation (B.2) we have *
1

*
−++= tt rrr γβα . The long run (dynamic)

equilibrium emission growth rate is then *
er  = 

)1( γ
βα

−
+ r . Since for North America, Eastern

Europe, and Western Europe the estimated β and γ coefficients are not statistically

significant, for these country groups *
er  =α for these country groups. Further, while for

Eastern Europe the estimated α is statistically significant, for the other two country
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groups it is not. Thus, the long run (dynamic) equilibrium emission growth rate would be

zero for North America and Western Europe and a meagre 1 per cent for Eastern Europe.

Incidentally, these are the country groups that showed significant unidirectional causality

from emission to income.

It may be noted from Table 4.4 that for all the other country groups the estimated

α, β and γ coefficients are statistically significant. Further, α and β are positive while γ is

negative25. The negative value of γ suggests an oscillatory movement of the emission

growth rate *
tr , given the income growth rate. This is possibly due to the fact that

fuel/energy input is mostly scarce and expensive for these country groups and therefore if

fuel is over-consumed in one period, there will be an attempt to restrain its use in the next

period. The long run (dynamic) equilibrium growth implication of this result is also quite

interesting.  Here, we have *
er  greater than, equal to, or less than r according as r is less

than, equal to, or greater than **r = ( )βγ
α

−−1
. Thus, for countries/country groups for

which income growth rate r exceeds the corresponding long run equilibrium emission

growth rate **r , an increasing and concave emission-income relationship is implied. On

the other hand, for countries/country groups with r less than the corresponding **r , the

long run equilibrium emission-income relationship would be increasing, but convex in

income.

It should be pointed out here that the result for Japan does not fall into line with

the other results. In this case the estimate of β is greater than 1 and statistically significant

                                                          
25These results are econometrically stable in the sense that similar types of estimates were obtained for all the twenty
one year sub-sample data sets covering the periods 1963-1983, 1964-1984, 1965-1985 etc.
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and the estimates of α and γ are non-significant. This means *
er = β r and **r  = 0. Now,

β>1 implies *
er >r for all r>0.  In other words, the long run equilibrium emission-income

relationship is increasing and convex in income in this case – a result qualitatively

different from what we have got for other country groups of the developed world.

Table 4.5: Country group-specific long run equilibrium growth rate
of emission corresponding to a 10 per cent growth rate of income.
     Country
group/continent

     α      β       γ    *
er %) r**(%)

Africa 0.0158 0.3273 -0.2818 3.79 1.66
North America -0.0002 0.2434 0.1978 3.01 -0.04
Central America 0.0103 0.8700 -0.3827 7.04 2.01
South America 0.0056 0.3633 -0.0155 4.13 0.86
America 0.0075 0.6865 -0.3146 5.79 1.19
Japan -0.0094 1.1796 -0.0069 10.78 5.44
Asia (excl. Japan) 0.0174 0.2983 -0.1109 4.25 2.14
Asia 0.0166 0.3121 -0.1064 4.32 2.09
East Europe 0.0107 0.1536 0.1162 2.95 1.47
Western Europe 0.0034 0.2139 0.0633 2.65 0.47
Europe 0.0055 0.1928 0.0833 2.70 0.76
Oceania 0.0103 0.8794 -0.2054 8.15 3.16
World 0.0114 0.4209 -0.2501 4.28 1.37

Table 4.5 presents country group-specific estimates of the parameters α, β,γ of

equation (B.2) and the corresponding *
er  (based on the assumption that the income

growth rate is r = 10 per cent) and **r  values26. By and large, these results show that the

country groups of the developing world have both higher *
er  and **r  values. This

possibly reflects the relative inefficiency of these country groups vis a vis their developed

counterparts in respect of fuel consumption/ emission.

                                                          
26 Here we have ignored whether the individual parameter estimates are statistically significant or not. If we had not

done so and assigned zero values to the non-significant parameters, then, as already mentioned, *
er and **r would be

zero for North America and Western Europe. For Eastern Europe both *
er and **r  would be around 1 per cent. For

other country groups the values of *
er and **r would remain the same as reported in Table 4.5, as for them all the

parameter estimates are statistically significant.
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4.4.3 Some Specific Results

As mentioned earlier, we tried to examine if the nature of income-emission

causality might get affected by (1) the share of manufacturing in the GDP, (2) the degree

of openness and (3) the level of oil price faced by an economy. One may argue that,

manufacturing being more emission-intensive activity compared to, say, services, an

economy having a large share of manufacturing in the GDP and continuing to depend on

expansion of the manufacturing activities for income growth will have a stronger

tendency towards to experience emission to income reverse causality. Degree of openness

of an economy may also influence the nature of income-emission causality. To be

specific, a highly open economy, because of its easy access to fuel through international

trade, may not face the fuel supply constraint and hence continue to have the income to

emission causality as income grows and thus avoid the reverse causality problem. Finally,

a priori, a regime of high oil price, by forcing to economize the use of oil, may induce an

emission to income causality in the economies all over. In other words, one might expect

that the direction of causality would be from income to emission during periods of easy

oil price and this would reverse during the high oil price periods.

To examine the effect of share of manufacturing in GDP on income-emission

causality, we selected a set of 28 countries (out of the 88 countries in our data set) having

20 per cent or more share of manufacturing in GDP (as of the year 1986, see, World

Development Report 1988). We then grouped these 28 countries by continents they

belong to and formed four continent-specific country groups. The number of countries

falling in Africa, America (covering North, Central and South America), Asia and Europe

was 3, 8, 7 and 10, respectively. Using panel data, we examined the nature of income-
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emission causality for each of these four country groups. While for Asia and America

significant income to emission causality was observed, a significant emission to income

causality was observed for Europe. For Africa, however, no significant causality could be

found. These results thus offered a mixed set of evidences so far as the effect of sectoral

share of income on income-emission causality is concerned.

Next, we examined the effect of the degree of openness of an economy on the

income-emission causality pattern. To do so, we classified the 88 countries of our data set

into highly open, moderately open and narrowly open groups using the measure of

openness given in the Penn World Table for the year 1985,27. Of the 15 highly open

economies, income to emission causality was found for 2, emission to income causality

was found for 1 and for the remaining 12 economies significant causality was found to be

absent.  On the other hand, of the 31 narrowly open economies, 11 showed income to

emission causality, 3 showed emission to income causality, 2 showed bi-directional

causality and for the remaining 15 causality was absent. This result thus, by and large,

does not support the view that highly open economies will tend to have income to

emission causality and narrowly open economies will tend to have emission to income

causality.

Finally, we examined the effect of oil price regimes on the income-emission

causality pattern. For doing this we repeated the GCT exercise for the three sub-periods

of the original data set corresponding to the low oil price regime (the period 1960–73),

the high oil price regime (the period 1974-79) and the post oil crisis period of declining

                                                          
27 The openness measure was defined to be (exports + imports) as ratio to GDP at current international prices.
Countries with value of this ratio 100 or more, between 50 and 100 and less than 50 were classified as highly,
moderately and narrowly open, respectively.
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oil price (the period 1980-90). The following results were obtained. For the low price

regime, significant income to emission causality was observed for Africa, Central and

South America, Western Europe and the World as a whole. Only for Europe as a whole

significant emission to income causality was found. For the high price regime, significant

income to emission causality was observed for Western and Eastern Europe, America as

a whole and the World as a whole, causality being observed to be non-significant for all

other country groups. Finally, for the post oil crisis period, income to emission causality

was found for Central America, America as a whole and the World as a whole and

emission to income causality was observed for both Asia and Asia excluding Japan.

These results, on the whole, tend to reject the supposition that changes in the oil price

regime may significantly reverse the pattern of income-emission causality. However, one

should not attach much weight to these results because of the fact that these are based on

data sets, which are possibly not adequate for application of a time series econometric

tool like the GCT.

4.5 Conclusion

The results of income-emission causality study based on the GCT presented in

this chapter may be summarized as follows: it is observed that for individual country

groups well-defined and distinctive patterns of causality prevail. Thus, for the developed

country groups of North America and Western Europe (and for that matter, Eastern

Europe also) the causality seems to run from emission to income. For the developing

country groups of Central and South America and Oceania, on the other hand, the

causality is found to run in the opposite direction from income to emission, and for Asia
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and Africa the causality turned out to be bi-directional. Japan, however, showed income

to emission causality – a result that does not seem to match those observed for other

countries of the developed world. On further probe, the bi-directional causality for Asia

and Africa appeared to be due to the pooling of countries (with heterogeneous causality

patterns) rather than being a phenomenon in itself. Our interpretation of the observed

causality patterns made it clear how shocks in the rate of growth of income or emission

might affect each other, depending on the prevailing nature of causality.

Let us briefly discuss the possible policy implications of the results presented in

this chapter. Our results indicate that the countries of North America and Western Europe

are in a stage of reverse causality in the sense that if the emission rate is suddenly

reduced, there will be a corresponding reduction in the income growth rate. Moreover,

since the growth rate of emission in these countries has reached a stationary zero level,

any attempt to raise the income growth rate must require a corresponding growth in

emission by these countries. On the other hand, if the emission rate is suddenly reduced,

there will be a corresponding reduction in the income growth rate. The level of CO2

emission of these countries is already very high. For example, the USA, which has the

highest level of CO2 emission (approximately 1490 million metric tons in 1997)) alone

accounts for 23.58% and North America and Western Europe together account for

41.72% of the annual global emission (see Oak Ridge National Laboratory, CDIAC,

2000). This implies that if these countries wanted to have a marginal income increase by

effecting a slight increase in the emission rate, that would mean quite large additional

emission at the global level. On the other hand, as our results suggest, for the developing
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world causality between income and CO2 emission is either absent or of the type income

to emission. Further, available data suggest that the countries in this group are mostly

small polluters (except China and India, which individually account for 14.47% and

4.43% of annual global emission of CO2, respectively). Considering the fact that CO2

emission generates externality at the global level, which is known to affect mankind

universally, our results suggest two alternative policy conclusions. First, if the countries

of the developed world want to maintain their current level of affluence or to raise it, they

should seriously try to shift from fossil fuel to less polluting alternative so that the

pollution due to CO2 emission at the global level may be arrested. The alternative should

be to evolve a system of tradable permits28 at the international level, under which the

countries of the developed world might buy permits for CO2 emission from those of the

developing world against compensatory payments. Such a policy, however, is unlikely to

take shape easily in the absence of a global pollution monitoring and control agency.

Even if implementation is possible, it should face tremendous objection from the

developing countries, as they may not agree to sacrifice their freedom to develop and

industrialize in exchange of dole receivable by sale of the tradable permits.

Let us next enumerate the limitations of the present study. First, a comprehensive

analysis of income-emission relationship would necessarily call for examination of the

effects of such determinants of fuel use as the sectoral composition of income, the

openness of the economy and the price of fuel, among other things. In the present study,

we tried to examine the effects of these possible determinants of income-emission

relation only tangentially. One should take into account the above-mentioned factors

                                                          
28 See, Jensen and Rasmussen (2000).
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while analysing the income-emission relationship using a much broader framework of

study. Here we have abstracted from such an analysis, as our objective was essentially to

see to what extent an econometric tool like the GCT could be utilized to draw useful

conclusions about emission and environment from an emission-income data set. We hope

to have a follow up study looking in to this aspect of the problem.

What would be the implications of the results of the present study for the current

concern about global environmental changes, particularly those caused primarily by CO2

emission? Given the rather long life of CO2 molecules (about 100 years), a cleaner global

environment and an arrest of the phenomenon of global warming would call for a check

on the rate (of growth) of CO2 emission at the global level. As the global rate of (growth

of) CO2 emission is an aggregate of the corresponding country-wise (or for that matter

country group wise) rates, any policy formulation for the control of global CO2 emission

must pay attention to the country (group)-specific emission rates and their changes over

time. Now, given that one or the other of the possible types of income-emission causality

hold for individual country groups, any meaningful policy discussion for control of

global CO2 emission should require a careful examination of the cross-country

distributional patterns of global income and the corresponding aggregate emission and

their changes over time, keeping in mind the nature of causality that is operative in

individual cases.

The notion of causality between income growth and pollution that underlies the

EKC hypothesis is essentially a long run concept. Thus, further probe into the issue of

causality using comprehensive econometric tools for exploring presence of any long run

equilibrium relationship among income and pollution, viz., the cointegration analysis,
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may help to verify conclusions about causality that we have reached so far. In next

Chapter, we shall be concerned with cointegration analysis. Thus, chapters 4 and 5, taken

together will provide a more complete picture of causality.



Chapter 5∗

Income and Emission: A Panel Data based Cointegration Analysis

5.1. Introduction

In Chapter 4 we examined the nature of causality between CO2 emission and

income using the Granger causality test (GCT). The GCT has been used in some

empirical studies on EKC and related issues1. This technique alone, however, can detect

presence and direction of causality for a pair of variables only in a limited sense (viz., in

respect of their short run temporal movements). The notion of causality between income

growth and pollution that underlies the EKC hypothesis, on the other hand, is essentially

a longer run concept2. Thus, further probe into the issue of causality using comprehensive

econometric tools for exploring presence of any long run equilibrium relationship among

income and pollution, viz., the cointegration analysis, may help verify conclusions about

causality that have been reached so far3.

In this chapter, the results of an analysis of the relationship between per capita

GDP (PCGDP) and per capita CO2 emission (PCCO2) obtained by using non-stationary

panel data techniques. The cross-country panel data set on these variables described in

section 4.3 of the previous chapter. For convenience of exposition, henceforth these

variables will be called income and emission, respectively. In this analysis, first the panel

                                                          
∗ This chapter is based on Dinda and Coondoo (2006).
1 See, e.g., Cheng (1996), Cheng and Lai (1997) and Yang (2000).
2See, Chapter 4 for a discussion on this issue.
3There are interesting applications of time series econometric tools like vector autoregressive model (VAR) and
cointegration analysis on environment-related data. See, e.g., Stern (1993, 2000) for studies on causal relationship
between GDP and energy use for the USA for the period 1947-1990 based on GCT in a VAR set up, single equation
static cointegration analysis and multivariate dynamic cointegration analysis. See also Cheng (1999) for an application
of Johansen cointegration test to the data on energy consumption, economic growth, capital and labour for the Indian
economy.
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data unit root test of Im, Pesaran and Shin (2003) (henceforth referred to as IPS) has

been performed to examine whether the observed country-specific time series data on

income and emission possessed a stochastic trend or not. Next, on finding evidences of

presence of such trend in the data set, the Engle-Granger bivariate cointegration analysis4

has been done to examine whether the pair of variables is cointegrated (i.e., whether they

obey any long run equilibrium relationship between themselves). Finally, the Error

Correction Model (ECM) has been estimated to explore the nature of dynamics implicit

in the panel data set for those country-groups for which income-emission cointegration is

obtained.

The chapter is organized as follows: section 5.2 explains the motivation for using

cointegration analysis on the income-emission data in the present exercise; section 5.3

describes the data, presents and discusses the empirical results, section 5.4 interprets the

results and section 5.5 draws some concluding observations. Finally, the methodology of

unit root test, cointegration analysis and ECM estimation based on panel data that have

actually been used in the present exercise are briefly explained in the Appendix B.

5.2. Motivation

To help justify the use of cointegration analysis on the set of cross-country panel

data on income and emission for examining the nature of causality that may exist

between this pair of variables, let us reconsider the simple theoretical construct already

developed in chapter 4 and rewrite equation (4.4) as

φβα =+
E
E

C
C &&

                                                                                                     (5.1)

                                                          
4Johansen’s method of cointegration analysis, which is more comprehensive, could not be used as we could not access
the software required for application of this method to a panel data set.
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where 
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fg
gf , CECC UU ,  being the second

order partial derivatives of (.)U . It should be noted that the above condition suggests that

optimal time path of C and E should generally be interdependent. This, thus, means a

two-way causal relationship between income and environment, in general.

Let us next search for a long run equilibrium relationship between income (C) and

environment (E), underlying the said optimization problem. To do so, consider the steady

state solution where 0== µ&&E  i.e., the situation where the environmental stock reaches

a stable level. Now, 0=E&  implies (from equation (4.3))

),())1(( EKfKg θγθ =−                                                                               (5.2)

i.e., the rate of environmental degradation due to production must equal the rate of

environmental upgradation. Clearly, equation (5.2) defines a relationship between K and

E – say,

0),(1 =EKh ,                                                                                                      (5.3)

for given θ . Next, let at the steady state σ=K& , a constant. This implies (from eq. (4.2))

σθ =−CEKf ),( 0),,(2 =⇒ CEKh ,                                                                (5.4)

for given θ . Combining equations (5.3) and (5.4), we obtain what may be called a long

run equilibrium relationship between C and E, say,

0),(3 =ECh , or equivalently, )(ChE = ,                                                            (5.5)

which may be recognized as the long run relationship between income (C) and

environment (E). It may be noted that this long run environment-income relationship may

or may not be an EKC. In this context, it should be mentioned that Brock and Taylor

(2004a, 2004b) provide different possible scenario for the existence of EKC in their
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Green Solow model. In the Green Solow model (Brock and Taylor (2004a)) the EKC is a

necessary by-product of convergence to a sustainable growth path. The resulting EKC

may be humped shaped or strictly declining. The model outlined above may produce

EKC in the transitional phase under specific conditions5. Our interest here is merely to

examine whether or not the observed temporal movements of C and E obey an underlying

stable relationship linking these two variables, following the spirit of cointegration

analysis.

It should now be straightforward to use the above theoretical construct to

rationalize cointegration analysis of a bivariate time series/panel data set on income and

emission, as has been done in the present chapter. Let { **, tt EC } denote time series of

observed consumption and environment variable, where Cttt CC ε+=*  and Ettt EE ε+=*

- tt EC ,  being the corresponding (unobserved) optimal values and EtCt εε , being random

disturbances. In case the observed data set is consistent with optimization, *
tC and

*
tE should differ from the corresponding optimal values only by stationary random

disturbances (i.e., Ctε and Etε should be stationary random variables). Also, *
tC and *

tE ,

being consistent with optimization, should be cointegrated as they must obey equation

(5.5), but for stationary deviations.

Granger causality between C and E, which is essentially a short run notion, is

often examined with the help of the ECM as a part of the cointegration analysis. When

time series *
tC and *

tE are non-stationary and are integrated of order one (i.e., the

                                                          
5 See section 5 of Dinda (2005) for details.
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corresponding time series of first differences are stationary) and the variables are

cointegrated, they admit the Granger representation6 and the ECM can be expressed as

           ∑ ∑
= =

−−−− +−−∆+∆=∆
m

i

m

i
CtttCitCiitCit ChEECC

1 1

*
1

*
1

*** ))(( νηγβ                              (5.6)

or, equivalently as

                       ∑ ∑
= =

−−−− +−−∆+∆=∆
m

i

m

i
EtttEitEiitEit ChEECE

1 1

*
1

*
1

*** ))(( νηγβ                             (5.7)

where Ctν and Etν are pure white noise random disturbances and CEiCiEiCi ηγγββ ,,,,  and

Eη are the parameters of the ECM. It may be noted that ))(( *
1

*
1 −− − tt ChE , which is called

the error correction (EC) term, is a measure of the extent by which the observed values

in time t-1 deviate from the long run equilibrium relationship. Since the variables are

cointegrated, any such deviation at time t-1 should induce changes in the values of the

variables in the next time point in an attempt to force the variables back to the long run

equilibrium relationship. The coefficients Cη  and Eη  of the error correction term in the

two equations (which measure the rate of this adjustment process) are therefore called the

adjustment parameters and are expected to be positive.  The parameters Ciγ ’s in equation

(5.6) and Eiβ ’s in equation (5.7) determine the nature of causality between C and E.

More specifically, if 0≠Ciγ  for at least one ),1( mii = and 0=Eiβ for all ),1( mii = , then

E  is said to Granger cause C. On the other hand, if 0=Ciγ  for all ),1( mii = and 0≠Eiβ

for at least one ),1( mii = , then C is said to Granger cause E. In case 0≠Ciγ and 0≠Eiβ

for at least one ),1( mii = , the causality between C and E is defined to be bi-directional.

                                                          
6 See Hamilton (1994) for details.
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Finally, when 0=Ciγ  and 0=Eiβ  for all ),1( mii = , Granger causality between C and E

is said to be absent7. The absence of Granger Causality for cointegrated variables requires

the additional condition that the speed of adjustment coefficient be equal to zero. In this

set up, statistical significance of the estimated adjustment parameters Cη  and Eη should

help qualify further the nature of causality relationship between C and E. Thus, for

example, if :0H 0=Eiβ for mi ,1= , Eη =0 is not rejected and at the same time

:0H 0=Ciγ  for all ),1( mii = , Cη =0 is rejected, one should interpret such a result as

corresponding to a situation in which the time path of  C is autonomously determined and

that of E being caused by C. Other possible results may be interpreted in a similar manner

(see Glasure and Lee (1997) and Asafu-Adjaye (2000) for details).

5.3. The Results

The empirical exercise reported in this chapter has been done separately for each

of these country-groups based on the bivariate panel data sets for the individual country-

groups8. In this context, it may be mentioned that here the countries have been grouped

essentially keeping in view their geographic contiguity. Since such a grouping of

countries does not guarantee that all countries of a group have comparable levels of

economic development (and the same nature of cointegration between PCGDP and

PCCO2), the possibility that the country-group level cointegration results may be biased

and distorted due to pooling of heterogeneous units into the same group cannot be ruled

                                                          
7 For the form of null hypotheses that have been tested to detect the nature of causality in the ECM set up, see Section
A.3 of the Appendix.
8 It may be mentioned that the states/regions covered by the erstwhile U. S. S. R. have been left out of this exercise
because past data for these states/regions are not available. It should be noted that these states/regions/countries are
more or less in a comparable state of economic development.
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out, in principle. To verify whether the specific country-grouping that has been

considered in the present exercise has significantly affected the results reported, the test

of cointegration has been performed on a rearranged panel data set as well, which is

based on an alternative set of country-groups formed using a rule that is econometrically

more satisfactory. The results of the test of stationarity of variables and the subsequent

test of cointegration for this alternative country-grouping are presented in Table 5.69.

  Table 5.1. Results of Panel Unit Root Test: IPS t statistic by Country-group
With Time Trend Without Time Trend

t-bar for t-bar for
Country  Group

income emission
Critical Value

(5% level) income emission
Critical Value

(5% level)
Africa
North America
Central America
South America
America
Japan
Asia(excl. Japan)
Asia
East Europe
West Europe
Europe
Oceania
World

-0.289
-0.330
2.109
1.912
2.611
NA

-0.734
-0.842
3.238
-0.701
1.093
-0.250
1.306

-0.376
0.486
1.025
0.980
1.498
NA

-0.250
-0.307
1.308
-0.605
0.167
-0.488
0.402

-2.45
-2.94
-2.60
-2.60
-2.47

-2.56
-2.54
-2.74
-2.52
-2.47
-2.84
-2.32

2.469
0.296
-0.038
1.210
0.880
NA

6.068
5.757
-0.592
3.283
2.491
0.949
5.526

0.664
-1.384
-0.302
0.949
0.019
NA

2.351
2.075
-2.123
0.022
-1.090
0.293
0.715

-1.82
-2.30
-1.99
-1.99
-1.84

-1.94
-1.92
-2.12
-1.89
-1.84
-2.21
-1.68

Note: 1. Im et al (2003) provide Tables of critical values of Panel unit root test statistic for selected combinations of N and T values.
The critical values shown in the present Table have been derived from the original Tables by interpolation wherever required. 2. NA
denotes not available. For Japan, a single country, the panel unit root test was not applicable. Hence no result is shown against Japan.

Table 5.1 presents the country-group-specific results of unit root test for logarithm

of PCGDP and logarithm of PCCO2 based on the IPS method. In each case the test has

been done twice – viz., once assuming presence of a deterministic time trend in the data

generating process and again assuming absence of such a trend. The results show that at 5

per cent level of significance the null hypothesis of unit root cannot be rejected in any of

the cases, except for income for Eastern Europe when presence of a deterministic time

                                                          
9 We are grateful to an anonymous referee who pointed out this possibility and suggested the econometric
classification rule that has been mentioned above.
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trend in the data generating process is not assumed10. One may thus conclude that the

country-group-specific time series of both the variables under consideration are by and

large non-stationary. A repetition of the same test on the first-differenced data set results

in rejection of the null hypothesis of unit root in all the cases. The results of unit root test

thus indicate that the country-specific time series of both income and emission are

integrated of order 1(i.e., they were I(1), symbolically).

                                         Table 5.2. Results of cointegration Test: IPS t statistic by country-group
  without time trend          With time trendCountry  Group
 income    emission

critical
 value    income   emission

critical
  value

Africa
North America
Central America
South America
America
Japan
Asia(excl. Japan)
Asia
East Europe
West Europe
Europe
Oceania
World

-0.880
-0.608
-2.015**
-0.846
-2.112**
NA
3.428
3.052
-2.089
0.572
-0.603
-0.363
-0.696

-2.571***
-2.182
-2.263***
-1.091
-2.919***
NA
-0.054
-0.398
-3.523***
-2.484***
-3.958***
-0.978
-5.203***

-1.82
-2.30
-1.99
-1.99
-1.84

-1.94
-1.92
-2.12
-1.89
-1.84
-2.21
-1.68

-2.643***
-1.665
0.905
-1.384
-0.825
NA
-1.862
-1.879
-2.237
-3.088***
-3.802***
-0.922
-4.697***

-4.18***
-0.567
-2.524*
-2.123
-3.304***
NA
-1.543
-1.513
-4.649***
-3.935***
-5.784***
-1.520
-7.744***

-2.45
-2.94
-2.60
-2.60
-2.47

-2.56
-2.54
-2.74
-2.52
-2.47
-2.84
-2.32

                              Note: *, ** and *** denote the significance level at 10%, 5% and 1%, respectively. Critical values shown
                                                correspond to the 5% level of significance. NA denotes “Not Applicable”.

In the next step, we have examined whether or not for individual country-groups

the null hypothesis that income and emission are not cointegrated may be rejected. As

explained in the Appendix B, the bivariate Engle-Granger methodology of

cointegration11 and the IPS unit root test procedure has been used for this examination.

The results of these tests are presented in Table 5.2. Following the Engle-Granger

                                                          
10 In this case the test turned out to be marginally significant at the 5 per cent level in the without time trend case and
was non-significant in the with time trend case. Such a result may be possible only if an increasing (decreasing)
deterministic time trend gets canceled with a decreasing (increasing) stochastic time trend.
11 In Engle and Granger's (1987) original definition, cointregation relates to a linear relationship between non-
stationary variables. Holtz Eakin and Selden (1995) show an empirical evidence of such a linear relationship between
per capita income and CO2 emission. In the present exercise, we also find a significant relationship between income
and emission.
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convention, for each country-group we have tested cointegration twice, viz., once treating

income as the dependent variable and emission as the independent variable and again

interchanging the dependent-independent status of these two variables. The entries under

the column heading income (emission) are the computed IPS t-statistic values for the

cointegration unit root test when income (emission) is taken as the dependent variable.

Here also in each case the cointegration test12 has been done twice – viz., once assuming

presence of a deterministic time trend in the residuals of the cointegrating regression

equation and again without making such an assumption. In Table 5.2 country-group-

specific values of these four test statistics are presented.

Table 5.2 may be summarized as follows: The results of cointegration appear to

be sensitive to whether or not presence of a deterministic time trend in ite ’s (i.e., the

regression residuals defined in relation (C.3) of the Appendix B) is assumed. When ite ’s

are assumed not to contain a deterministic time trend, in most of the cases the result of

cointegration is observed to depend upon whether income or emission is taken as the

dependent variable. Exceptions are Central America, America as a whole and Eastern

Europe. In all these cases the null hypothesis of no cointegration is rejected irrespective

of whether income or emission is used as the dependent variable. In contrast, when

presence of a deterministic time trend in ite ’s is assumed, the cointegration results

obtained by treating income as the dependent variable are seen mostly to agree with the

                                                          
12 That is, the unit root test of the residuals of the estimated long run relationship between y and x.



                                                                                    85

corresponding results obtained by treating emission as the dependent variable13. Thus, in

this case, irrespective of whether emission or income is taken as the dependent variable,

the null hypothesis of cointegration is not rejected for Africa, Western Europe, Europe

and the World. In other words, for these country-groups time series of income and

emission seem to obey a long run equilibrium relationship. For North America, South

America, Asia, Asia excluding Japan and Oceania, on the other hand, the null hypothesis

of cointegration is rejected. For the remaining country-groups (viz., Central America,

America and Eastern Europe), the null hypothesis of cointegration is not rejected when

emission is taken as the dependent variable, but it is rejected when income is taken as the

dependent variable.

Next, using the country-group-specific panel data, we have estimated the

alternative versions of the ECM - viz., equation (C.5) and (C.6) of the Appendix B, which

henceforth we shall refer to as models I and II, respectively. This estimation has been

done only for those country-groups for which the null hypothesis of cointegration is not

rejected (viz., Africa, Central America, America as a whole, Eastern Europe, Western

Europe, Europe as a whole and the World). In case of each of these country-groups, the

ECM is estimated using three different econometric specifications of the panel data

regression equation – viz., ordinary least squares (OLS), fixed effects (FE) model and

random effects (RE) model14. As our results show, the FE model turns out to be the

                                                          
13 It is well known that in Engle-Granger methodology the result of the cointegration test may be sensitive to the choice
of the dependent variable of the cointegration regression in case of not large enough samples. The power of the unit
root test may also depend on whether or not a deterministic trend is present in the data generating process and has been
incorporated in the regression model used to test unit root. When the regression model estimated for testing unit root
contains a deterministic trend component and the test rejects the null hypothesis of presence of a unit root, that may be
a sufficient indication of absence of a unit root (see, Enders (1995) pp. 254-258).
14 OLS is known to be generally inefficient for panel data regression estimation. Choice between FE and RE depends
upon whether or not the null hypothesis αα =iH :0 for ,,...,2,1 Ni = is rejected, where iα denotes the intercept

for the ith unit. FE is chosen when H0 is not rejected. For detail discussion see Baltagi (1999) and Hsiao (1986).
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appropriate choice for almost all the country-groups. The country-group-specific

estimates of the regression coefficients of the two versions of the fixed effects ECM (viz.,

models I and II) are presented in Table 5.3.

Table 5.3. Estimated parameters of the ECM for country-groups for which cointegration hypothesis was not
                                                                             rejected

Estimated coefficient of the explanatory variable (∆ log)Country-group
Model income_1 income _2 income_3 emission_1 emission_2 emission_3    EC

   term
Africa

Central America

America

Eastern Europe

Western Europe

Europe

World

    I (3)

   II (3)

I(2)

II(2)

I(2)

II(2)

I(3)

II(2)

    I (2)

   II (2)

    I (3)

   II (2)

    I (3)

   II (3)

0.10
(2.59)
0.05

(0.31)
0.192

(2.993)
0.782
(4.11)
0.229
(5.31)
0.666
(6.09)
0.172
(2.18)
0.029
(0.22)
0.24

(4.85)
0.16

(1.12)
0.23

(5.26)
0.12

(1.10)
0.12

(5.45)
0.26

(3.54)

0.10
(2.56)
0.21

(1.31)
0.019
(0.3)
0.152
(0.81)
-0.02

(-0.45)
0.191
(1.71)
-0.056
(-0.72)
0.145
(1.11)
-0.18

(-3.62)
0.08

(0.59)
-0.13

(-2.92)
0.11

(1.06)
0.03

(1.55)
0.27

(3.76)

-0.07
(-1.79)
-0.18

(-1.12)
-

-

-

-

0.205
(2.7)

-

-

-

0.08
(1.81)

-

-0.03
(-1.47)
-0.02

(-0.32)

0.00
(0.02)
-0.20

(-4.59)
0.004
(0.18)
-0.4

(-5.97)
0.012
(0.7)
-0.36

(-8.14)
0.052
(1.09)
0.014
(0.19)
0.04

(1.97)
0.05

(0.98)
0.04

(2.32)
0.07

(1.52)
0.02
(1.9)
-0.22

(-9.40)

-0.00
(-0.25)
-0.08

(-1.72)
0.016
(0.8)

-0.281
(-4.7)
0.011
(0.68)
-0.238
(-5.76)
-0.138
(-2.98)
-0.018
(-0.24)
-0.04

(-2.12)
-0.07

(-1.23)
-0.06

(-3.30)
-0.04

(-0.97)
-0.00

(-0.12)
-0.09

(-4.06)

-0.02
(-1.92)
-0.17

(-4.12)
-

-

-

-

-0.018
(-0.37)

-

-

-

-0.02
(-0.76)

-

-0.01
(-1.66)
-0.12

(-5.44)

-0.09
(-4.77)
-0.26

(-7.95)
-0.0906
(-2.62)
-0.186
(-3.42)
-0.059
(-3.16)
-0.091
(-3.28)
-0.083
(-4.58)
-0.132
(-4.85)
-0.03

(-3.33)
-0.03

(-1.74)
-0.04

(-4.89)
-0.07

(-4.00)
-0.04

(-5.33)
-0.17

(-11.12)
  Note: 1. Figure in brackets in the “model” column indicates the optimum number of lagged variables used as regressors in the ECM
as determined for the given data set. 2. For each country-group and model the first row of 3rd to 9th column gives the estimated
coefficients. The corresponding figures in brackets in the next row of these columns are the corresponding t-ratios.

It may be noted that the estimated adjustment parameters (i.e., the coefficient of

the EC term) in Table 5.3 are all statistically significant with the expected negative sign

(in all cases except for Western Europe when emission is taken as the dependent

variable). Since in all these cases income and emission are cointegrated, such a result is

only to be expected. This is because of the following reason: as the pair of variables is



                                                                                    87

cointegrated, over a long period of time they tend to move in unison always trying to be

on the long run equilibrium relationship.

As is well known, the ECM tries to explain the observed short run variations of

the dependable variable in terms of variations of the lagged value of the dependent

variable and the other explanatory variable of the model. Following the explanation given

in Section 5.2 and the Appendix B, the nature of Granger causality between the variables

under study underlying the given data set may be examined by testing null hypotheses

specifying relevant parametric restrictions on the estimated ECM (See Table 5.5a).

5.4. Interpretation of Results

In Table 5.3 the country-group/continent-specific FE estimates of the pair of ECM

equations (i.e., equations (C.5) and (C.6) of Appendix B) based on panel data are

presented. We shall now attempt to explain the results of Table 5.3 from the point of view

of causality15 due to short run fluctuations along with long run equilibrium relationship.

As is well known, the ECM describes the short-run dynamics of the variables of a system

when the concerned variables violate the equilibrium relation(s) governing their long run

movements.

The dependent variables of equation (C.5) and (C.6) of Appendix B are tr  and *
tr

measuring growth rate16 of income and emission, respectively. So, in general, we may

write equation (C.5) as tty

T

j
jtj

T

i
itit uECrrr 11

1

*
1

1
1

1211

+++= −
=

−
=

− ∑∑ ηβα  and equation (C.6) as

                                                          
15 It should be noted that in our earlier study (i.e., Chapter 4) we found significant causality between income and
emission using GCT. That result remains the same in this study when short run movements are considered, but differ
when long run movements are also taken into account.
16 tt rPCGDPy =∆=∆ )ln(  and *)2ln( tt rPCCOx =∆=∆ .
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ttx

T

j
jtj

T

i
itit uECrrr 21

1

*
2

1
2

*
2221

+++= −
=

−
=

− ∑∑ ηβα , where EC denotes the error correction term,

tu1 and tu2 are white noise error terms. As we have already seen, the estimated coefficient

of the EC term in Table 5.3 are statistically significant with an expected negative sign (in

all cases except for Western Europe for which significance level is low (viz., 10%), when

emission is taken as the dependent variable). Now, for a specific country-group these

equations take specific form depending on the statistical significance of the individual

parameters of the above pair of equations. We discuss these cases below and also

examine their implications for short run movement from the point of view of causality.

Consider first the case of Africa for which not all the estimated parameters are

significant. We have ttyttt uECrrr 112211 +−+= −−− ηαα , 0,, 21 >yηαα  and

ttxttt uECrrr 21
*

33
*

11
* +−−−= −−− ηββ ; 0,, 31 >xηββ . Thus, tr  and *

tr  follow autoregressive

processes and are autonomous in short run, although a statistically significant long run

relationship exists between them.

For both Central America and America as a whole, we have ttytt uECrr 1111 +−= −− ηα  and

ttxtttt uECrrrr 21
*

22
*

1111
* +−−−= −−−− ηββα ; ,1α 0,, 21 >xηββ . Here, tr , which follows a

first order autoregressive process, is clearly autonomous. On the other hand, *
tr

significantly depends upon both 1−tr  and its own past values. Thus, we have a case of

income to emission causality in the short run.

Next, let us consider the cases of Western Europe. We have

ttyttttt uECrrrrr 11
*

22
*

112211 +−−+−= −−−−− ηββαα ; ,, 21 αα 0,, 31 >yηββ  and
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ttxt uECr 21
* +−= −η  (here the coefficient of EC term is significant at 10% level). These

results suggest that the rate of growth of emission has reached a stage of stationarity

maintaining a long run equilibrium relationship with the rate of growth of income, but in

short run tr  significantly depends on both its own past value and *
1−tr . This implies that

any shock in *
1−tr  will cause a corresponding shock in tr . Hence, we have a very specific

kind of emission to income reverse causality for Western Europe.

Finally, we have ttytttt uECrrrr 11
*

223211 +−−+= −−−− ηβαα ; 0,,, 221 >yηβαα  for

East Europe and ttyttttt uECrrrrr 11
*

22
*

112211 +−−+−= −−−−− ηββαα ; 0,,,, 2121 >yηββαα

for Europe as a whole; and ttxt uECr 21
* +−= −η  for both. Thus, here the growth rate of

emission is stationary with a long run equilibrium relationship. Growth rate of income,

being dependent on the growth rate of emission, is also stationary, but any shock in

emission growth rate *
tr  is likely to cause a fluctuation in the income growth rate. Hence,

in these cases also there is a reverse causality from emission to income. However, in

these cases the emission to income causality is supplemented by an additional

autoregressive effect of income growth. This means that a sudden drop in the emission

rate will cause not only a corresponding immediate negative shock in the income growth

rate, the effect will linger due to the significant autoregressive element that governs the

income growth rate.

Now, let us see the long run income-emission relationship (as given by the

estimated cointegrating vector, viz., (1, -b0, -b1)) and also the speed of adjustment (η ) for

different country-groups. As is well known, the cointegrating vectors give the long run

relationship between income and emission for individual country-groups. The
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cointegrating vectors17 for Africa, Central America, America as a whole, Eastern Europe,

Western Europe, Europe as a whole and the World as a whole are presented in Table 5.4.

       Table 5.4: Country-group-specific estimated cointegrating relationships in the form

             itit xbby 10 +=  and itit ybbx ′+′= 10

Dependent variable: y Dependent variable: xCountry-group
-b0 -b1 -b0

' -b1
'

Africa

Central America

America

Eastern Europe

Western Europe

Europe

World

-7.88
(.0262)
-8.39

(.0231)
-8.53

(.0112)
-8.33

(.0393)
-8.71

(.0206)
-8.58

(.0205)
-8.46

(.00898)

-0.36
(.00927)

-0.46
(.0149)
-0.54

(.00779)
-0.36
(.046)
-0.45

(.0214)
-0.48
(.022)
-0.55

(.00476)

15.076
(.3214)
14.13

(.4209)
14.0

(.192)
5.59

(.7477)
8.78

(.4539)
7.02

(.3483)
12.96

(.1049)

-1.80
(.0459)
-1.65

(.0535)
-1.63

(.0237)
-0.697
(.0884)
-1.05

(.0502)
-0.86

(.0392)
-1.51

(.0131)
   Note: Figures in parentheses are standard errors. All the estimated coefficients are statistically significant.

          Table 5.5a: Computed F values for test of parametric restriction on the ECM relating to the GCT
Country-group Model (lag)     OLS

regression
     FE
regression

     RE
regression

Africa

Central America

America

Eastern Europe

Western Europe

Europe

World

I(3)
II(3)
I(2)
II(2)
I(2)
II(2)
I(3)
II(2)
I(2)
II(2)
I(3)
II(2)
I (3)
II(3)

2.11
4.70**
1.30
16.67**
1.40
29.15**
3.33*
2.52
5.01**
1.73
6.15**
2.99
4.50**
24.96**

1.35
1.07
0.35
9.07**
0.36
21.50**
3.80*
0.68
4.62**
0.96
6.20**
1.37
2.82**
9.53**

1.45
1.37
0.86
13.34**
0.71
24.82**
3.32*
1.75
8.22**
4.76**
6.05**
1.83
3.47**
15.46**

                        Notes: (1). Models I and II relate to the ECM equations (C.5) and (C.6) of the Appendix. (2). Figures in
                                 parentheses give the order of the ECM regression equation in terms of the maximum order of lag of variables
                                appearing as  regressors.  (3).  For model I and II the computed F value relates to the null hypothesis

                                                01 =jβ for  all j and  0=yxη and 02 =jα  for all j and 0=xyη , respectively. (4). F- values marked by

 * and ** are significant at 5 and 1 per cent level, respectively.

                                                          
17 In Table 5.4, for every individual country-group a pair of cointegrating vectors has been reported. These have been
obtained by changing the status of dependent and independent variables. Standard normalization process slightly differs
in these cases because of the presence of country effects or some other fluctuations, although both the variable are
cointegrated for individual country-groups.
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Table 5.5b: Estimated values of Error Correction term for different models in panel data.

Country-group Model Pooled(OLS) Fixed Effect Random Effect

Africa

Central America

South America

America

East Europe

West Europe

Europe

World

I

II

I

II

I

II

I

II

I

II

I

II

I

II

I

II

-0.019**
(-2.27)
-0.054***
(-3.24)
-0.012
(-0.92)
-0.022
(-1.08)
-0.031
(-1.88)
-0.025
(-1.43)
-0.015
(-1.63)
-0.02
(-1.51)
-0.008
(-1.44)
-0.026***
(-3.48)
-0.002
(-0.93)
-0.027***
(-2.98)
-0.011***
(-3.05)
-0.027***
(-4.4)
-0.012***
(-3.71)
-0.028***
(-4.26)

-0.087***
(-4.77)
-0.263***
(-7.95)
-0.091***
(-2.62)
-0.186***
(-3.42)
-0.076***
(-2.68)
-0.073**
(-2.36)
-0.059***
(-3.16)
-0.091***
(-3.28)
-0.083***
(-4.58)
-0.132***
(-4.85)
-0.028***
(-3.33)
-0.034*
(-1.74)
-0.042***
(-4.89)
-0.069***
(-3.99)
-0.038***
(-5.33)
-0.166***
(-11.12)

-0.027***
(-2.7)
-0.125***
(-5.36)
-0.015
(-1.06)
-0.033
(-1.37)
-0.033
(-1.93)
-0.032
(-1.63)
-0.016
(-1.7)
-0.025
(-1.71)
-0.023**
(-2.45)
-0.043***
(-3.43)
-0.022***
(-3.63)
-0.029**
(-2.57)
-0.012***
(-3.13)
-0.03***
(-4.16)
-0.015***
(-3.94)
-0.056***
(-6.38)

Note: Figures in parentheses are t-ratios.  Estimated coefficients significant at 1%, 5% and 10%
          level are  marked with `***', ** and `*'  , respectively.

The computed F values for tests of parametric restriction on the ECM relating to GCT are

given in Table 5.5a. The parameters η y and η x in Table 5.5b are interpreted as the speed

of adjustment coefficients which measure the speed at which the values of yt and xt come

back to long run equilibrium levels, once they violate the long run equilibrium

relationship. These parameters are of particular interest as they have important

implications for the dynamics of the system. The negative sign of the estimated speed of

adjustment coefficients are in accord with the convergence toward long run equilibrium.
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The larger the value of η , stronger is the response of the variable to the previous period’s

deviation from long run equilibrium, if any. As the results show, η  is large for Africa

(26.3%) and Central America (18.6%) compared to what it is for Western Europe (2.8%).

This implies that in the case of Western Europe any deviation from long run equilibrium

of the value of yt and xt requires a much longer time for the equilibrium to get restored.

Since all the η ’s are statistically significant for all country-groups in both the models, a

change in one variable is expected to affect the other variable through a feedback system.

This implies more or less a bi-directional causal relationship between income and

emission for all the country-groups. It may be pointed out here that if the EC term is

dropped from the ECM equations (C.5) and (C.6), these equations reduce to VAR

equations in difference which are used to test Granger causality. In Chapter 4, GCT was

performed using such equations. It may be noted that since the ECM contains the EC

term additionally, the nature of causality inferred from the estimated ECM (when the

estimated coefficient of the EC term turns out to be statistically significant) may be

qualitatively different from that obtained by using the standard GCT. This is so,

essentially because whereas the GCT considers only the nature of dependence between

the variables in the short run movements, the ECM-based causality takes into account the

deviation from long run equilibrium as well.

In this context, it may be mentioned that since the data sets used here are

essentially cross-country panel data, the problem of spatial dependence may be a

possibility. As is known, the issue of spatial dependence is also important to the panel

unit/cointegration tests (Breitung and Pesaran (2005), Gengenbach et al. (2004, 2005)).

However in the present case, the problem of spatial dependence may not be a serious one
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essentially because in the present data set (per capita) emission data points are not

contiguous and spread over the whole world. However in this context, an alternative set

of country-groups has been formed using a satisfactory econometric rule (will be

discussed later) to verify the test of panel unit root/ cointegration.

As mentioned earlier, there is a possibility that the country-group-specific results

reported above are confounded by the heterogeneity of the countries falling into

individual country-groups formed on the basis of geographic contiguity. To examine

whether it is indeed so, we have considered an alternative grouping of countries such that

countries having similar short run interrelationship between income and CO2 emission are

clubbed together and repeated all the exercises discussed above for these country-groups.

In what follows next, these results are reported.

     Table 5.6: Results of the exercise based on the alternative country-grouping

                 I: Results of Panel Unit Root Test (IPS t )
Without time trend With time trend

Country-
group

income emission income emission
Bottom30

Middle28

Top30

-0.27

0.04

0.47

-1.66

-2.49**

-1.44

2.32

1.03

0.67

-1.11

0.41

1.74

II: Results of Panel Cointegration Test (IPS t )
Bottom30

Middle28

Top30

-2.82**

-5.02**

-4.38**

-3.34**

-4.89**

-4.05**

-2.62**

-3.40**

-0.29

-5.23**

-4.11**

-0.21
      Note: ** denotes significant at 1% level.

Let us first briefly explain the way the alternative country-groups have been

formed. We have estimated the ECM equation (5.6) by country, arranged the 88 countries

in ascending order of value of the country-specific estimated value of cβ  and then formed
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three country-groups comprising the countries having the lowest 30, middle 28 and

highest 30 values of this parameter. The compositions of the resulting country-groups

show a fair amount of geographic clustering. For example, the bottom group contains 16

African, 6 South American, 3 Asian countries along with Czechoslovakia, Yugoslavia

and Turkey from Europe and Fiji and New Zealand from Oceania. The middle group

contains 10 Central and South American, 9 African, 5 European countries along with

India and China from Asia and Australia and Papua and New Guinea from Oceania.

Finally, the top group contains 14 European, 9 Asian, 5 American (including the U.S.A.)

countries and Egypt and Tunisia from Africa. The original panel data set has been recast

according to this country-grouping and the econometric exercises have been redone for

this recast panel data set.

The results presented in Table 5.6 are qualitatively similar to those presented

earlier. For example, the panel unit root test results show that the null hypothesis of unit

root cannot be rejected except for the middle country-group when a time trend is not

included. The null hypothesis of no cointegration is rejected in all the cases except for the

top country-group when a time trend is included. In this context, it may be recalled that,

as we have noted earlier, except for North America, South America, Asia, Asia excluding

Japan and Oceania, for all other country-groups the null hypothesis of no cointegration

was not rejected.

5.5. Conclusion

In this chapter we have reported on a study of cointegration analysis between per

capita income and CO2 emission based on a cross-country panel data set covering 88

countries and the time period between 1960-90. The results indicate presence of
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cointegrating relationship between the variables concerned for all the country-groups

considered except those of North America, South America, Asia, Asia excluding Japan

and Oceania. The subsequent analysis based on the estimation of the error correction

model done for the country-groups for which the null hypothesis of absence of

cointegration could not be rejected, suggests that whereas for the country-group of Africa

there is a bi-directional causality between income and emission and for the country group

of Central America there is an income to emission causality, for the country-groups of

Europe there seems to be a reverse causality from emission to income.

Given that temporal movements of rate of growth of both income and emission

are by and large stationary and more importantly that whereas for Central America the

income growth rate is autonomous or exogenous, for the European country-groups it is

the emission growth rate which turns out to be exogenous, the implications of these are

interesting and important from the point of view of management of the global level of

CO2 emission.

In this context, it may be mentioned that a possible means of transferring the load

of emission from the developed to the developing countries is through outsourcing of

emission-intensive production. In fact, as Hettige et al (1992) and Agras and Chapman

(1999) have shown, the degree of openness of a country (as measured by the value of

total trade relative to the country’s GDP) may influence the direction of income-emission

causality. International trade may affect the nature of this causality through other routes

as well. For example, a highly open economy, because of its easy access to fuel through

international trade, may not face the fuel supply constraint and hence the income to

emission causality may not get reversed. To see the efficacy of the openness of an
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economy for its income-emission causality pattern, we also have done a supplementary

exercise in which openness of a country-group (measured as the ratio of value of trade to

GDP) is included as an exogenous explanatory variable in the income-emission

relationship estimated18. Our results suggest that openness19 reduces CO2 emission in

Western Europe and Europe as a whole, where as it increases emission in Africa, Central

America. These results thus apparently reinforce the Hettige et al and Agras and

Chapman findings mentioned above and lend support to the so-called Pollution Haven

hypothesis (PHH). However, needless to mention, the country specific characteristics

determine the comparative advantage, which influence the trade patterns and thereby

pollution level of a country. Recently trade theorists have suggested that the interaction of

relative factor abundance and environment policy may have a significant effect on the

pollution level of a country. Antweiler et al. (2001) have used the interaction of openness

with relative income per capita and relative capital-labour ratio as explanatory variables

in their analysis. Their estimated effect of these interactions turn out to be small,

suggesting perhaps that the PHH and factor endowment hypothesis (FEH) counteract and

tend to offset each other (Copeland and Taylor 2004). Incorporating the above mentioned

interaction terms into our analysis, we find that our results no longer support the PHH20.

In this context it may be mentioned that in a study of the effect of trade between the USA

and China on the level of pollutions of these countries, both the PHH and FEH are

rejected, which perhaps means that whether trade would explain pollution remains an

unresolved puzzle (Temurshoev (2006)).

                                                          
18 This measure of openness is given in the Penn World Table for individual countries for each year.
19 Hettige et al. (1992) find that toxic intensity decreases with openness of the economy, but the growth rate of the toxic
intensity of manufacturing increased in the poorest countries.
20 Carbon dioxide emissions are particularly problematic in this context because they are (a) transboundary
and (b) are generated to a large extent by households and transportation rather than industry.



Chapter 6

Carbon Dioxide Emission and Income: A Temporal Analysis of Cross-

Country Distributional Patterns 
6.1. Introduction

In Chapter 5, existence of a cointegrating relationship between income and

emission of CO2 for different country-groups of the World was examined using a cross-

country panel data set and it was found that such a relationship generally exists. The

existence of an equilibrium income-emission relationship for individual country-groups

suggests existence of a corresponding relationship between the inter-country disparities in

the levels of income and CO2 emission. In this chapter, we explore the relationship

between the patterns of cross-country distribution of income and CO2 emission and

temporal shifts in such a relationship. To be specific, here we study how the pattern of

cross-country income distribution1 may have affected the global environment through its

effect on the corresponding cross-country distribution of CO2 emission. As we shall spell

out, our primary objective here is to see whether and to what extent a change in the cross-

country income distribution pattern may result in a change in the shape of the income-

emission relationship and also the corresponding cross-country distribution pattern of

CO2 emission.

In the EKC literature environmental quality is expressed as a function of the level

of income alone, ignoring the potential role that the pattern of income distribution may

play in the determination of the level of environmental quality. Some recent studies,

however, have brought explicitly distributional issues into the study of income-

                                                          
1 Generally, by income distribution we mean that national income of a country is distributed among the individuals
within the citizens of the country. There is a great difference between the distribution within country and between
countries.
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environmental quality relationship. For example, Torras and Boyce (1998) concluded that

the distributional inequality of income and/or power may be an important determinant of

the level of environmental degradation and a lower distributional inequality of income

would result in a lower level of environmental degradation2. Following a public good

choice approach, they argued that the society's decision about the level of environmental

degradation would emerge on the basis of relative strengths of different interest groups as

reflected by the pattern of distribution of income and social power across these groups

and the extent of inequality there in. Redistribution of income may affect a society's

demand for environmental quality through other routes as well (Magnani, (2000)). For

example, a change in income distribution may bring in a new pattern of consumer

demand fulfillment of which may have important environmental quality consequences

(Grossman and Krueger (1995)). A more equitable income distribution may, by

contributing to social harmony, also help create public opinion in favour of investment

required for improving environmental quality. In this context, it may be mentioned that

measures such as wider literacy, greater political liberty and civil rights that promote a

more equitable distribution of income and hence of power may help improve

environmental quality in poor countries. In fact, in Torras and Boyce (1998), literacy,

political liberty and civil rights turned out to be better proxies for power inequality and

the effect of inequality on environmental quality worked out to be stronger in poorer

countries. 

On the whole, studies on EKC that explicitly recognise income distribution as an

explanatory factor seem to agree on at least two points, viz., (1) distributional issues are 

                                                          
2 Scruggs (1998), however, has challenged this conclusion on both theoretical and empirical grounds.
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important determinants of environmental quality and (2) a lower inequality is good for

the quality of environment in the long run. Thus, Kuznets’ original hypothesis of an

inverted-U shaped relationship between income inequality and mean level of income can

be an additional channel through which economic growth may influence the

environmental quality. The specific mechanism through which income inequality may

affect the income-environment relationship can be the differential marginal propensities

to pollute (MPP) of the rich and the poor. 

The phenomenon of income distribution may also be relevant in a discussion of

inter-country variation in the levels of pollution and the pattern of its temporal variation,

as has been done in this chapter based on the cross-country time series data on per capita

CO2 emission. For example, if MPP is higher for poor countries than what it is for rich

countries, a greater inter-country income inequality should raise the aggregate pollution

level for any given level of all-country mean income. In fact, looked from this angle, an

improvement of the world income distribution may result in a deterioration of

environmental quality (Ravallion et al, (2000))3. It should, however, be mentioned here

that the pattern of temporal variation of inter-country distribution of CO2 emission is

likely to be affected significantly through an altogether different mechanism – viz.,

divergence or convergence of the country-specific income growth rates. From that

macroeconomic perspective, explanation of observed temporal variation of inter-country 

                                                          
3 Some economists maintain the optimistic view that individual preferences of the rich people eventually
lead to a ‘virtuous circle’ relationship between rising income and environmental degradation. Empirical
evidence from cross-country comparisons suggests that economic growth in poor countries entails
worsening environmental outcomes. For a few environmental indicators, the evidence also suggests that the
direction of the relationship is eventually reversed so that with enough growth environmental outcomes
may ultimately begin to improve. The existence of such non-linearity in the cross-country relationship
between environmental indicators and average incomes has implications for the relationship between
income/emission inequality and environmental outcomes. Here we focus on those implications.
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distribution of CO2 emission should be attempted by bringing in factors that are likely to

explain inter-country disparity in income growth rates (and hence inter-country

distributional inequality of income) like, degree of openness of economies and extent of

trade liberalization, diffusion of technological knowledge etc.(Barro and Sala-I-Martin

1995, chapter 12, p414 - 461). However, no such analysis has been done here and our

objective here is rather humble, viz., to examine econometrically to what extent the

temporal variations of mean per capita distribution of CO2 emission level, inter-country

distributional inequalities of distribution of per capita CO2 emission and per capita

income are significantly related. 

Thus, in this chapter we examine three things - viz., whether the cross-country

income distributional inequality of individual country-groups has any significant effect

on the corresponding mean level of CO2 emission of the country-groups, how the cross-

country distributional inequalities of income and CO2 emission are related and also how

these observed distributional relationships may have changed over time. This analysis has

been done mostly by applying the technique of concentration curve4 analysis (Aitchison

and Brown, 1957) to the cross-country panel data set on per capita income and CO2

emission described in section 4.3 of chapter 4. In what follows, we explain first the

methodological framework that has been used to link up the distributional inequality of

income with that of the environmental variable concerned and then present the empirical

results of our analysis. 

                                                          
4 See also Kakwani (1980) for a comprehensive discussion on these measures.
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The chapter is organized as follows: Section 6.2 presents the conceptual and

methodological framework of the analysis. The empirical results are presented in Section

6.3. Finally, in Section 6.4 some concluding observations have been drawn. 

6.2. EKC and the Distributional Issue

As such the statement of the EKC hypothesis makes no explicit reference to the

income distribution. However, in the discussion of income-environmental quality

relationship, income distribution may enter through either or both of the following two

routes. First, as already mentioned, treating environmental quality as a non-excludable

public good and following the public choice approach, one may argue that the observed

level of environmental quality is determined by the relative powers of various interest

groups of the society, where the power distribution may be closely related to income and

other relevant socio-economic inequalities. Alternatively, one may regard environmental

quality as a private consumption good and visualize the environmental quality-income

relationship as an engel curve for the former. As preference for environmental quality is

expected to change systematically with income, one would expect the engel curve for

environmental quality to be a nonlinear one, having a negative slope at lower levels of

income and a positive slope beyond a threshold income level - thus suggesting that as an

item of consumption, environmental quality changes its status from a luxury/necessary to

an inferior good with the rise of income. Thus, as Beckerman (1992) puts it, if someone

wants “a better environment,” (s)he has to “become rich.” This may be true for an

individual, a household, a country or a nation or the human society as a whole. In what
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follows, we take this latter route to examine the distributional issues involved in the

income-environmental quality relationship.

Consider a society consisting of n individuals and let z denote the level of

environmental quality (measured as environmental degradation on an appropriate

continuous scale) desired or demanded by an individual who has an income level y .

Ceteris paribus, let the demand function for environmental quality be 

                                          )y(fz = ,                                                         (6.1)

where )y(f ′  measures the marginal income response of environmental quality

demanded. It is reasonable to expect )y(f ′ >0  for individuals having income below a

threshold level *y  and )y(f ′ <0 for individuals having income above *y . Without loss

of generality, let us specify this demand function to be a polynomial in the variable y and

write

                                                        .....yyz 2
210 +++= βββ .                                 (6.2)

Next, suppose the income distribution is given by the probability density

function );y(g θ , θ  being a (set of) parameter(s).  The aggregate or mean level of

environmental quality demanded is then

            .....)()();(....)()( 2
210

2
210 ++∫ +=+++= yEyEdyygyyzE βββθβββ .                     (6.3)

Thus, the mean level of environmental quality demanded depends not only on the mean

income level, but also on the higher order moments of the income distribution, in general.

If the demand function for environmental quality is such that it can be adequately

approximated by a quadratic function of y, then the mean income and relative inequality
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of the income distribution together will explain the variation in the mean level of

environmental quality demanded.

The inequality in the levels of environmental quality demanded across individuals

that is due to the inequality of the income distribution can be analysed using the

technique of specific concentration curve analysis as briefly explained below (Kakwani

(1980)). Consider 
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                                           (6.4)

which measures the cumulative share in the aggregate of environmental quality

demanded of those having income up to y. Also consider 

                        ∫=
y

0
dv);v(g)y(G θ                                                                          (6.5)

which measures the cumulative proportion of individuals having income up to y,

),0(y ∞∈ . The Specific Concentration Curve (SCC) for the variable z is then defined

implicitly as

                        0))y(G),y(G( *
zz =φ ,                                                                      (6.6)

a function that relates the cumulative share in aggregate demand for environmental

quality of those having income up to y to the cumulative proportion of individuals having

income up to y.  The SCC defined above is similar in nature to the Lorenz Curve (LC) for

y, which relates the share of aggregate income received by those having income up to y to

the proportion of population having income up to y. Formally, the LC for y is defined

implicitly as           

                                              0))y(G),y(G( *
yy =φ ,                                                  (6.7)
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where     

                                              
)Y(E

dv);v(vg
)y(G

y

0*
y

∫
=

θ
,                                                (6.8)

 i.e., the share in aggregate income of individuals having income up to y. Plotting

*
yG againstG , one gets the LC of y. Similarly, plotting *

zG against G , one gets the SCC

of z. It may be noted that the SCC, as defined above, is supposed to reflect the portion of

relative distributional inequality of z that is due to the distributional inequality of y.

As regards the shapes of these concentration curves, it is well known that the LC

is a non-decreasing convex function as the slope 
dG
dG*

y is positive and non-decreasing in y.

In the case of equal distribution, i.e., when )y(G)y(G*
y = for every y, the LC will be the

450 line, which is known as the egalitarian line or the line of equal distribution. The

SCC is also a non-decreasing function. However, the shape of the curve depends on the

nature of relationship between z and y.  Let us try to explain this. For the sake of

convenience, let us assume the demand function for environmental quality to be of the

constant elasticity form, viz., ηAyz = , where η  denotes the constant income elasticity of

demand for environmental quality. If 1>η (i.e., environmental quality is a luxury good),

both SCC and LC will be non-decreasing convex functions, but as *
y

*
z GG < for every

level of y, the SCC will lie below the LC. If 10 <<η (i.e., environmental quality is a

necessary good), then also both SCC and LC will be non-decreasing convex functions,

but the SCC will lie above the LC as *
y

*
z GG > for every level of y in this case. Thus, in

this case the SCC will lie between the egalitarian line and the LC. Finally, if 0<η (i.e.,



105

environmental quality is an inferior good), then the SCC will be a non-decreasing

concave function and lie above the egalitarian line for all levels of y.

Under the EKC hypothesis, initially z should fall as y increased and beyond the

turning point income level, z should rise with y.  In terms of engel elasticity this means

that z is a luxury or necessary below the turning point income level (y*, say) and an

inferior good above y*.  Thus, if EKC hypothesis holds, the SCC for z will intersect the

egalitarian line from below at the turning point income level. 

Figure 6.1 below gives a diagrammatic presentation of the LC, SCC and their

interrelationship. The upper part of the figure gives the LC and the SCC. The SCC

intersects the LC from below at the point S. Thus, at income levels below SY , z is a

luxury good. Next, at point T the SCC intersects the egalitarian line from below and goes

above that line. So, in the income interval ( TS Y,Y ), z is a necessary good, T being the

turning point and TY being the corresponding turning point income level. 

Figure 6.1: Lorenz Curve of income and Specific Concentration Curve for emission 
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It may be mentioned here that if the income distribution changes from year to

year, both LC and SCC will shift correspondingly, there will be a temporal drift in the

observed income-emission relationship and so the turning point income level will also

shift. A related issue of interest is the extent to which a change of the income distribution

will affect the corresponding distribution of environmental quality demanded. This issue

assumes importance in a cross-country set up for the following reason. If it is supposed

that the level of CO2 emission (or for that matter any kind of environmental degradation,

in general) is correlated with the income level, then at a specific time point the cross-

country distribution of emission level will be determined by the corresponding cross-

country income distribution. More importantly, a change in the relative inequality of the

cross-country income distribution will affect both the global (i.e., the aggregate or the

average level of emission or environmental degradation, as the case may be) level of

emission and the cross-country distributional inequality of emission. To examine this,

one may use the summary measures of relative inequality based on the LC and the SCC,

viz., the Lorenz Ratio (LR) and Specific Concentration Ratio (SCR). These measures are

defined below: 

∫−=
1

0

*
y )y(dG)y(G21LR         and            ∫−=

1

0

*
z )y(dG)y(G21SCR .               (6.9)

It may be mentioned that whereas )1,0(LR∈ with 0LR = and 1LR = signifying

complete equality and complete inequality of income distribution, respectively,

)1,1(SCR −∈ . SCR assumes the value -1 for an inferior good, all of which is consumed

by the poorest person and it assumes the value 1 for a luxury good, all of which is

consumed by the richest person of the society. In case of both LR and SCR, however, a

rise in the value of the measure signifies an increase in the distributional inequality.
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6.3. The Results

Using this cross-country panel data set described in section 4.3 of chapter 4 and

applying the LC and SCC techniques explained above, we have obtained the LC and SCC,

corresponding LR and SCR and also mean income and mean emission level for each of

the years 1960-1990 for five country-groups consisting of countries of Africa, America

(North, Central and South America pooled together), Asia, Europe and finally the World,

taken as a whole5. 

Table 6.1: Country-group-specific Summary Statistics

Country
-group 

Variables Mean Median Maximum Minimum Standard
Deviation

World

Africa

America

Asia

Europe

 
Income
Emission
LR
SCR
 
Income
Emission
LR
SCR

Income
Emission
LR
SCR

Income
Emission
LR
SCR

Income
Emission
LR
SCR

3482.94
0.96
0.57
0.53

1367.78
0.35
0.29
0.25

8163.65
2.52
0.34
0.34

1457.97
0.35
0.39
0.32

7976.71
2.02
0.19
0.13

3530.98
0.99
0.57
0.54

1491.59
0.38
0.28
0.25

8411.81
2.49
0.34
0.34

1424.36
0.37
0.39
0.34

8217.68
2.04
0.19
0.13

4457.44
1.07
0.59
0.57

1702.69
0.46
0.33
0.30

9773.19
2.86
0.37
0.37

2251.55
0.54
0.43
0.37

10920.30
2.32
0.23
0.18

2402.60
0.77
0.55
0.51

947.65
0.21
0.25
0.21

6022.21
2.21
0.32
0.32

853.14
0.18
0.27
0.15

4891.66
1.56
0.18
0.11

619.19
0.09
0.01
0.02

259.87
0.09
0.02
0.03

1161.04
0.18
0.01
0.01

426.59
0.11
0.03
0.06

1747.64
0.20
0.01
0.01

                                                          
5 The country-group-specific concentration analyses have been done by taking into account the population
size of the constituent countries.
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Let us first examine the country-group-specific summary statistics relating to

income, CO2 emission, LR of income and SCR of CO2 emission presented in Table 6.1. It

may be observed that average emission and income levels of America and Europe are

quite high and much above the global average, whereas the corresponding figures for

Asia and Africa are lower and below the global average level. This confirms the

commonly held view that developing countries contribute much less to the global CO2

emission compared to their developed counterparts. Average inequality of income6 (LR)

is lowest for Europe (19.39 per cent) and highest for Asia (38.56 per cent).

Understandably, the mean income inequality for the World as a whole is much higher

(56.61 per cent) than these figures. The average SCR is also low for Europe (13.06 per

cent) and high for America (33.82 per cent) and it is the highest for the World (53.32 per

cent). On the while, LR and SCR are low for the developed world and high for the

developing world. It may also be noted that the country-group of Africa has both the

lowest mean level and the lowest inequality of income and emission. The standard

deviations of these inequality measures for the period under study are also given in the

last column of Table 6.1 as a summary measure of variation. 

6.3.1 EKC and LR

As already mentioned, environmental quality may get affected considerably by

relevant socio-economic inequalities. Consider, for example, equation (6.3). If E(z) is

taken as a measure of mean level of emission for a country-group, then the mean level of

income and the LR of the country-group should be the basic explanatory variables of the

                                                          
6 It may be noted that here LR and SCR being based on the data on country-specific mean values of the
variables concerned, give the “between-country group” relative inequality measures.
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emission-income relationship if the country-level engel curves for environmental quality

demanded are quadratic functions of country-level mean income. 

In order to examine whether LR indeed has any significant effect on the mean

level of emission, we have done the cointegration exercise using Johansen Procedure

separately for each country-group, based on the country-group-specific time series data

set of yearly mean per capita emission, mean income and LR. The results of this exercise

are summarised in Table 6.2. 

Table 6.2: Estimated cointegrating vectors relating mean emission, mean income
and LR by country-group.

Elements of the normalized estimated
cointegrating vectorCountry

-group

Number of
cointigratin
g vectors
estimated

Mean
emission

Mean
Income

LR Intercept

World

Africa

America

Asia

Europe

1

1

1

1

2

1

1

1

1

1

1

-2.4x10-4 **
(-6.05)
-2.7x10-4 **
(-7.71)
-1.5x10-4 *
(-2.43)
-2.6x10-4 **
(-28.06)
-5.2x10-5

(-1.6)
0

-9.09** 
(-3.56)
0.28
(0.51)
17.46*
(2.39)
-0.78**
(-6.08)
14.35**
(4.6)
15.86**
(9.35)

5.26**
(3.2)
-0.11
(-0.52)
-7.58**
(-3.2)
0.30**
(6.26)
-4.66**
(-6.2)
-5.19**
(-14.72)

          Note: Figures in parentheses are the t-ratios. One and Two asterisks (*, **) indicate that an estimated coefficient 
                    is significant at 5% and 1% level, respectively.

It may be noted first that mean income, mean emission and LR are cointegrated

for all the country-groups. Except for the country-group of Europe, for all the other

country-groups there is one statistically significant cointegrating relationship and for the

country-group of Europe two significant cointegrating vectors are estimated. For this
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country-group, the effect of mean income on mean emission is non-significant, whereas

for all the other country-groups the effect of a rise in mean income, given the LR, on the

mean level of emission is positive. The effect of LR on the mean emission level, on the

other hand, is significant for all the country-groups except Africa. However, whereas for

the country-groups of America and Europe a rise in LR is expected to decrease the mean

emission level, for the country-group of Asia and the World as a whole, the effect seems

to be in the opposite direction. 

A plausible explanation of this result may be as follows. The richer countries of

America and Europe have significantly smaller marginal propensity to emit (mpe), so that

when LR rises and the income distribution shifts in favour of these countries, the mean

emission level tends to decline. Following the same argument, the richer countries of

Asia may not be having significantly smaller mpe compared to their poorer counterparts

and therefore a shift of the income distribution in their favour tends to raise the mean

emission level. These results are in line with those of Holtz-Eakin and Selden (1995),

World Bank (1992), Shafik (1994) and Sengupta (1997).

Finally, as the results for the country-group of Asia tend to suggest, the net effect

of a rise in mean income with a concurrent decrease in the LR may very well be a

decrease in the mean level of emission depending on the magnitudes of the changes in the

mean income and the LR. This is in line with the view that an equalizing income growth

across countries may help contain the level of emission globally. This may have some

policy significance so far as the management of aggregate level of emission in Asia is

concerned.
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6.3.2 SCR and LR

As already stated, in the present exercise mean emission level and mean income

level have been found to be cointegrated for all the country-groups considered. Since the

cointegrating relationship binds together the temporal movements of mean income and

emission levels, it is imperative that the cross-country distributional patterns of emission

and income would also be related to each other. A graphical examination of the temporal

movements of SCR and LR over the period 1960-90 for different country-groups also

confirmed this conjecture. For a closer examination we therefore have performed a

cointegration analysis involving the three variables SCR, LR and mean income level

separately for each of the country-groups. 

Table 6.3: Estimated cointegrating vectors relating SCR, mean income and 
LR by country-group.

Elements of the normalized estimated cointegrating
vectorCountry

-group

Number of
cointegrati
ng vectors
estimated SCR Mean Income LR Intercept

World

Africa

America

Asia

Europe

1

2

1

3

1

1

1

0

1

1

1

0

1

-0.97x 10-5 **
(-3.23)
-5.0x10-5 **
(-17.86)
1

0.12x10-5 **
(8.88)
-7.5x10-5 **
(-6.88)
0

1

0.25x10-5 *
(1.78)

-1.84
(-1.41)
-1.05**
(-31.76)
18724.02*
(1.92)
-1.02**
(-84.2)
-2.15**
(-15.19)
-1.08*
(-2.41)
14228.68*
(2.34)
-0.32
(-1.34)

0.54**
(6.58)
0.12**
(10.63)
-7307.69*
(-2.43)
7.7x10-4

(0.19)
0.65**
(10.59)
0.088
(0.48)
-7446.02**
(-2.96)
-0.092
(-1.66)

Note: Figures in parentheses are the t-ratios. One and Two asterisks (*, **) indicate that an estimated coefficient 
              is significant at 5% and 1% level, respectively.
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The results of this cointegration analysis are presented in Table 6.3.  It may be

mentioned first that for all the country-groups at least one statistically significant

cointegrating vector is found. Whereas the number of cointegrating vectors for the

country-groups of America, Europe (and also the World as a whole) is found to be one,

the number of such vectors for Africa and Asia are found to be two and three,

respectively. For both Africa and Asia one of the estimated cointegrating vectors does not

involve the SCR (implying thereby that this vector defines a relationship between mean

income level and LR only). Of the remaining two cointegrating vectors for Asia, one

involves all the three variables while the other involves SCR and LR but not mean

income. 

Let us next consider the nature of dependence of SCR on the remaining variables

as reflected by the relevant estimated cointegrating vectors. The patterns of dependence

of SCR on LR and mean income for the country-groups of America and Asia are

qualitative similar to those of Europe and Africa, respectively. Thus, for example, for

America and Europe, a rise in mean income level, given LR, would reduce SCR and a rise

in LR, given the mean income, would raise SCR. The partial effect of LR on SCR is

however numerically stronger for America compared to that for Europe (which may be

primarily due to much greater heterogeneity of the countries falling into the country-

group of America). In case of Africa and Asia, on the other hand, a rise in mean income

level, given LR, would bring down SCR and a rise in LR, given the mean income, would

raise SCR. Briefly thus, whereas for every country group LR affects the corresponding

SCR, the nature of the effect is qualitatively different for the developing and developed

country-groups.
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6.3.3 Evidence on existence of a Turning Point

As we have already explained, if the SCC intersects the egalitarian line from

below, such an intersection signifies that emission or environmental degradation becomes

an inferior good at income levels above the one that corresponds to this point of

intersection. This latter income level is known as the turning point in the EKC literature.

In terms of the EKC, the emission level start declining with income along the EKC once

the turning point income level has been crossed. In other words, existence of a turning

point on an empirical EKC is indicative of environmental improvement7. We have

investigated the existence of turning point for individual country-groups by checking

numerically if the empirical SCC intersected the egalitarian line. This exercise has been

done for all the country-groups for each of the years 1960-90.

Let us summarise the results of the exercise exploring the existence of turning

point. Of all the country-groups, evidences of turning point are found only for that of

Europe. The SCC for the country-group of Europe is seen to cross the egalitarian line

from the year 1966 onward8. Interestingly, the turning point income level is seen to

increase monotonically over time. The European countries for which the mean per capita

income level is generally found to be higher than the turning point income level in most

years are Observed to be Denmark, Luxembourg, the Netherlands, Sweden, Switzerland

and West Germany. These results, thus, seem to provide empirical evidence in support of

the EKC hypothesis for CO2 emission in case of the countries of Europe alone. Further, 

                                                          
7In the EKC literature, evidences of two, rather than one, turning points of empirical EKC have been
reported (see, e.g., Sengupta (1997), Grossman and Krueger (1995)). The second turning point income
level (which is greater than the first one) signifies the beginning of a new phase of rising environmental
degradation required for improving further the already-reached high income level.  
8The income level corresponding to the point of intersection of the SCC and the egalitarian line is
calculated by interpolation.
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the fact that the estimated turning point income level (measured at constant prices) is

observed to be rising monotonically over time is perhaps suggestive of the fact that even

the rich countries of Europe find it hard to bring down their CO2 emission levels. Finally,

it should be mentioned that these observed turning point income levels are observed

within the sample income levels, which contradicts the findings of Holtz-Eakin and

Selden (1995)9 for CO2 emission. 

6.4. Conclusion 

In this chapter we have examined how the mean level of per capita CO2 emission

and its distributional inequality is related to the corresponding mean income level and the

distributional inequality of income at the level of country-group based on a cross-country

panel data set. Treating environmental quality demanded as a private good (and not as a

public good as done in most other studies), we have used the technique of Lorenz and

specific concentration curve analysis as the basic analytical framework to argue that a

measure of relative distributional inequality of income should used as an explanatory

variable in the EKC relationship along with the mean income level. In the empirical

exercise, we have used the Johansen’s cointegration analysis technique to explore

existence of statistically significant cointegrating vector(s) relating mean level of

emission and SCR of emission to mean income level and LR of income. 

The empirical results confirm that the pattern of cross-country income distribution

has significant effect on the mean level of emission for all the country-groups considered.

More importantly, it is found that whereas for the richer country-groups of Europe and

America an equalizing redistribution of income would bring down the mean emission

                                                          
9 Holtz-Eakin and Selden (1995) estimated the turning point income level for the World as a whole to be
$34000 approximately, a value that fell beyond the sample range of income. 
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level, the opposite is the case for the poorer country-groups of Asia and Africa. A

significant effect of LR on the SCR for emission is also observed. In this case also, the

results for the developed country-groups are found to be qualitatively different from those

of their poorer counterparts. Finally, evidences in favour of existence of turning point

income level on the empirical EKC based on the SCC have been found for the country-

group of Europe alone for the period 1966 onwards.

One should find the basic analytical framework of concentration curve analysis

that we have used here quite novel and convenient for the purpose of EKC analysis. One

would also find the empirical results and the conclusions based on them that we have

drawn sensible and interesting. However, the chapter is not free of limitations. For

example, since the analysis has been designed at the level of a country-group, both the

mean emission level and the cross-country disparity of emission level is likely to be

significantly affected by the size of international trade that individual countries are

engaged in. In fact, the so called Pollution Haven Hypothesis asserts that many rich

developed countries are more and more outsourcing their requirements of emission-

intensive material goods from poorer developing countries and thereby shifting bulk of

their emission to the latter countries. When this happens, the cross-country disparity

reflected in the SCC and SCR may not be as closely linked up to the cross-country

disparity of income reflected by the LC or LR of income. Needless to mention, one

should bring in an appropriate measure of openness of the individual countries in to the

analysis to identify the pure partial effect of income distribution on the emission level. 
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Chapter 7

Conclusion

The earlier chapters of this dissertation together have provided a somewhat

detailed discussion on the problem of linkage of environmental quality with economic

growth/development. This chapter summarises the main findings, discusses some

limitations and indicates potential directions of future research. Much of what we say in

this chapter has already been discussed in the concluding sections of the individual

chapters presented earlier. This chapter merely puts them together to provide a more

concise and unified picture of the whole problem.

The dissertation attempts to find out the relationship and causal mechanism

through which economic growth links to environmental degradation. It applies some new

econometric methods in the panel data set up and illustrates the use of these new

analytical tools. The empirical analyses presented in this dissertation are all based on

cross-country panel data sets. Thus, the dissertation is basically empirical in nature.

Chapter 3 of this dissertation is concerned with the relationship between ambient

air quality and economic growth. Examining the EKC hypothesis for SPM and SO2, we

have not found any empirical support for the EKC hypothesis. In contrast, for SO2 an

inverse relationship with PCGDP is obtained, while for SPM a U-shaped, rather than an

inverted U-shaped, relationship is found. The estimated curve turns upward around a per

capita income level of $ 12500, which represents a rather high level of material

consumption that seems unsustainable, given the level of currently available technology.

Further rise of income per capita beyond the threshold level can support consumption
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only at the cost of environmental degradation, which may slow down the economic

growth. 

Chapter 4 and 5 are concerned with the examination of the nature of causal

mechanism between environmental degradation and economic growth. In chapter 4, we

have examined and explicitly discussed the possible nature of causation between

environmental degradation (emission) and economic activity. As our empirical results

suggest, for individual country groups well-defined and distinctive patterns of causality

prevail. Thus, for example, for the developing country groups of Central and South

America and Oceania the causality is found to run from income to emission. For the

developed country groups of North America and Western Europe (Eastern Europe also),

on the other hand, the causality seems to run in the opposite direction from emission to

income, and for Asia and Africa the causality turned out to be bi-directional. The

observed causality patterns have also made it clear how shocks in the rate of growth of

income or emission may affect each other, depending on the prevailing nature of

causality.

In Chapter 5 the results of investigation of the causality issue based on time series

econometric techniques of panel unit root test, co-integration and related error correction

model have been presented. The results indicate presence of cointegrating relationship

between the variables concerned for all the country-groups considered except those of

North America, South America, Asia, Asia excluding Japan and Oceania. 

Chapter 6 is concerned with the patterns of cross-country distribution of income

and emission. The empirical results confirm that the pattern of cross-country income

distribution has significant effect on the mean level of emission for all the country-groups
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considered. More importantly, it is found that whereas for the richer country-groups of

Europe and America an equalizing redistribution of income would bring down the mean

emission level, the opposite is the case for the poorer country-groups of Asia and Africa.

A significant effect of LR on the SCR for emission is also observed. In this case also, the

results for the developed country-groups are found to be qualitatively different from those

of their poorer counterparts. 

While these findings may be interesting, the limitations of the present study

should be borne in mind. First, the empirical research reported here has mostly been

carried out for only one pollutant, viz., CO2 emission mainly for an illustrative purpose.

To establish our findings more conclusively, further evidence for other pollutants is

required. Second, many other potentially important questions connected with causality

between economic growth and environmental degradation have not been examined

simply due to severe data constraints. A comprehensive analysis of income-emission

relationship would necessarily call for examination of the effects of such determinants of

fuel used as the sectoral composition of income, the openness of the economy and the

price of fuel, among other things. In this dissertation, we tried to examine the effects of

these possible determinants of income-emission relation only tangentially. One should

take into account the above mentioned factors while analyzing the income-emission

relationship using a much broader framework of study. 

We end this dissertation by pointing out some other potentially important research

areas connected with this study. We have already mentioned these at the concluding

section of the relevant chapters. Here we shall briefly summarize the possible extensions. 
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In chapter 4 we have examined the causal linkage between economic growth and

CO2 emission for several country groups. As the global rate of (growth of) CO2 emission

is an aggregate of the corresponding country-wise (or country group wise) rates, any

policy formulation for the control of global CO2 emission must pay attention to the

country (group)-specific emission rates and their changes over time. Thus, for any

meaningful policy discussion about control of global CO2 emission one should require a

careful examination of the nature of causality that is operative in individual countries. 

Also, in chapter 6 the concentration curve analysis has been designed at the level

of a country-group, both the mean emission level and the cross-country disparity of

emission level is likely to be significantly affected by the size of international trade that

individual countries are engaged in. In fact, the so-called Pollution Haven Hypothesis

asserts that developed countries are likely to import pollution intensive goods from

poorer developing countries and are thereby shifting their emission to later countries.

When this happens, the cross-country disparity reflected in the SCC and SCR may not be

as closely linked up to the cross-country disparity of income reflected by LC or LR of

income. In this context, one should bring in an appropriate measure of openness of the

individual countries in to the analysis to identify the pure partial effect of income

distribution on the emission level. 

These, once carried out, will undoubtedly throw new lights on the linkage of

economic development/growth with environmental degradation. However, we leave this

as an agenda for future research. 
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APPENDIX A

Table A.1: Continent-wise list of country groups and countries covered

Continent Country Group Countries Covered

Africa Africa Algeria, Cameroon, Cape Verde Island, Central

African Republic, Comoros, Congo, Egypt, Gabon,

Gambia, Ghana, Guinea, Guinea Bissau, Kenya,

Madagascar, Mali, Mauritania, Mauritius, Morocco,

Mozambique, Nigeria, Senegal, South Africa, Togo,

Tunisia, Uganda, Zimbabwe.

North America Canada and USA

America Central America Costa Rica, Dominican Republic, El Salvador,

Guatemala, Honduras, Jamaica, Mexico, Nicaragua,

Panama, Trinidad & Tobago.

South America Argentina, Bolivia, Brazil, Chile, Colombia, Ecuador,

Paraguay, Peru, Uruguay, Venezuela.

Asia Japan Japan.

Asia (excluding Japan) China, Hong Kong, India, Indonesia, Iran, Israel,

Jordan, Korea Republic, Philippines, Singapore, Sri

Lank, Syria, Thailand.

East Europe Austria, Czechoslovakia, Finland, Greece, Turkey,

Yugoslavia.

Europe Western Europe Belgium, Cyprus, Denmark, France, West Germany,

Iceland, Ireland, Italy, Luxembourg, Netherlands,

Norway, Portugal, Spain, Sweden, Switzerland, U.K.

Oceania Oceania Australia, Fiji, New Zealand, Papua Guinea.
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APPENDIX B
Econometric Methods used

A: Introduction

In this dissertation we have used two different econometric methodologies, which

are described briefly in this appendix. Section B discusses the econometric methodology

of Granger Causality Test (GCT) and Section C fully describes the procedures of panel

unit root test and cointegration and related error correction model (ECM).

B: The Methodology of GCT Used

In this Appendix we describe the methodology of GCT that we have used in the

present exercise (Granger (1969), Hamilton (1994)). As already mentioned, the GCT is a

statistical technique that helps detect the nature of causality between two variables tX and

tY that may be present in a given time series data set on the variables. Application of the

test requires the time series of the concerned variables to be stationary. Thus, it is

necessary to examine first whether the time series of the variables are stationary or not. In

case they are found non-stationary, they are transformed into stationary series by

successive differencing until the differenced series become stationary. The augmented

Dickey-Fuller (ADF) and Phillips–Perron (PP) unit root tests are used to test for presence

of unit root in the original/differenced time series of the variables to ascertain the

required stationarity1. The GCT for a pair of non-stationary (integrated of order 1)

                                                          
1 In the present exercise, the country-level time series data on PCGDP and/or PCCO2 were mostly found to be integrated of order 1,
rather than being stationary. The original time series of PCGDP/PCCO2 were observed to be stationary, however, that number of such
cases is very few.
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variables X and Y is performed by estimating the following pair of autoregressive

distributed lag regression equations:

∑ ∑
= =

−− +∆+∆+=∆
11 12

1 1
12121111
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j
tjtjitit uXYY ββα ,                         (B.1)
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tjtjitit uYXX ββα .                       (B.2)

Here ∆  denotes the difference operator, tY  and tX  denote the values of the variables X

and Y at time t, respectively, T’s denote the number of lags, α ’s and β ’s denote

regression parameters, and tu ’s denote the equation disturbances. The null hypothesis

that tX  does not cause tY  is rejected, if H0: ,012 =jβ for all j is rejected. Analogously,

rejection of the null hypotheses H0: 022 =jβ  for all j signifies that tY  does not cause tX .

F tests are performed to test these hypotheses.

The GCT gives rise to one of the following four conclusions: (i) X causes Y, but Y

does not cause X, (ii) Y causes X, but X does not cause Y, (iii) both X and Y cause each

other, and finally (iv) neither X causes Y nor Y causes X.  While (i) and (ii) are cases of

unidirectional causality, (iii) and (iv) correspond to bidirectional causality and absence of

causality, respectively (see, Hamilton (1994) for details).

In the present exercise the GCT as described above was used to examine income-

emission causality. To be precise, we have taken )log( tt PCGDPX =  and

)2log( tt PCCOY = , so that ttt rPCGDPX =∆=∆ )log(  and *)2log( ttt rPCCOY =∆=∆ ,

tr  and *
tr  measuring the growth rate of income and emission, respectively. The test was

performed at the level of country groups/continents in several ways. One set of results
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was obtained by applying this test to the country group/continent level aggregate time

series data (obtained by aggregating the country level data of all the countries belonging

to a given country group/continent). A second set of results were obtained by applying

the test to country group/continent-specific panel data set using ordinary least squares

(OLS) to estimate the GCT regression equations treating them as fixed effect

specifications. Since OLS may not yield efficient estimates for a panel data set, we

obtained a third set of results using the within2 regression method to estimate the GCT

regression equations mentioned above. While estimating equations (B.1)-(B.2), we

considered up to two lagged values of the variables as regressors. In most of the cases the

optimal lag length (i.e., the optimal number of lagged income and/or emission variables

taken as regressors) was also found to be two. It may be mentioned here that the

application of GCT on a panel data set is not a standard practice. However, considering

the fact that use of panel data increases the degrees of freedom enormously (and hence

may help give robust results), we applied the GCT to the panel data set (see, Maddala and

Kim (1999), for a discussion on the motivation behind using panel data for unit root

tests).

            C: Methodology used in Panel Unit Root Test

As already mentioned in chapter 5 of this dissertation we have examined whether

income-emission data for different country groups were cointegrated using the Engle-

Granger bivariate cointegration analysis framework and estimated ECM for country

                                                          
2 The within method of estimation of a linear regression equation from panel data is a method in which the slope parameters of the
regression equation are estimated by applying least squares method to the data set in which for every variable an individual unit’s
observations are measured as deviation from the corresponding unit mean. Thus the within regression is one without an intercept term.
This method is more frequently used to estimate a random effects panel data regression model than for estimating the
corresponding fixed effect regression model. See, Baltagi, (1999).
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groups for which cointegration was observed to be significant, using econometric

techniques appropriate for a panel data set3. The econometric exercise involved three

steps. In the first step, the unit roots test was performed to ascertain whether or not the

time series of the variables (i.e., natural logarithm of PCGDP and PCCO2, henceforth

denoted by ty  and tx , respectively) contained stochastic trend. In the second step,

cointegration of income and emission was examined. Finally, in the third step, the ECM

was estimated for those country groups for which cointegration of income and emission

had been found.

In the first step the IPS panel data unit root test procedure was used to test

presence of unit root in the time series data sets for individual country groups. The same

procedure was also used in the second step while performing the Engle-Granger bivariate

cointegration analysis. Finally, the ECM in the third step was estimated by using panel

data regression technique. In what follows, we describe briefly the econometric

procedures that we have used in the three steps of the present exercise.

C.1 IPS Unit Root Test

For a balanced panel data set ( )TtNiyit ,...,2,1;,...,2,1, == , where i and t denote

cross-sectional unit and time, respectively; Im et al. (2003) considered the following

linear regression set up for developing their panel unit root test

                             ∑
=

−− +′+∆+=
p

j
ititjitjitiit zyyy

1
1 εγθρ .                                                   (C.1)

                                                          
3 As is well known, the ECM is a comprehensive linear regression equation specification which provides a description
of the possible nature of interdependence of the short run movements of a pair of co-integrated variable keeping in
view the fact that they bear a long run equilibrium relationship.



137

Here γitz′  denotes the deterministic component of ity  which may be zero, a common

constant intercept, a time-invariant fixed effect iµ  or a fixed effect that varies both across

i and over t and itε ’s are white noise equation disturbance terms. Note that in (C.1) the

autoregressive parameter iρ  is allowed to vary across units4. The null hypothesis for the

IPS unit root test is H0: 1=iρ  for all i and the corresponding alternative hypothesis is H1:

1<iρ  for at least one i. As iρ  is allowed to vary across i, the IPS test procedure is based

on the average of the unit-specific unit root test statistics. Specifically, this test uses the

average of the unit-specific Augmented Dickey Fuller (ADF) test statistics, which has

been called the t-bar statistic. This is as given below:

∑
=

=
N

i
i

t
N

t
1

1
ρ ,

i
tρ  being the t-statistic for testing  H0 : 1=iρ  in (C.1). It is shown that, given N, as

,∞→T  
i

tρ weakly converges to =iTt  

∫

∫
1

0

2

1

0

iz

iziz

W

dWW
, where izW  denotes a Brownian

motion5. Assuming iTt ’s to be independent and identically distributed with finite mean

and variance, the IPS test statistic is derived as

                                                          
 12 Quah (1994) considered equation (C.1) without the second and third terms as the model for his panel unit root test.
Levin and Lin (1993) considered a more general model to allow for fixed effects, individual deterministic trends and
heterogeneous serially correlated errors. In fact, they considered equation (C.1) without the second term as their model

specification. They, however, assumed the units to be iid (0,
2

εσ ) and also ρρ =i for all i. Here H0: 1=ρ  against

H1: 1<ρ . Levin and Lin’s test is thus   restrictive as it  requires iρ  to be the same for all i.
5Brownian motion is also called Wiener Process (see, Hamilton (1994), ch-17, p-478).
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)1:;var(
)1:;((

0
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So far as the actual test procedure is concerned, IPS provide table of estimates of

)1:;( 0 iHtE iiT ∀=ρ  and corresponding )1:;var( 0 iHt iiT ∀=ρ for different values of T and

p computed by stochastic simulation for two versions of the ADF(p) regression–viz.,

∑
=

−− +∆++=∆
p

j
jtjtt erroryyy

1
1 γβα  for the without time trend case and

∑
=

−− +∆+++=∆
p

j
jtjtt erroryyty

1
1 γβδα  for the with time trend case. Given these and the

computed value of t for the given panel data, IPSt  is calculated using (C.2). The table of

corresponding critical values for the given values of N and T and various levels of

significance are provided in Im et al (2003).

C.2 Co-integration Test for Panel data

Given a set of panel data on (K+1) variables ,,1,, Kjxy j =  the single equation

IPS cointegration test proceeds as follows: First, the linear regression equation

∑
=

+=
K

j
jitjiit errorxy

1
β  is estimated separately for i =1, 2,…, N  individual units and the

regression residuals

                          ∑
=

−=
K

j
jitjiitit xye

1
β̂ , TtNi ,...,2,1;,...,2,1 ==                              (C.3)

are obtained, where jiβ̂ ’s denote the estimated parameters of the regression equation for

the ith unit. These estimated linear regression equations may be taken as estimate of the



139

long run equilibrium relationship between y and the x’s, in case the variables turn out to

be cointegrated6. Next, for each i the following ADF(p) equation is estimated:

itpit

p

j
jitijitit vzeee +′+∆+= ∑

=
−− γθλ

1
1                                                 (C.4)

Where γitz′  is same as defined for equation (C.1) above and itpν  is the equation

disturbance term assumed to be a white noise. Here also one may consider two alternative

specifications of equation (C.4) - viz., one without a time trend and another with a time

trend. The IPS methodology of cointegration7 test for the set of variables under

consideration thus involves the test of unit root for the regression residuals { ite }- i.e., the

null hypothesis H0: 1=λ (i.e., no cointegration) is tested against the alternative

hypothesis H1: 1<λ  (i.e., cointegration). In our empirical exercise, we have performed

the cointegration test twice, viz., once treating logarithm of PCGDP (i.e., y) as the

dependent variable and logarithm of PCCO2 (i.e., x) as the independent variable and

again reversing the status of these variables.

C.3 Estimation of ECM from Panel data

Once the pair of variables ( yx, ) has been found to be cointegrated, the next step

in the Engle – Granger methodology is to model the short run variations of the variables.

This is done by estimating the ECM. For a bivariate case as the present one, the ECM,

which is implied by the well known Granger Representation Theorem (see Hamilton

                                                          
6It may be noted that when the variables are cointegrated, the true relationship underlying this linear regression
equation is a long run equilibrium relationship between y and the x’s. Kao, Chiang and Chen (1999) pointed out that for
a set of cointegrated variables the use of OLS to estimate this long run equilibrium relationship from the given set of
panel data will give biased results in a finite sample and recommended the use of Dynamic OLS (DOLS) for
minimisation of such bias. See Kao and Chiang (2000) for the definition of DOLS.
7Panel data cointegration test is also performed by Kao (1999),  McCoskey and Kao (1998).
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(1994), Ch.19, pp. 581-582), is expressed as either of the following linear regression

equations:

∑ ∑ ++∆+∆+=∆
= =

−−−
11 12

1 1
1111

T

j

T

j
itityxjitjjitjyxit uECYxyy ηβαµ                       (C.5)

∑ ∑ ++∆+∆+=∆
= =

−−−
21 22

1 1
2122

T

j

T

j
ititxyjitjjitjxyit uECXyxx ηαβµ .                     (C.6)

Here ∆  denotes the difference operator; 2,1,, =mlTlm  denotes the number of lagged

values of iy∆ and ix∆ that affect the current value of these differenced variables; ,µ α , β

and η  denote regression parameters; 2,1, =lulit  are the equation disturbance terms (that

should be white noises when the ECM has been adequately specified); and finally,

ititit xyECY 10
ˆˆ φφ −−= and ititit yxECX 10 ˆˆ ϕϕ −−=  are the error correction terms

(hereafter refereed to as EC terms) measuring deviation of )( itit xy from the

corresponding long run equilibrium value, given )( itit yx .8  The parameters yxη and xyη in

equations (C.5) and (C.6) are called the adjustment parameters. They are expected to

have negative values9. In this set up the nature of Granger causality is determined as

follows:

(1) if 01 =jβ for all j and 0=yxη , x may be said not to Granger cause y;

                                                          
8Note that here ititit xy 110 εφφ ++= and ititit yx 210 εϕϕ ++= are alternative representations of the
(population) long run equilibrium relationship between y and x, where ε ’s are the stationary error terms. As y and x

are cointegrated, by the definition of cointegration for some constants, ititit xy εωωω =++ 210 , where itε is a

stationary error term and ),,( 210 ωωωω = is the non- normalized cointegrating vector. Thus, by normalizing
ω one may write the long run equilibrium relationship for (y,x) in  either form as shown above.
9This is for the following reason. If, for example, 01 >−itECY for some i,t, it means that the realized value of yi

exceeded the corresponding long run equilibrium level at t-1, given xit . Now since yi and xi are cointegrated, once a
positive deviation from the long run equilibrium level takes place, the actual value must try to move in the opposite
direction in subsequent time points in an attempt to restore the long run equilibrium and hence the negative sign of

yxη and xyη .
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(2) if 02 =jα  for all j and 0=xyη , y may be said not to Granger cause x;

(3) if (1) holds but (2) does not, Granger causality may be said to be unidirectional from

      y to x;

(4) Conversely, if (1) does not hold but (2) does, Granger causality may be said to be

      unidirectional  from x to y;

(5) if both (1) and (2) do not hold, Granger causality between x and y may be said to be bi-

     directional; and finally

(6) if both (1) and (2) hold, Granger causality between x and y may be said to be absent

(see Enders (1995), Glasure and Lee (1997) and Asafu-Adjaye (2000) for details).

In the present exercise, equations (C.5) and (C.6) (henceforth referred to as model

I and model II, respectively) were estimated separately for each country group, using the

panel data set for the country group. Country group-specific inference about the nature of

Granger causality between x and y were then drawn by performing appropriate test of

hypothesis for the relevant parameters of model I and II, as laid down above. For

example, to test the null hypothesis that x does not Granger cause y, one should perform

an F-test for the null hypothesis ,,...,2,1,0: 1210 TjH j ==β 0=yxη , using model I.

Similarly, to test the null hypothesis that y does not Granger cause x, an F-test for the

null hypothesis 0,,...,2,1,0: 2220 === xyj TjH ηα  using model II will be required. Given

the results of these two basic F-tests, the remaining null hypotheses (3)- (6) laid down

above can be tested.
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