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Chapter 1

Introduction

Liguidity and Bank Runs

The policy of deposit insurance in the banking sector has succeeded in pre-
venting bank runs but it has encouraged moral hazard (IKane, 1985 and
1989). This has increased the cost of capital. So the government and/or
the central bank need to regulate (Flannery, 1982). In chapter 2, we ask the
question - Is there an alternative to deposit insurance? What is the role of
equity capital in this context? Is full insurance optimal?

The seminal paper on bank runs by Diamond and Dybvig (1983) argues
that a lack of deposit insurance leads to multiple Nash equilibria, including
a poanic run as an equilibrium. In chapter 2, we use a general equilibrium
model with both risk averse and risk neutral agents. Each group has some
endowment. Within each group, there are two types of agents - type 1 neced

to consume in the short term and type 2 need to consume in the long term,



But agents do not know their type at the time they invest. We allow banks
to sell equity as well as deposits.

We show that risk averse agents invest in deposits and the risk neutral
agents invest in equity. Since the latter is irredeemable and depositors are
senior claimants, there exists an amount of equity capital that is sufficient
to ensure a run-free outcome as a Nash equilibrium, This allows risk averse
depositors to be completely insured, even in the absence of deposit insurance.
If the amount of risk neutral equity capital is smaller. then also runs can be
avoided but with less than full insurance for depositors,

Diamond and Dybvig (1983) examined the role of a liquidity shock in
the context of the problem of bank runs. In chapter 3, we look at the role
of a liquidity shock in the context of the asset markets. In particular, we

analyze liquidity shocks and ‘the lemon problem’.
Liquidity and the ‘Lemon’ Problem

We construct a model in which an agent can invest either in her own project
or in others' projects, through a mutual fund. We term the former real asset
and the latter is called financial asset. A real asset has two disadvantages.
['irst, an agent can invest in one real asset which has a stochastic return.
On the other hand, the return on financial asset is non-stochastic since it
can be fully diversified. Second, in the case of a real asset, the owner has
private information on the quality of the asset. This creates a problem for

owners of real assets, Should an agent try to sell her real asset, the buyer is



not sure whether it is being sold because it is a lemon, or because the seller
has liquidity needs. On the other hand, in the case of financial assets, we
assume that there is strict separation of ownership and information. The
prospective buyer knows that the owner has no special information. Thus
while the market for real assets is characterized by asymmetric information,
[inancial assets are traded under symmetric information. Why, then, do risk
averse agents invest in real assets? Why not invest in financial assets only?

An efficient financial market will transfer a greater proportion of the
firm value to its sharehclders. In developing or emerging economies, the
institutions governing capital markets and corporate governance are under-
developed (La Porta et. al., 1998). So the net return to the shareholders
is low. So our analysis suggests that weak regulation of financial markets
could account for the investment in real agsets. In particular, the regulation

may be weak enough so that all investment goes into real assets,
Liquidity Crunch

In chapter 3, we consider liquidity shock on the demand side. To solve the
liquidity problem, assets are sold in secondary markets, But the latter often
witness a situation of inadequate liquidity on the supply side. In chapter
4, we generalize the model in chapter 3 to allow for liquidily crunch. There
are two states of the world. One is ‘no liquidity crunch’ and the other is

‘liquidity crunch’. In the latter state, we allow for parametric variation of

the degree of liquidity crunch.



The text book treatment 1s that the secondary market price of an asset
is equal to its discounted (expected) present value. But this is not always
true. Liquidity in the secondary market plays a role in the pricing of assets
(Lucas, 1990). What is the role of market integration in determining the
relative prices of assets in the secondary markets under liquidity crunch?
Under what condition(s) are real assets demanded, in the more general case
in which we allow for liquidity crunch? How does a change in the degree of
liquidity crunch affect the optimum portfolio? We examine these questions

in chapter 4.
Partially Segmented Markets

In emerging economies, the asset markets are not well integrated with cach
other. There is ‘limited participation’ by the providers of liquidity in each
market. This is lack of integration of markets on the demand side. Another
aspect of emerging economies is that, liquidity is a more serious problem in
the financial asset market than in the real asset market. IFor example, there
is evidence that, in emerging economies, there is large amount of ‘black
money’ (Johnson et. al.,, 1997). This can be invested more easily in real
assets than in financial assets (Jha, 1999). So there is usually more than
adequate liquidity in the real asset market at the same time that there is a
liquidity crunch in the financial asset market. In chapter b, we assume that
markets are segmented on the demand side alone. The sellers of assets can

operate in either market!. Under these circumstances, is there a trading

'In chapter 6, we study the case of completely segmented markets.



opportunity for those agents who possess neither a lemon nor do they face a
liquidity shock? Can they profitably sell their real assets and buy financial
assets in the secondary markets, even if they do not have a lemon? If yes,
then is this always the case or are there multiple equilibria? We examine

these questions in chapter 5.
Completely Segmented Markets

Integration of markets on the supply side is the case when the sellers of assets
can operate in either market. But this may not always be possible. Think
of real estate as an example of real asset. In India, there is substantial
involvement of ‘black money’ in the real estate market {Jha, 1999}, The
sellers of real estate may have to accept the black money otherwise, they
forego the opportunity to seil. There may now be difficulty for the sellers
of real estate in using the black money in the financial asset market. So
the money obtained in selling the real estate can be used to buy real estate
only! This does not seem to make sense, But what if agents have asymmetric
information? In our model, the quality of the real asset and the liguidity
needs of agents are private information. So this gives those agents who do
not face a liquidity shock, an opportunity to get rid of their bad real asset
and buy another real asset which may be good. So in this scenario, it makes
sense to sell a real agset and buy another real asset.
In chapter 6, we take the basic model as in chapter 3, and further

(a) assume that markets are completely segmented.



(b) use mean variance analysis, and

(¢} assume that the liquidity crunch is more severe in the financial asset

market than in the real asset market.

Under what conditions are real assets demanded when markets are com-

pletely segmented? We study this in chapter 6.

The thesis plan

In this thesis, throughout, we build theoretical models. The plan of the the-
sis 18 as follows. In chapter 2, we study liquidity and bank runs. In chapter
3, we construct a model to analyze liquidity and the ‘lemon’ problem and
discuss the benchmark case of no liquidity crunch and integrated markets.
In chapters 4, 5 and 6 we extend the basic model in chapter 3. In chapter 4,
we allow for liquidity crunch in integrated markets. In chapter 5, we allow
for liquidity crunch in the financial asset market, and partially segmented
markets. In chapter 6, we study completely segmented markets. In chapter

7, we conclude with some policy implications.



Chapter 2

Liquidity, Bank Runs and

Capital Adequacy

2.1 Introduction

Demand deposits can be vulnerable to bank runs. To prevent bank runs,
typically government provides deposit insurance. This policy is successful
in preventing bank runs but it encourages moral hazard (Kane, 1985 and
1989). So government has to supervise and regulate (Flannery, 1982). But
this leads to other distortions. So it is important to look for a way out. One
way is to re-examine the basic question viz. is it necessary for government to
provide deposit insurance? Is there an alternative to deposit insurance? Can
equity capital play a role in the context of liquidity and demand deposits?
Is full insurance optimal? We address these questions in this chapter.

Diamond and Dybvig {1983) forms the theoretical foundation used by



policy makers to argue for government sponsored deposit insurance schemes,
According to the Diamond-Dybvig paper, a lack of deposit insurance can
lead to a panic run !, In this chapter, we show that such panic runs can
be avoided even in the absence of deposit insurance. We allow banks to sell
equity as well as deposits, The presence of equity effectively solves the bank-
run problem. In this chapter, we examine the role of equity in a bank n
providing assurance and show that if there is ‘adequate capital’, the outcome
15 ex-ante eflicient and run-proof. If capital is inadeguate, then also panic
runs can be avoided but the outcome is a constrained optimum, where the
outcome depends on the equity in the bank.

Our mode] highlights the importance of adequate capital, as a market
outcome, in preventing bank runs. Sharpe (1978) also develops a notion of
‘adequate capital’ but the motivation in defining adequate capital in that
paper 1s to ensure that the value of the deposit insurer’s liability is no larger
than the insurance premium. Moreover, the model does not involve liquidity
as a key factor; the emphasis is on stochastic return on bank investments.
Similarly, in Flannery (1989), the notion of adequate capital is discussed in
the context of a model with stochastic return on bank’s investment. There

is no discussion of capital’s role in ensuring that depositors do not panic.

Again, Buser, Chen and Kane (1981) have analyzed capital adequacy as a

'After the seminal paper by Diamond and Dybvig (1983) which analyzed panic runs
only, che literature on bank runs became richer with analysis of snformation-based hank
runs (e.g. Jacklin and Bhattacharya, 1988). This literature assumed a stochastic return

on bank's investments. In this chapter, we focus on panic runs.



means to reduce the costs of subsidized deposit insurance schemes without
arguing that with adequate capital, deposit insurance is UIINECOSSArY .

In section 2.2, we briefly review the literature on bank runs. In sec-
tion 2.3, we set out the model. In section 2.4, we study the working of the
model., We have two cases viz. the case of adequate capital and the case of
inadequate capital. Section 2.5 deals with the first case. In section 2.6. we
consider a situation where there is not enough risk neutral capital to guar-

antee complete insurance to risk averse agents. In section 2.7, we conclude.

2.2 A Critical Review

To begin with, let us look at the essence of the bank run problem as in
the seminal paper in this area viz, Diamond and Dybvig (1983), hereafter
referred to as DD model. There are three periods (0, 1 and 2). Consider
a project which has a certain return R in period 2 per unit of investment
in period 0, where R > 1. The return in period 1 is 1 unit for one unit
investment in period (. Agents do not know when they will need funds.
So there is uncertainty in return on investment. Agents are risk averse.
They would prefer a smaller spread in return. Only a fraction of agents (¢}
needs funds in the short term i.e. in period 1. They are called type 1. The

remaining 1 — £ proportion of agents need to consume in period 2 (type 2}.

*One limitation of our analysis is that we take a certain return on bank investments. A
more general model could, perhaps, incorporate adequate capital to take care of stochastic

return ont investment as well as a stochastic proportion of agents hit by a liquidity shock,



[nsurance is, however, not available because information on liquidity needs
is asymmetric and non-verifiable®, Suppose we have competitive banking.
Typically. a representative bank will allow deposit rates such that the short
term rate is lower than the long term rate. The insurance aspect is captured
by the fact that the short term return is lower than the short term rate on
deposits, lower than the long term return on deposits, which, in turn, is
lower than the return from the long term technology. However, there are
multiple Nash equilibria, with one of them that of a panic run. This leads
to pre-mature liquidation and economic loss. By providing insurance to
depositors, a bank makes itself vulnerable to a run.

Consider next the case of deposit insurance. If government insures de-
posits, then a panic can be prevented. How? Tax is imposed on early with-
drawals and the collection is ploughed back into the bank. Those depositors
who do not need to consume in the short term now have an incentive to wait
and withdraw in the long term only. Hence, taxation and deposit insurance

prevents a run on the bank,

‘DD argues that since information on liquidity needs is private, market fails to provide
insurance. DBut observe that a liquidity shock can take various forms. [Examples are
sudden accident, illness, a death in the family, a loss of job, etc. Observe that in practice,
we do have insurance for many of these calamifies. It is not a blanket insurance for any
gventuality but there is separate insurance in many cases. Moreover, at least in the case of
developed economies, there is little lag between the eventuality and the compensation from
insurance company. The other institutional reality, at least in the developed countries, is
the widespread use of eredif cards. So the insurance market failure is perhaps exaggerated.

In this thesis, however, we do not pursue this issue any further.

10



‘As the government can impose a tax on an agent after he or she
has withdrawn, the government can base its tax on f. the realized
total value of T'=1 withdrawals. This is in marked contrast to a
bank, which must provide sequential service and cannot reduce
the amount of a withdrawal after it has been made. This asym-

metry allows a potential benefit from government intervention.

(Diamond and Dybvig, 1983; p. 414)

But let us look at the issue more closely.
Role of the government within the framework of DD model
There are two interpretations to tha above passage:

(1) When type 1 depositors withdraw, in period 1, the full amount due to
them, then the banks liquidate an amount that is equal to the gross amount
that is due to type 1 depositors. After the total value of withdrawals is
realized, then the government imposes a tax and collects the same from the

type 1 depositors.

(2) All type 1 depositors give their bank a notice for withdrawal in period
1, After the total value of withdrawals is known, the government announces

the tax scheme. Type 1 depositors withdraw the net amount. The difference

This section was written by this author before he came across the papers by McCulloch
and Yu (1998) and Wallace {1988) who have a similar criticism to the deposit insurance
scheme envisaged by DD. It is included here for completion but no credit is claimed. The

credit goes to McCulloch and Yu (1998) and Wallace (1998).
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between the amount that was due and the amount that is withdrawn i.c.
the tax is left with the bank. The tax amount is simply transferred from
the accounts of type 1 depositors to those of type 2 depositors (who get a

subsidy). Observe that banks liquidate only the net amount.

What is the difference between the two interpretations? In the first case,
government is paid after investment has been liquidated. When government
pays the collected taxes to the deposits of type 2 depositors, these additional
amounts are fresh investments in period 1. Given the technology specifica-
tion. in period 2, these additional investments do not yield the long-term
rate of return & in period 2. Next consider the second interpretation. I
this case, the tax amount is transterred to the accounts of type 2 depositors
as a book entry, without the underlying project being liquidated to cover
the tax amount. So this tax amount will yield a return of R in period 2.

Clearly, Diamond and Dykvig have the second case in mind since the
aim is to realize the long-term rate of return. But note that in the second
case, the sequential service constraint is not observed.

If the sequential service constraint is dispensed with, then do we really
need to fall back on tax-subsidy scheme? Is there an alternative to the
government intervention to ensure optimal outcome? In what follows. we
consider a contract between depositors and the bank that works basically m
the same way as the tax subsidy scheme.

Cousider a contract between depﬂsiltnrs and banks that statcs ex-ante

that type 1 depositor will give a notice of withdrawal in period 1. Based on

12



the notices, the bank can retain from the amount due to those who withdraw
in period 1 and transfer the same as a book entry to the amount of those
who do not withdraw in period 1. This is equivalent to a tax in Diamond and
Dybvig model and achieves the same objective. It is true that banks do not
have the power to enforce this but note that no matter what contract there
is between any two parties, ex-post fulfillment of the conditions on the part
of either party requires the threat of the coercive power of the government
to enforce. So what is the role of the government? It is simply to enforce
contracts - in this particular case, government needs to enforce the contract
that stipulates that if the proportion of agents who wish to withdraw early
is large, then the bank will retain from the amount payable to depositors
who withdraw early and transfer it to the remaining depositors.

The unique feature of the government is that it has coercive powers,
which are necessary to enforce confracts between agents. This is the tradi-

tional role of the government and this is all that is required even within the

Diamond and Dybvig model®.
Fixed versus Variable Returns on Demand Deposits

The essential disagreement between DD and the critics® relates to the types

of contracts that investors and institutions can get into. Jacklin (1993} ar-

5In DI model, depositors invest their endowment with the bank which promises a
return and actually pays it out (unless there are no funds left). Why? Because it is
assumed that contracts are enforced. So the assumption of contract enforcement is already

there in DD model. It just needs to be applied consistently,
®See Bhattacharya and Thakor (1994) for a survey of the banking literature.
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gues that, the outcome of the deposit insurance scheme can be mimicked by
a firm selling shares, when shares are tradable in the short term . The the-
oretical literature has a number of papers analyzing the role of government
regulation in the banking sector. In particular, they argue that allawing for
contracting among the depositors and the bank, can solve most of the prob-
lems without any explicit need for the government to step in. Alonso (1996)
and Cooper, Russel and Thomas (1998) have banks with depositors who
accept, under some conditions, a positive probability of (information based)
bank runs, as an equilibrium outcome. Nicolo (1896), much like McCulloch
and Yu (1998) and Jacklin (1993), have state contingent deposit claims.
where the banks infer about the state from the type of withdrawals made
by the depositors in the short run. In our model, depositors are assured of
withdrawal amounts independent of the actual states. The credibility of the
assurance comes from the presence of bank equity, and does not need any
government involvement.

The DD model tries to ensure for the depositors an outcome as close
as possible to the insurance market equilibrium. In insurance schemes, as
distinct from risk sharing, agents who are more risk averse transifer a part,
or all, of their risk to those who are less risk averse. In the DD model, all
agents have identical risk aversion, and it is not clear who insures whom. In
our model, by explicitly introducing agents with two different attitudes to

risk, we reformulate the analysis as a true insurance problem,

"In response to Jacklin (1987) paper, Villamil (1991) examines the demand de-

posit/demand equity indeterminacy problem.
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There are two important features of bank deposits that allow us to treat
them as an insurance mechanism. A bank offers deposit holders a promised
return on their deposits and a guarantee that they will be able to withdraw
on demand. In DD {and others like McCulloch and Yu (1998)), the bauk,
however, offers a contingent return to the depositors. Moreover, in all these
exercises, the late withdrawers are residual earners, the actual amount that
they get depending on what happens in the short run. In DD, as well
as those of its critics, the method of preventing runs makes the return to
depositors uncertain, in both the short and the long terms. However, being
risk averse, it is in the interest of depositors to reduce the risk of future
uncertain returns. In our bank this is avoided by the owners of the bank,
its equity holders, being the residual earners. Bank equity plays two crucial
roles. First, it makes the promise to late withdrawers credible, preventing
them from running the bank. Second, it allows a part of the depositors’ risk

to be transferred to the risk neutral equity owners.

Disintermediation Possibility

Jacklin (1987) {and others like McCulloch and Yu (1998)) refer to a disin-
termediation possibility. This is a problem shared by the deposit insurance
scheme as well as the contingent bonus scheme. Their solution is to assume

that agents are forced to deposit their entire fund with the bank®. We con-

*In the next chapter, we construct a new model in which there is no restriction on
investors. They can invest in real or financial assets. We examine, in the nmext chapter,

the condition under which real assets are demanded.
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tinue with this assumption in this chapter. However, we show that, given the
credible promises on deposits, risk averse agents investing in deposits. and
risk neutral agents investing in equity, is a Nash equilibrium cutcome’. Go-
ing back to our observation about the enforcement of voluntary contracts,
we will assume that contracts that are ex ante efficient, and voluntarily
signed. will not be allowed by the government {or the legal institutions} to

be breached.

2.3 The Model

Ours is a three period model, 0,1, 2. There is a continuum ol agents in the
interval {0, 1]. Agents are either risk averse, or risk neutral. § proportion of
people are risk averse, and 1 — & are risk neutral. Also, they are either of
type 1, or type 2. Type 1 agents derive utility from consumption in period 1
only, and type 2 agents from consumption in period 2 only. In period 0, each
agent faces a probability ¢ of being type 1. An alternative interpretation is
that ¢ proportion of agents will be of type 1 and 1 — ¢ proportion will be of

type 2. We make the following assumption.

A.2.1: F(t) is uniform, on [0, 1].

The distribution of ¢ is common knowledge in period 0. However, in period

"In Gorton and Pennacchi (1990) also, intermediavies issue equity and debt. But in
their model, intermediaries attract #nformed agents to hold equity and uninformed agents

to hold debt.
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Risk averse | Risk neutral | Total

Type 1 gt (1 —8)t t
Type 2 | &(1 —¢) (1-NH{1—-¢8) | 1—t

Total 8 1-6 1

Table 2.1: Distribution of agents by risk aversion and by utility function

1, the type of an agent is known privately to the agent only. Table 2.1

describes the agent classification in period 1. Each risk averse agent has
an endowment of 1 unit in period 0 and nothing in other periods. Kach
risk neutral agent has an endowment of X units in period 0 and nothing
in any other period. The total endowment in the economy in period 0O is
6+ (1 -0)K.
Let
g = (2.1)

For each unit of resource invested in period 0, the return is R(> 1) in
period 2. Alternatively, the investment may be liquidated in period 1 in
which case only 1 unit can be recovered. The technology is constant returns
to scale and, the long term return is greater than the short term one. Also,
pure storage is costless and does not yield any extra return. This technology
is available to everyone. Also observe that, there is no uncertainty in the
technology.

Let ¢;;, denote the consumption of a type 7 agent (¢ = 1,2) in period £k,

= 1. 2. Given our assumption on the consumption requirements of agents,

17



19 OF Coy are irrelevant. The superscript ¢ will denote the risk averse agents,
while n. will denote the risk neutral ones in this chapter. The expected utility

of a risk averse agent in period 0 is
1
BUS = [ [tu(eh) + (1 - pu(ct)ld! (2.2)
0

This follows from A.2.1. Given our assumption on the preferences of agents.
it follows that we only need to consider ¢}, and c3,. p is the discount rate,
0 <p <1,

Similarly, for the risk neutral agent, under A.2.1, we have

|
BU™ = f it + (1 - £)pcly)dt (2.3)
0

A.2.2: pR > 1.

A.2.2 guarantees that agents prefer to be type 2 or, the long term returns
are sufficiently high, For risk averse agents, the issue is similar to the prob-
lem of insurance. Being type 2 is a "win” situation. while being type 1 is
a "logs”. However, since the information regarding types is private, an in-
surance market with risk averse agents only, will fail (Diamond and Dybvig,
1983). In our model, we will investigate how far this insurance market can
be mimicked by the presence of risk neutral agents. The amount of nsk
neutral capital, measured by (1 — 6)K, will play a crucial role. It will also

help us in defining what one means by the notion of capital adequacy In

banks.
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For getting explicit solutions we will use another assumption in this

chapter.

A.2.83: ut =37, v <0,

If each agent invests on her own, then
BEU% =t%u(l) + (1 — t)pu(R) = U° (2.4)

BU™ = [t.1 + (1 - t%)pR|K = U™ (2.5)

where t¢ is the expectation of ¢, With A.2.1, ¢¢ = (1/2).

2.4 The Bank

A bank in our model is an institution that can sell shares and (demand)
deposits. These are issued in period 0. Deposit claims in any period are
senior to claims by the shareholders in that period. For each unit invested
in deposits, an agent receives either r| in period 1 and zero in period 2, or
sero in period 1 and 75 in period 2. So ¢}; = r1, and ¢§y = rp. Shares are
long term assets (irredeemable in period 1}, while deposits can be liquidated
in period 1 if the depositor so wishes. Banks, however, can offer dividends
vy > 0 and vg > 0 to shareholders, in periods 1 and 2, respectively. We will
carry out the analysis with one (aggregate, or representative) bank, which
will make zero profits because of competitive pressures,

Suppose every agent buys the issue of the bank. Then the bank’s pro-

19



ceeds from selling shares and deposits is the total endowment of the economy,
§ + (1 ~ @)K, This the bank invests in the available technology. Since the
technology offers a positive net return in period 2 only, in period 1. the lig-
uid value of its investment is the same as what it received in period 0. This
13 also the value it can disburse in period 1. The bank’s labilities in period
I are the demands made by the depositors in period 1 and, the amount of
dividends committed to by the bank, for period 1 {v; per share).

While depositors can liquidate their holdings in period 1 if they so want
(depending on their type), shareholders cannot. Thus type 1 shareholders
will be left with an asset which will be redeemable only in period 2. The
utility value to them from the ensuing consumption in period 2 1s zero.
Ideally, they would like to trade this asset with type 2 agents.

For the moment, assume that all risk averse agents buy deposits and all
risk neutral agents buy equity. A bank run will occur in period 1 if type 2
depositors withdraw their deposits in period 1. They will do so if they are
better off withdrawing in period 1, rather than wait for period 2, To prevent
this from happening, first 7y must be less than r5. Second, type 2 depositors
must be convinced that they will be paid their ro in period 2.

Suppose that, r) < 7z, and the type 2 depositors wait till period 2. The
bank’s resources at the end of period 1 are the amount left over after paying
type 1 depositors and the committed dividend payments of period 1. If &

is the total endowment of the economy, then this is equal to

E—'Tlgt—ﬂ1(1—9)K=9 (1“9)K"T19t—-1}1(1—9)ﬂ’
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In period 2, given the technology, this will become
(B — bt~ v (1l -0)K|R
For type 2 depositors to wait, it must be the case that,
(1 — &) <{E —mbt — v (l -0)K|R

Thus, for all realizations of ¢, for which the following holds, type 2 depaositors

will not run the bank in period 1.

. RU+0K) ~0,0'KR - ry
- Rri —ro

, Hri—mr9 >0, (2.6)

In this model, the parameters are, K, R,8', while the endogenous variables
are r'(, 2, vi. Define ¢ to be the value of t such that (2.6) holds with equality.
Then, if we can ensure that the parametric configurations, coupled with
the solution to the endogenous variables, are such that £ > 1, then for all
realizations of ¢, it will pay the type 2 depositors not to run the bank in

period 1.

2.5 Capital Adequacy

Suppose that type 2 depositors are confident that they will be paid in period
2 and, hence, do not run the bank in period 1. In other words, they believe
that banks have full (unlimited) liability to the depositors. We continue to
assume that risk neutral agents buy equity only, while the risk averse agents
are depositors. Then, the shareholders of the bank become residual income

earners of period 2. Define 7 (t) to be the amount of residual income earned
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per unit of capital, In period 2, a shareholder earns vy -+ w(¢) per unit of
capital, Being residual income earners, n could be positive, or negative.

Total return to shareholders in period 2, is
(1 -NK(ve+7(t) =8+ {1-0)K —mbt — (1l —8)K|R —ref(1 — 1)

Then. for each ¢, given 71, ro, 1 and vy,

R(1 —ryt) —re(1 — 1)
g K

Vg + w(t) = (L -0 R (2.7)

This expression allows us to make a couple of interesting observations. First,
observe that, in period 1, type 1 risk neutral agents will have v,/ in cash,
and will own period 2 redeemable assets of book value Efve I +n(t) K]. They
do not have any use for period 2 value and, hence, will want to sell their
assets to those who want to consume in period 2, This will allow a market for
ex-dividend shares to function in period 1 where, type 1 risk neutral agents
will sell their period 2 claims to type 2 risk neutral agents. Suppose, type 2
depositors protected by unlimited liability, do not withdraw cash in period
1. Type 1 depositors, on the other hand, will not buy assets redeemable
in period 2. Thus, only the type 2 risk neutral agents, each holding v K of

cash, will demand these shares. The supply of such shares, z*, is given by 10
z° = (1 - K

and the demand, z¢, by

d_ (1 —¢)(1—-8)Kv
P

XL

10 Tacklin (1993)
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where p is the price of ex-dividend shares in period 1. The money value
of the total demand for shares from type 2 risk neutral agents is worth

(1 —¢)(1 — 8)Kw,. Solving for p, by equating demand and supply, one gets,

Thus, for each ¢,

c1(t) = (v +p)K

and

el (t) = (1 + %‘)K(UQ + m(£))

Substituting the value of p and for vo + w(t) from (2.7), we get,

C?}_ e %I{

and

n > ey (- w)RK
cgg-—g,(l_t)[R(l rit) ~ro{l — )] 4 T

With unlimited liability, the expected utility of risk neutral shareholders,

from (2.3) and the values of ¢}y and c¢js, is
EU" = pRK +vi(1 — pR)K + g;[R(l — 71£8) — 1 (1 — )] (2.8)

where € is the expected value of ¢ (equal to 1/2 with our assumption on the
distribution of ). There are two important things about (2.8). First, observe
that KU is decreasing in v, as pR > 1, by assumption. Second, if the bank
were to issue no deposits, and behave like the firm in Jacklin (1993), then the

third expression on the right-hand-side of (2.8) will vanish. In other words,
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risk neutral shareholders, by choosing v; = 0 and not issuing deposits. can
achieve an expected utility of pRK. Thus any solution, where the bank has
unlimited liability, must ensure that (risk neutral) sharcholders get at least
oRK. pRK is then the reservation utility level of the shareholders.

It is important to understand what is happening here. Risk neutral
agents are residual income earners in period 2. There are (1 — #)(1 — £} of

them (type 2) around in period 2. Being residual income carners, they not

only get their own v9K + (¢} K, they also get what was due to the type 1
risk neutral agents — who are not interested in consumption in period 2.

This is possible because the latter sell off their shares to type 2 risk neutral

agents, This is not difficult to see when v; > 0, But, we have just argued
that v; = 0. This essentially means that shareholders are signing & contract
that says the following: in period 2 they will get oK + 7, and in period 1
they get nothing. Ex ante, such a contract gives them the maximum utility.
Ex post, however, if they turn out to be type 1 in period 1, they will want
to break the contract by selling their shares and getting a price in period 1.

Since 21 = 0, no risk neutral equity owner will be able to buy their
shares. However, depositors can withdraw money from the bank in period 1
and buy these shares. Only type 2 depositors will have this incentive. This
too will lead to a bank run, as type 2 depositors will withdraw in period 1.
Alternatively, it will lead to disintermediation in the short run. To prevent
this, we need a restriction on the possible trades in period 1 (Jacklin, 1987).

Simply put, shares should be non-transferable in period 1 (or, more like
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long term bonds with no market for them in period 1). With v; = 0, type
2 sharecholders are already precluded from trade. The trading restriction
prevents type 2 depositors from buying shares in period 1 and, hence, they
have no incentive to withdraw deposits in period 1. Such an assumption is

implicit in our algebra; we now make 1t explicit.
A.2.4: Bank shares are non-transferable in period 1.

One question still remains. Even though ex ante, all shareholders will prefer
to sign a contract which allows A.2.4, ex post, they will want to breach it
\f they are type 1. This is where contract enforcement becomes important,
something that requires institutional (legal) backing. The risk neutral share-
holders play a role similar to Selgin’s (1996, Chapter 11) corn merchants. In
Selgin, the bank issues IOUs to period 1 depositors, who trade them against
corn from the merchants, who later (period 2) redeem therﬁ at the bank.
These merchants are outside the banking system, and the rationality of their
actions is not modeled. In our general equilibrium setup, on the other hand,
they are an integral part of the banking mechanism.

Competition among banks will ensure that EU™ = pRK, This can be
achieved with v; = 0, and most importantly, B(1—ri{¢)—re(1~i®) = Z = (.

To see this, write the bank’s problem as follows:

(P) mazimize BU® = [ [tu(ch) + (1 ~ t)pulchy)|dF (¢},
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subject to EU™ > pRK and unlimited liability, i.e.. ¢ > 1.

Recall that ¢}, = r1, and c§y = o,

Suppose a solution to {P) exists. Competitive banking with unlimited li-
ability will guarantee that FU" is no greater than pRK. This will be achieved
with Z = R(1 — rt%) — ro(1 — ) = 0, and v; = 0. Using the relationship
between r; and ro thus obtained, maximization of EU® gives the following
first order condition:

u'(r1) = pRu'(re) (2.9)

We now need to ensure that unlimited liability is credible. and type 2 de-
positors o not run the bank. For this, two things need to be satistied —
1 < r1 < 7y < R (it pays type 2 depositors to wait for period 2) and { > 1
(type 2 depositors will wait). From (2.9), pR > 1, and Z = 0, the first
requirement follows. For the second requirement. observe that plugging in
the value of o in terms of r| from Z = 0, and putting it into the value of {

in (2.6), one gets.
L (% —t) + it — %)

>
K"‘B" 1 - t®

(2.10)

[n equation (2.10) everything is a parameter, excepting ¢. To see how the

mechanism works, and to get explicit solutions, we use A.2.J.

'1Gee equation(2.6) and the explanation that follows,
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Proposition 2.1: Suppose A.8.1 - A.2.4 hold, Let Q = (pR)VI-", IfK >
Ko = [R— QJ/[(R+ @Q)8'], then a Nash equilibrium exists where risk averse
agenis huy deposits, risk neutral agents buy equity and, there is no bank run.
The equilibrium deposit rate pair (r],73) is given by r] = {2R]/[@ + R] and

ry = @r], end period 1 dividends are given by v} = 0.

Proof: Choose ry = r}, ro = r5 and v; = 0. We first show that it does not
pay a risk neutral agent, J, to buy deposits if all other 11sk neutral agents
are buying equity and, all risk averse agents are buying deposits. If J buys
deposits, her period 1 consumption will be 77K if she turns out to be type
1, and r3 K in period 2 if she is of type 2. This gives her an expected utility
in period 0, of

]' 4
-2—[?“{‘ pra K

REK(l + p@Q)
Q+ R
< pRK

I

given A.2.2, If J buys equity instead, she gets pRK. This follows from (2.8)
where vy = 0, and Z = 0. The fact that Z = 0 follows from using {¢ = (1/2)
and using the values of v} and r3. It also follows from (2.8) that J gets at
least her reservation utility.

We now show that no risk averse agent will deviate., Given v; = 0 and
A.2.3, a risk averse agent will not buy equity. The other altema,tifve 8. to
invest directly in technology, and getting a consumption of I if type 1, and

R if type 2. This will give a lower utility than buying deposits, as is evident
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from the fact that 1 < r} < r§ < R, since 1 < (¢ < R. Intuitively, the risk
averse agent by buying deposits, gets a narrower spread than by investing
in the technology.

To show there 18 no run, we have to show that { > 1. With vy, = 0, from

(2.6},
R(1+80'K)—r;3
B Rry - r3

2

Plugging in the values of r} and r3, and using K > [R ~ Q}/[(R+ Q)0], one

gets t > 1. This completes the proof.

Thus, if banks have unlimited liability, depositors can be fully insured.
For unlimited liability to be credible, there must be enough risk neutral
capital. The latter depends on two things — the proportion of risk neutral
to risk averse agents, &', and the proportion of risk neutral to risk averse
capital in the economy, K, per representative agent. This suggests that, if
the risk neutral capital is not sufficient, then the depositors cannot be fully
insured.

However, note that, if ¥ < Kjp, it does not follow that there has to be
a positive probability of a run on the bank. Recall that there is a positive
probability of arun if < 1. Fo_r this, it must be the case that (1+6'K) < .
This follows from (2.8), after putting v; = 0. Thus, a run can always be
avoided if one chooses r; = (1 + 6'K), In Diamond and Dybvig, § = 0,
and hence, zero probability of a run implied that r; = 1. However, this

meant that the outcome was inefficient (no insurance). Thus, the question
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that remains is the following: Suppose that K < Kjp. Does it mean that
r1 = (1 + 6 K), which allows for partial insurance, is the only solution when

I < Kq? We study this question in the next section.

2.6 Less than Adequate Capital

For this section we will continue to assume that A.2.1-A.2.4 hold; in addition,
K < Ky = [R - Q)/[(R + @)&]. This ensures that capital is not adequate,
i.e., t <1, if we choose r; = r] and rp = r3. What is the way out, if equity
capital is inadequate?

Many policy suggestions like unitary banking or narrow banking focus on
the asset side of the balance sheet of commercial banks. In many countries,
the central bank requires commercial banks to maintain stafutory liquidity
ratio (SLR) and/or cash reserve ratio (CRR) in their balance sheets. The
issue considered is typically the assets portfolio given that commercial banks
have demand deposits. It is taken for granted that deposits can be with-
drawn on demand without any restrictions. It is this feature that raises the
question of the appropriate asset mix for the banks whether it is narrow
banking or unitary banking. However, if demand deposits are subject to
the so-called option clause that was used in Scottish banking before 1765
(White, 1984), then there is correspondingly less need for liquid assets or
facilities like Deposit Insurance or Lender of Last Resort. The Bank of Scot-
land (a commercial bank) in 1730 used the option clause that gave them an

option to delay the redemption of notes up to six months, with the condition
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that the bank pays interest. However, the bank did not exercise the option
regularly (White, 1984; p. 26).

Option clause is similar to the so-called suspension of convertibility. The
option clause is agreed to, ex-ante, in the contract between a bank and a
depositor (White, 1984). Suspension of convertibility, usually, refers to a
restriction imposed by the central bank or the clearing house association
on commercial banks (Friedman and Schwartz, 1963)7 In what follows, we
 will reserve the term ‘option clause’ for a clause in a contract, voluntarily
agreed to, between the bank and the depositors. The term ‘suspension

of convertibility’ is used hereafter for restrictions imposed on banks and

depositors.
Constrained demand deposit

Diamond and Dybvig (1983) argued that suspension of convertibility is an
inefficient solution. They finally suggest a tax scheme that prevents bank
runs - tax those who withdraw early and use the money to add to the
balances of those who do not withdraw early. Observe that if ¢ is stochastic,
then the tax is contingent on the realization of ¢ in period 1. So the period
1 return to the depositor is uncertain. The period 2 return in DD is in
any case uncertain. This is in sharp contrast to banking in practice. In
practice, an agent can, subject to adequate balance in her account, withdraw
her principal amount with a certain interest from her bank on demand.

Let us call this instrument unconstrained demand deposit. Observe that in
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the literature on bank runs, the optimum solution is not an unconstrained
demand deposit. The instrument is subject to a restriction. The constraint
takes various forms in the literature such as:

1. Option clause - this is part of a contract between depositor and the bank

whereby, in the event of many or large pre-mature withdrawals, the bank
reserves the right to postpone the redemption (with interest).

2. Suspension of convertibility - this 1s a restriction usually imposed by the

central bank or the banks’ association on banks and depositors in the event

of a crisis.

3. Tax schemes - tax those who withdraw early and use the money to add

to the halances of those who do not withdraw early.

4. Equity-like instrument as in Jacklin (1993) - let the market price of ex-

dividend shares of a 'firm’ reflect the proportion of agents who wish to

withdraw early.

5. The state contingent pay-out - for example, in McCulloch and Yu (1998),

the depositors are promised a (small) amount that can be paid under all
circumstances and, depending on the realization of the state of nature. pay
out the balance (if any) as a bonus.

6. Positive probability of bank runs, as an equilibrium outcome - for exam-

ple, in Alonso (1996), banks have depositors who accept a positive proba-
bility of (information based) bank runs, as an equilibrium outcome,
In all six cases, either the redemption timing is uncertain or the redemp-

tion amount is uncertain. The restriction may be agreed to voluntarily by

31



depositors and banks, or it is imposed by the regulatory authority or some
association. Alternatively, it may take the form of a tax policy. It could be
reflected in a 'low’ market price (when the need for funds is high) or there
could be a bonus. In the last case, it is accepted that bank runs can occur.
Deposits have ceased to be unconstrained demand deposits - they are subject
to an option clause or suspension of convertibility or taxation. In the fourth
case, as the very name suggests, the instrument has ceased to be a deposit!
In the fifth case, the bank resembles a mutual fund giving dividends., In the
last case, a bank run is optimal,

In the first two cases, the bank makes a distinction between the type 1
agents who come to withdraw early and those who come to withdraw late,
If a type 1 agent is early, she gets the full amount but if she is late, then the
redemption is delayed. So one is not sure to get the promised amount on
time. In the third, fourth and fifth cases, one is sure to get the redemption on
time but the amount is not fixed. In the last case, there is even a possibility
of a bank run. So, in any case, either the redemption amount is not fixed
or the time of redemption is not fixed,

In what follows, we extend the model of the precious section in this chap-
ter, to include a variant of "option clause” . The latter term is, hereafter,
used in a broad sense to mean any condition on demand de;::msits provided

it is agreed to voluntarily between the bank!'? and the depositors and the

'2One issue that has bothered many thinkers is that of monitoring bank managers. In
the context of our model, the specific issue in this context is that managers may misuse

the option clause - more so when the latter is invoked at an individual banker’s level. One
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contract is enforced by the government. More specifically, the option clause
in our model will allow banks to reduce the redemption amount if the real-
ization of ¢ is greater than ¢;. Observe that in the previous section, this i,
was implicitly fixed at values greater than 1 and, hence, irrelevant.

We will pose the problem generally, and allow any ¢;. For all realizations
t < tg, the depositors will be able to withdraw ry. If ¢ > {;, proportion
t — tg will receive b < ry and the proportion t; will receive r1. Given A.2.3,
b > 0.1 Since the bank does not know the type of each depositor, it will
implement this policy by giving the first {; depositors r; and the remaining
depositors who want to withdraw in period 1 will receive b. Again, to prevent
type 2 depositors from withdrawing in period 1, the following must be true:

r1 < 1y, and for ¢ > i,
1+ 6'K — rymin(t, t;) — bmax(t — ¢5,0) — ' KR > ra(1 — &)
which can be written as

(1 4+ 80K — rit + (r; — b) max(t ~ t5,0) — n' KR —r{l —t) 20 (2.11)

way to solve the problem is as suggested by Gorton and Mullineaux (1987). They wrote,
‘The CBCH (Commercial-bank clearinghouse), originally formed as a simple collective
to reduce the costs of collecting checks, became involved in monitoring activities and estab-

lished mechanism of managerial control. In fact, the CBCH "regulated bank behaviour”.’
3ywith A.2.3, u(0) is negative infinity. With any ¢, < 1, this implies a positive proba-

bility of ¢ > t,, and depositors will get a negative infinity utility with positive probability.
In other utility functions, where u(0) is bounded below, b could be equal to zero — a
complete suspension of convertibility rather than a partial one as is necessary here. As
will become clear, our utility function actually makes the point we are trying to state in |

this chapter more difficult. The final result is, therefore, stronger!
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Observe that this expression is similar to the one leading up to equation
(2.6). with a modification for the option clause, Also, if the expression
above is satisfied for some ¢ > g, then, given r; > b, it is satisfied for all ¢.

The condition r{ > b is important. If ry > b, we have a non-trivial
solution to the (voluntarily contracted) suspension of convertibility, in the
sense that some type 1 depositors get paid less than others, If, on the
other hand, r, = b, then every type 1 depositor (or any body who wants
to withdraw in period 1) gets the same amount, implying that the option
clause solution is a trivial one, i.e., t5 = 1.

We proceed as before. Observe that (2.11) guarantees that shareholders
in the bank obtain non-zero returns in period 2. Once again, for the moment
assume that all risk neutral agents buy equity and trade in ex-dividend
shares in period 1. For any v, and %, like before, the consumption of type 1

risk neutral agents will be 2, /¢. Now, from (2.3) and (2.11),

EU" = v K(1— pR)+ pRK + p-i= ;’T Bk
+ F R(;gf ) (1 — 285 + £3) (2.12)

Given A.2.2, like in the previous section, v, = 0, and the risk neutral agents,
by themselves (i.e,, without issuing deposits} can obtain pHK. Hence, we

must have EU™ > pRK. From (2.12), therefore,
OR — Rrq — ro + R(ry — b)(1 = 25 + £2) > 0 (2.13)

If t, = 1, the left-hand side of (2.13) collapses to what we had described as

Z in the previous section.
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Again, suppose that all risk averse agents buy deposits. If ¢ < £, then
with probability ¢ they will be type 1 and obtain a utility equal to w(r)
and with probability 1 — ¢ they will be type 2 and obtain a utility pu(rq). If
t > ts, and they are of type 1, they will get u(r)) if they come to the bank
soon enough. If reaching the bank is a random event, this probability will
be t,/t. 14 With probability (¢ - ¢,)/¢, they will be late and get wu(b). If they

are of type 2, they are assured of ry. Thus,

EU® = /:F tu(r,)dF(t)
+ /:{t[%—u(n) + t :tsu(b)] }dF(t)

1
+ f (1~ t)pu(r:)dF(t) (2.14)
O

Using A.2.1, {(2.14) can be written as

pve = (1, - ulra) + (1/2)(0 - %) + (1/Dpuira) (219

Also, for type 2 depositors not to indulge in a panic run to the bank, they
must be convinced that (2.11) holds for all £, In particular, if it holds for

t = 1, it holds for all ¢. Putting ¢ = 1 in (2.11}), we get
(14 6K)R~Rri+ R(r; —b){(1 —t5) >0 (2.16)

The competitive bank’s problem is then a simple one — maximize EU® given
by (2.15), subject to (2.13) and (2.16). However, now we need an additional
constraint, regarding the maximum value of ¢;. The definition of ¢; implies

that it be restricted to values that are no greater than 1, i.e., (1 —£;) 2 0. If

Y Diamond and Dybvig (1983)
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A is the Lagrange multiplier for (2.13), n for (2.16), and « for the restriction

that (1 — t5) > 0 in this chapter, the following must hold:

t2
(ts _ —25;) W (ry) = AR(2t, — £2) = nRt; = O (2.17)
%pu’(rg) - A =0. (2.18)
S(1 — 1,74/ (b) — 2AR] = 1B(1  t;) =0 (2.19)

(1 ~ t5)[u(r1) — w(b) ~ m(ﬁ b -nR(r —b)—a=0  (2.20)

As in Proposition 2.1, we can easily show that if v; = 0, and we maximize
(2.15) subject to (2.13) and (2.16), then we can support a Nash equilibrium
where all risk neutral agents buy equity and risk averse agents buy deposits.
The proof is exactly as in Proposition 2,1. The only thing to check i1s that
ro > 1. This follows directly from combining (2.17) and {2.18), since pR > 1,
n > 0, and t; > 0.1 However, we are here more interested in the value of ;.

Specifically, is the option clause an equilibrium outcome?

Proposition 2.2 Let K < Ky = [R-Q}/[(R+Q)8'), and A.2.1-A.2.4 hold.

Then, the optimal ty equal to 1 is always a solution. However, the depositors

do not obtain full insurance, i.e., u'(r1) # pRu'(rs).

Proof: First, observe that equations (2.17) to (2.20) are always satisfied at
t, = 1, provided & = 0. Indeed, we will now argue that « is always equal

to zero. Suppose instead that o > 0. Then ¢; = 1. But then, either one of

151¢ ¢ = 0, the option clause is irrelevant since then b becomes like ¢!

36



these two must hold for (2.20) to be satisfied: {n < 0and r| > b} or, {n > 0
and ;1 < b}, Both are invalid since 1 > 0, by virtue of being the Lagrange
multiplier. and r; > b, by definition. The fact that « is never positive, does
not rule out #; = 1. It does, however, suggest that there could be instances
where t; < 1 is a solution.

We now show that n > 0. Suppose, instead, that » = (. Then, from
combining (2.17) and (2.18), and (2.18) and (2.19) given a = 0, u'(r1) =

pRv'(ra) and u'(b) = pRu'(rs), implying b = r. Using A.2.3,

ro = {Jr

where @ was defined as (pR)(I/(l"’f)). Also, from (2.13), using b = r|, and

the fact that A > 0 (from A.2.3), we get
rq = 2R — Ry

This implies that
°R

R+ @

™ =

From (2.16), and r = b, we get

2R

! —
1+9K_>_?‘1-—R+Q

which, in turn, implies that K > Kj. This leads to a contradiction. So,

n > 0. Given A.2.3, we know that r}, rp (and b) will all be positive 16

Recall that, given A.2.3, A > 0. This completes the proof.

18Of course, with t; = 1, value of b is irrelevant,

37



With ¢5 = 1, and equation (2.16) holding with equality (n > 0), it follows
that r; = 148 K. In the last section, where K > Ky, K, and hence &' K, was
large enough to allow 7y and rp to satisfy the (full) insurance condition of
uw'(r1) = pRu'(re). In equation (2.17), the full insurance condition can never
be satisfied if > 0. Our two propositions argue that » will be equal to zero
if and only if X > Kj, i.e., there is enough equity in the bank. The problem
with the DD model was that they were trying to achieve a full insurance
outcome, without there being any risk neutral capital, Not surprisingly,
such a setup was prone to (market) failure.

Why is t; = 17 Suppose that t; < 1. This necessarily means that r, > b.
But this implies that in period 1, the agents, if they are type 1, get either a
high return of 7, or a low return of b. Consider ancther bank that reduces
r slightly (to ry — ¢} and increases b (to b + 4) such that conditions (2.13)
and (2.16) continue to hold.!” Depositors being risk averse, one can show
that this will improve their period 0 expected utility of period 1. Moreover,

the second bank will be able to further increase {; In this situation. Hence

t. moves towards 1.

2.7 Conclusion

The bank in DD model does not have equity capital and it does not promise
fixed return in the long term (period 2), We changed this assumption in

our model. We modeled a bank as a firm that has both equity capital

l7This can be done by choosing ety = 6(1 —£s),
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and deposits and it promises a certain return to depositors in both periods.
FEquity holders get an uncertain return.

Another change (related to equity) is that we have allowed for risk neu-
tral agents as well. DD (and Jacklin (1993)) consider risk averse agents only.
Risk neutral agents perform two functions In our model, First, they absorb
the risk due to the variation in the proportion of type 1 agents. Second, they
keep equity capital in the bank. Since equity is irredeemable, it acts as an
assurance for type 2 agents who may otherwise panic. In our model, we show
how a run can be prevented without impairing (ex-ante) efficiency if equity
capital is adequate, Kven if equity capital is inadequate, the market outcome
is run-proof banking {though the outcome is a constrained optimum).

It is true that DD discuss suspenston of convertibility but for them it is
a matter of direct intervention - something that needs to be imposed by the
central bank or the government in the event of a crisis. For them, it is a
substitute for deposit insurance/lender of last resort facility extended by the
central bank. On the other hand, in Scottish banking (White, 1984}, there
used to be an ‘option clause’ in the contract, as a market outcome, between
a commercial bank and the depositors, The depositors give the bank the
right to opt for postponement of redemption (with interest), if there are too
many agents who wish to withdraw. In our model, we have used a variant
of the option clause and examined the optimal contract that is voluntarily
agreed to by the depositors and their bank.

In our model, there is no direct government intervention. The only role
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of the government in our model is that it enforces contracts. Risk neutral
agents perform two functions in our model. First, they absorb the risk due
to the variation in the proportion of agents who nced funds. Second, they
keep equity capital in the bank. Since equity is irredeemable, this acts as an
assurance for depositors who may otherwise panic. So there is no need for
the government to insure deposits. Equity acts as a substitute for deposit
insurance because either can be used to prevent panic bank runs ¥, But
that is where similarity ends. Whereas deposit insurance leads to moral
hazard, equity capital prevents it.

If equity is large enough, depositors can be fully insured, i.e., they obtain
full insurance coverage against liguidity shocks and have perfect consump-
tion smoothing. If the amount of equity is less, then also runs are prevented
but depositors are only partially insured. The solution we obtain is also
cfficient, as we maximize the depositors’ utility by keeping the (bank’s)
shareholders at their opportunity cost.

Should capital adequacy norms be imposed? In our model, if there is
adequate endowment with risk neutral agents, there will be sufficient equity
forthcoming anyway. If the endowment with risk neutral agents is inade-

quate, then there is a scarce resource and it must show up in a constrained

18111 our model, the return on bank investments is certain and we have not allowed
for moral hazard by bank managers, Once we allow for a more general case, then the
argument of Calomiris and Kahn (1991) has relevance. They argue that demand deposits
are a desirable form of bank liability as they, along with sequential service, provide an

incentive for monitoring by the depositors,
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optimum. Moreover, the sufficient amount of (risk neutral) capital, to pro-
vide full insurance to depositors, is dependent on the risk aversion of the
depositors, the amount of resources with them, the distribution governing
liquidity shocks, etc. It is not likely that the government has information on
these parameters. This makes the job of defining & capital adequacy norm
extremely difficult. On the other hand, banks left to themselves, but facing
the threat of competition, will develop the types of contract necessary to
tackle the problem of (inadequate) capital 19, if any.

[t is not really necessary to have capital as assurance. One substitute is
reputation of the bank. Another is unlimited liability of partners (who are
known to be rich). It is true that there are other problems with unlimitec
liability but all we need is an enabling provision in law that permits this. If
the difficulties with unlimited liability are serious, it will be avoided anyway
and in case they are not, then there is scope for its use.

At present one reason for imposing capital adequacy norms is that de-
posit insurance has led to moral hazard. So capital adequacy norm is used
to correct the side effect of a medicine (deposit insurance). What we are
arguing is that capital adequacy can be used to prevent the disease (bank

runs) itself.

19 here are other issues in this context like should capital requirements depend on the
business cycle? Should we consider market value or historical accounting in working out
capital adequacy? We are abstracting from these issues in this thesis. So the conclusion
that there is no need to impose capital adequacy norms has to be viewed in the light of

the specific model in this chapter.
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An alternative to capital adequacy that has an old history in the litera-
ture is unitary/narrow banking, This literature tends to focus on the agset
side of the balance sheet. In the recent literature and in our model, the
emphasis is on the liabilities side of the balance sheet. In our model, the
balance sheet is enlarged to include equity which is irredeemable.

While it is important to have an appropriate legal framework, the case

for direct intervention by government is doubtful.
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Chapter 3

Liquidity Shock and the

‘Lemon’ Problem

3.1 Non-financial assets in developing economies

It is often observed that, in developing/emerging economies, managers own
shares in the companies they manage, Alternatively, people invest in self-
managed projects, greater proportions of their assets than do those in de-
veloped markets. They will more readily open a retail outlet with their
savings than buy financial assets, or a portfolio of shares in projects opetr-

1

ated by others,” In this chapter, we study possible explanations for this

‘Tt is difficult to get estimates of the proportion of investment in non-financial assets
in emerging economies, But there are indicators that suggest that the investment in non-
financial assets in emerging economies is substantial. One indicator 1s the importance
of the so-called unorganized sector in the emerging economies. There are various namecs

used for the unorganized sector in developing economies: informal sector, small industries,
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phenomenon.

Our major contention is that such behavior is a rational outcome given
the properties, or the institutional environments, in which the asset markets
operate in emerging economies. A more efficient financial market will trans-
fer a greater proportion of the firm value to its shareholders. In developing
economies, on the other hand, given the relatively under-developed institu-
tions governing capital markets and corporate governance. shareholders get
a lower proportion of the firm value compared to that in developed financial
markets. This is often the result of the observed characteristics of emerg-
ing markets, variously described as being ‘thin’ or with a few large players,
having larger volatihty and lesser depgrees of integration among the various
types of asset markets. We argue that it is these properties that encourage
people to invest less in pure financial assets.

In this chapter, we set out a three period model. Agents 1nvest in period
0, (possibly) face a consumption liquidity shock (LS) in period 1 and sell
assets, or consume in period 2. Assets can be sold in the secondary market
in period 1. In this chapter, we study the case where there are enough liquid

funds in period 1 with the potential buyers, so that assets are priced at

household economic activities and unincorporated enterprises. 'According to the Central
Statistical organization’s (CSO) estimates, the contribution of Unorganised secior to the
total net value added (NVA) stood at about 64% in the recent years. Of this, nearly 75%
was accounted for by the non-agricultural unorganized sector...’ (Jacob, 1997). Most of
the investment in the unorganized sector is not channeled through the financial markets.

These are typically owner managed firms,
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their *present value”. This, we term NLC, or no liquidity crunch {(NLC).
We consider two kinds of assets - rcal assets and financial assets. Since
there are two possible assets, there are two asset markets to consider. We
will allow these markets to be incompletely integrated. implying thereby, the
shocks in one market need not be fully transmitted to the other market. In
particular, it is possible that in one market there is a liquidity crunch while
the other faces no such problem; or, agents may not be able to operate in
both markets, etc. When there are no such segmentations between the asset
markets, we will term them fully integrated markets, or FIM.

The plan of this chapter is as follows. In section 3.2, we set out the
basic model. In section 3.3, we study the benchmark case of NLC and
FIM. In section 3.4, we examine the question - do asset markets need to be
integrated? In section 3.5, we discuss the issue of separation of ownership
and management in the light of our model in this chapter. In section 3.6, we

conclude with remarks on owner-managed firms and the cost of delegation.

3.2 The Basic Model

Consider a three period model, periods labeled 0, 1, 2. There is a continuum
of risk averse (potential) entrepreneurs, E, in [0, 1}, each of whom has an
endowment of one unit of investible funds. They have no endowment in
periods 1 and 2. Each of them also has an identical project, that yields a risky
return in period 2. Each unit of period 0 investment in a particular project

gives a period 2 return of R with probability 8, if the outcome is good, and
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R with probability (1 ~ 8), if the outcome is bad. Also, 0 > B> R > 0,
and (0 < 8 < 1. We define

R*= R+ (1 - B)R. (3.1)

Since each project has the same probabilities of success and failure, and
are independent, one interpretation is that in period 2, 8 proportion of the
projects will give a return R, and (1 — /3) proportion will give a return R. In
period 1, both good and bad projects give a return of zero. In other words,
if an investment is liquidated in the short run (period 1), the entire value of
the mvestment 1s lost.

In period 0, the entrepreneur, £, decides on a, the proportion of the
endowment invested in her own project. The remaining (1 — a) is invested
in others’ projects. Agents do not invest directly in others’ projects, but
through a mutual fund. Thus, when an entrepreneur invests ¢ in one’s own
project, the rest, (1 — a), is invested in the mutual fund, a financial asset.
The mutual fund invests in (independent) risky projects, some of which may
succeed and others may fail, However, given its ability to diversify risk, the
mutual fund is able to guarantee a refurn to its clients equal to the mean
return of all the projects that it funds. The mutual fund is, therefore, a fully
diversified portfolio, with return Ry in period 2. There are two important
points to note here. First, s is non-stochastic. Second, owing to delegation

cost, Iiy is different from R°,

In the absence of any difficulty in period 1, for a given choice of a, agent

F expects a period 2 return of aR¢ from the investment made in her own
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project, and (1 — a)R; from the mutual fund. Henceforth, we will ferm
the investment in E's own project as an investment in real asset (RA), to

distinguish it from the investment in the financial asset (FA). Let
m= R — I (3.2)

In period 0 everyone operates under symmetric information. In period 1,
however, B knows the quality of her own RA, but not those of others. In
particular, if there is a market for RAs in period 1, an owner of a bad RA will
try to sell her asset to an uninformed buyer. With a > 0, we, therefore, have
the possibilities of period 1 trades in RAs under asymmetric information.
For trade of RAs under asymmetric information, we must have buyers
who do not know the exact type of the RA being offered in the market.
This is possible only when both good and bad projects are offered for sale.
To effect this, we will assume that the entrepreneurs are of two types. A
type 1 entrepreneur gets utility from period 1 consumption only. Type 2
entrepreneurs, on the other hand, obtain utility from consumption in period
2, and no utility from consumption in period 1 (Diamond and Dybvig, 1983).
In period 0, agent F does not know what type she will be, but knows that
the probability of being type 1 is ¢, where 0 < ¢ < 1. In period 1 all & get to
know their types. Since the distribution of types is i.4.d. for all F, in period
1, ¢t proportion of agents E will be type 1, and (1 — ¢} will be of type 2. ¢

is known in period 02. Let ¢, be the consumption of an agent E of type i,

“This means that there is no aggregate uncertainty, as far as liquidity shock {on the

demand side) is concerned, in period 1. In the next chapter, uncertainty is introduced by
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i = 1,2, in period &, &k = 1, 2. Let U; be the utility of a type 7 agent. Then,
Uy = ufern)

and

Us = u(cog)

Given the utility function, ¢35 = ¢9; = 0. We aslsume that «'(.) > 0 and
u'’'(.) < 0. We assume that all markets are competitive. Throughout we will
make the simplifying assumption that the discount rate is 0 for all agents.
The possibility of being a type 1 agent is equivalent to facing a con-
sumption liquidity shock in the short term, when assets will have to be sold.
Observe that a typical entrepreneur will own two types of assets in period
1, the RA and the shares in the mutual fund. Assets cannot be liquidated
in the short run as, by assumption, the short term liquidation value is zero.
However, these can be sold in asset markets, one each for the RAs and the
other for FAs. FEach of the asset markets has two types of buyers. The
first is a group of risk neutral buyers, N. These period 1 risk neutral buyers
are different from the entrepreneurs and have (independent) liquid resources
to buy the assets® being traded in that period (similar to the “investors”

in Holmstrom and Tirole, 1998). These buyers come to the markets with

allowing for the possibility of liquidity crunch {on the supply side).
IDiamond and Dybvig (1983) had assumed that agents can invest in a project which

gives a 2 period return of R > 1, If funds are required before period 2, then the project
has to be liquidated in period 1, when the return is 1 per unit of investment. This is the
only source of liquidity in periﬂd 1 in their model. There is no outside ligquidity available

in their model, We have relaxed this assumption in this chapter.
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a total amount of goods, or supply of liquidity, which they are willing to
exchange for existing projects, or assets, if the expected return on the asset
is no lower than the price they will have to pay. The second group of buy-
ers are the entrepreneurs themselves, who do not have any endowment of
liquidity in period 1, but can obtain it by selling some of their assets,

Assume that the utility function of risk neutral agents N in period 1 is
UN = el 4 ¢, (3.9)

Given that the short run liquidation value of the projects is zero, the price
of the assets depends on the supply of liquidity, with the buyers, in each of
these markets. In this chapter, we assume that there is adequate liquidity
and that the markets are integrated.*

The only role of the risk neutral agents N in our model is that they
buy agsets in the secondary market in period 1. Hence, our focus is on the
behavior of agents E only.

Let B denote a bad project and G denote a good project. In period
1, then, four types of entrepreneurs can be classified, depending on their
(utility) types and the quality of the RAs they own. This is given in Table
3.1. Since we are allowing for period 1 trade in assets, the first thing to note
is that we can define two types of sales in period 1. First are the forced sales
by type 1 entrepreneurs, who need liquidity in period 1 and will sell at any

(non-negative) price. Second, are the strategic sales by type 2 entrepreneurs,

In chapter 4, we will move to the case of inadequate liquidity and thereafter. in

chapters 5 and 6, we will take up segmented markets.
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Type 1 Type 2 | Total
Type G Gt B(1 —~ t) 3
Type B | (1 =08}t | {1-5)(}-t) | 1-B

Total i - 1

Table 3.1: Distribution of agents by the quality of real asset owned and by
the utility function '

Type 1 | Type 2

Type G 1¢ 2G

Type B 1B 2B

Table 3.2: Nomenclature

who are not selling for consumption (or liquidity) reasons in period 1, but
because they can sell in a market where their assets are overvalued.

In what follows, we will use the nomenclature, as given in Table 3.2, to
describe the agents.

Before we state any result, it is important to consider one particular
aspect of what we have called a real asset., By definition, a measurable
amount a is owned by an entrepreneur and the remainder 1 — a by the
mutual fund, When the entrepreneur sells her stake in the asset, she sells a
measurable portion of it. Buyers may diversify across all such real assets on
sale in period 1. On the other hand, the real asset market may be organized
such that buyers will have to buy all a proportion of an RA, We allow
for both possibilities in our analysis. However, we show that it does not

~ matter whether or not agents can diversify across RAs in period 1 so long as
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the asset markets are integrated. Throughout we assume that markeis are
competitive. Thus all buyers and sellers take prices as given and, the buying

price of an asset 15 the same as s selling price.

Lemma 3.1 All type 1 agents will sell all their assets in period 1.

Proof: This follows directly from the utility function of type 1 agents.

Lemma 3.2 All 2B agents will undertake sirategic sole of their RAs in

pertod 1.

Proof: Consider a 2B agent in period 1. Recall that ¢ is invested in RA and

(1 — @) is invested in FA in period 0. As a 2B agent she knows, by period
1, that the quality of her RA is bad. If she hangs on to it, she will get an

amount a X in period 2, and her total utility will be
u(eR + (1 — a)Ry).

Consider now the outcome if she sells her own RA. Suppose the price of
an RA in period 1 is P, If the 2B agent sells her RA, she will obtain af;
amount of liquidity, Since the buying and selling prices of R As are the same,
she can buy (aP,)/P. = a units of RA(s) with this amount. Observe that
when she can diversify across RAs in period 1 she can also choose not to do
so. So, suppose she buys the entire amount of an RA being sold by another

entrepreneur. Let the probability of this new RA being good be . Her
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expected utility in period 2 will be
BulaR + (1 - a}Ry) 4+ (1 — Bulalk + (1 — a)Ry)

which is greater than what she gets by not trading in her bad RA so long as
3 > 0. From Lemma 3.1, there will be some good RAs in the market and,

hence, 3 > 0. The result follows.

QObserve that Lemma 3.2 is a direct result of asymmetric information. Only
the owner of the real asset knows the true value of her project, and thus,
a 28 agent can always exchange her bad real asset for another asset that
gives her greater expected utility.

Let us now derive the distribution of the quality of RAs traded in the
market in period 1 when 28 agents sell their RAs and, solve for the value
of A'. The suppliers of RAs in period 1 will be all type 1 agents who have
to sell (total amount at}, and all type 2 agents who sell strategically (total
amount a(l — G)(1 — £)). The supply of good RAs will come from type 1
agents only — the measure of this being aft. Thus, the period 1 probability

of a real asset (offered for sale in the market) being good, (¥, is given by

Gt 3t 4
FA-B(-0 1-f+b &4

p =

Define
R=fR+(1-F)R - (3.5)

Then the period 2 expected return from RAs on sale by all type 1 agents

and type 2B agents with bad projects in period 1 is R'.
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Claim 3.10< g8 < fand R< R' < R® < R.

Proof: Since 0 < § <1 and 0 < ¢ < 1, it follows that 0 < /' < 3 and that

R< R < R® < R.

As far as I2° and Ry are concerned, we assume the following.

A.3.1: 0 < Ry =R®-~m < R% ie. 0<m < RE.

Further, we have

A.3.2 In period 1, when indifferent between RA and FA, agent E buys FA.
We will use the following utility function for the risk averse agents:

A.3.3: Ifu(.) is the per period utility, then,

ul() =), <1, 7v#0

In the next section, we consider the benchmark case in which the RA and
the FA markets are fully integrated (FIM) and there is adequate liquidity

(no liquidity crunch, NLC) with the buyers in the secondary markets.
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3.3 The Benchmark Case

As a benchmark case, we first consider the situation where all markets are
fully integrated (FIM) and there is no liquidity crunch (NLC). We will define
a liquidity crunch as a lack of sufficient liquidity in period 1, to support prices
that equate the cost of an asset to its expected return. Observe that the
presence of risk neutral buyers in period 1 ensure that, the price of the asset
cannot be greater than the expected return on them. On the other hand,
if there is sufficient liquidity with these buyers, competitive pressures will
ensure that the price of the asset must be no less than the expected return on
thém. Thus, with sufficient liquidity, the pefiﬂd 1 price P; of asset 7, 7 =7
denoting RA and 5 = f denoting FA, will be equal to the expected return of
the corresponding asset. If Z; is the period 2 return as expected in period
1, then NLC implies P; = Z;. If, on the other hand, there is a liquidity
crunch, we will have P; = A;Z;, 0 € A; < 1. Let « denote, henceforth,
the probability that there is enough liquidity among the buyers (NLC), i.e.,
A; =1, and (1 — ) be the prébability that there is a liquidity crunch (L.C},
or 0 < A; < 1. Notice that the net demand for liquidity in period 1 comes
from the agents who must consume in period 1. Type 2 agents with bad real
assets are not net demanders of liquidity as they sell bad assets in period
1 and then use the proceeds to buy assets that will give them returns in
period 2.

We model asset market integration as a situation where players can op-

erate in either markets. As we will see later, one way the segmentation
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of markets will show up is the fact that A, may not be equal to Ay when
markets are not integrated,

As a starting point, we assume that with probability 1 there is enough
liquidity in the asset markets in period 1, or &« = 1. In other words, the
period 1 price of each asset in equilibrium will be equal to the expected
returns on these assets.

In period 1, each & knows her type, and the quality of her RA but not
the type or the asset quality of other entrepreneurs. Recall that P is the
price of a mutual fund share in period 1, and P. is the corresponding price
of a unit of the RA. Since the presence of a liquidity crunch determines the
asset prices in period 1, we now introduce the following notation. Under
NLC, P; = Py and P = P;; under LC, we will have Py = P, and P, = P,.

Since all entrepreneurs are identical in period 0, we can assume that they
take the same decision on the amount to be invested in RA i.e. a in period
0. We analyze the problem in two stages:

(1) period 1 trades and prices, for a given portfolio choice in period 0, and

(2) portfolio choice in period 0.

3.3.1 Period 1 Trades

We will assume that trading requires no margin money. Agents submit their
sale and purchase orders and the net position is calculated, and settlements
made. In this scenario, the demanders of net liquidity are the type 1 agents

who have to consume in period 1. The bad type 2 agents have a zero net
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demand for liquidity — they sell their bad projects and use the proceeds to
buy other assets. At the end of the settlement, they are left with zero net
liquidity. The risk neutral agents N are the ones who give up liquidity to
type | agents and get assets instead.

In period 1, markets are fully integrated. So an agent £ can sell her
RA and buy FA. Recall that return on FA is non-stochastic since it is fully
diversified. So an agent can diversify in period 1 after selling her RA. On
the other hand, diversifying across RAs in period 1 may be difficult. For
the purpose of our analysis, however, we will show that it does not matter
whether or not agents can diversify across RAs in period 1. In what follows,
we will consider both possibilities viz., agents can diversify across RAs In

period 1, and agents cannot diversify across RAs in period 1.

Lemma 3.3 Let P, = R, Py = Ry and markets be fully integrated. Then,

it always pays u 2B agent to sell her RA and buy an FA.

Proof: First, suppose that 28 can buy into only one RA; i.e., she cannot

diversify across RAs. Let V denote her expected period 2 utility, in period
1. She sells her RA and gets P amounts of liquidity, with which she buys
(aP,)/ P of a real asset on sale. This exchanged asset has a probability g

of giving a return R and a probability (1 — £’} of giving a return B. Thus,

t

v ﬁ’u(%%ﬁ+ (1 - a)ﬁf) + (1 - ﬂ’)u(“g"

Bu(aR + (1 — a)Ry) + (1 — fu(a + (1 — ) Ry)

R+ (1~ a)Rf)

|
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Given concavity of u(.), it follows that

V < @R+ (1~ a)Ry) + (1 - F)aR + (1 - o) Ry])

=V < u(a(ﬁ"ﬁ+ (1-8YR)+ (1 - a)Rf)

Using (3.5), we get
V < u{aR' + (1 —a)Ry)

Substituting P, for R' and Py for Ry, we get

V < u([ﬂ;;" - (1 "G)]Rf)

But the latter is the utility from selling RA and buying FA. So it pays to

sell an RA and buy an FA when she cannot diversify across real assets in
period 1.
Now suppose she can fully diversify across RAs in period 1. Then her

period 2 expected utility will be

a P
Py

u(aR + (1 — a)Rf) = u([ - (1 — a)

Ry)

since P, = R’ and Py = Rj. Observe that u([ﬁ—;}ﬂ- + (1 - a)}Rf) is the
utility from selling her RA and buying FA. So for anything less than complete
diversification, she is better off buying the FA, while with full diversification,

she is no worse off buying the FA only. Using A.3.2, the result follows.
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Proposition 3.1 Under NLC and FIM, given A.3.1 and A.3.2, there is
e untque Nash equilibrium wn period 1 in which type 1 agents sell all their
assets, type 2 agents retawn their FAs, type 2G agents retain their RAs and
type 283 agents sell their RAs and buy FAs, and P, = P, = R' and Py =
B;=R;.

Proof: First, we show that the prices of RA and FA are R’ and R; respec-

tively. Thereafter, we consider the behavior of type 1 and type 2 agents
vig-a-vis RAs and FAs in period 1.

The period 2 return on the FA is Ity, So, its price Py cannot be more than
Ry; it cannot be less than Ry, since then there will be excess demand for
FAs given that risk neutral buyers have enough liquidity and are indifferent
between consuming in period 1 or period 2. Let Z, be the expected return

]

on the RAs offered for sale in period 1. Then, NL.C implies, in the same way,
P, = Z,.

We now show that it never pays a 2G agent to sell her RA under NLC. If
all type 2 agents sell their RAs, the expected value of an RA in the market is
R? since type 1 agents always sell all their RAs in period 1 and, by Lemma
3.2, so do all 2B agents, So then, P. = Z, == R? But then, it pays a 2G
agent not to sell her RA, By holding on to it she is guaranteed an expected
utility u(aR + (1 — a)R;). Instead, if she sells her RA and,
buys a diversified portfolio of RAs, she gets u{aR® + (1 —a)l1y);
or buys another RA, she gets u(aR+ (1 —a)Ry)+(1 - Blu(eB+ (1 —a) iy,
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or buys FA, she gets u([(aF:)/ Py + (1 — a)]Ry).

Given that u(.) is concave, R®* < R and P; = Ry, it follows that a
2 agent should not sell her RA even when other 2G agents are doing so.
Indeed, Z, falls as the proportion of 2G agents selling their RAs falls. So,
under NLC, no 2G agent will sell her RA in period 1.

Thus, given Lemma 3.2, the expected return on all RAs offered for sale
in period 1 will be R', The FA has a certain return of R, in period 2. Thus,
P, = P, =R and P; = P; = Ry.

Next, we consider the behavior of agents vis-a-vis RAs and FAs. From
Lemma 3.1, type 1 agents sell their assets in period 1. From the above
discussion, 2G agents retain their real assets. We now show that each type
2 agent retains her FAs in period 1. Suppose not. Then she sells her FA and
buys RA. First assume that it is possible to diversify across RAs in period

1. Then she gets {l—;)Pf units of RA and her return is (13—;“9" R, After

substituting for the prices, we get (1 — a)Ry but this is equal to the return
on FA. So she does not gain by deviating. Second, consider the case where
it is not possible to diversify across RAs in period 1. Then her expected

return per unit of RAs (purchased after using the sale proceeds of selling

FAs) is /R + (1 — )R which is R'. So her expected return is _(13}-'_‘,—5'-)‘& R,
Again after substituting for the prices, it is clear that she gets an ezpected
return of (1 — a)Ry but this is equal to the ceriain return on FAs. Since

agent F is risk averse, she strictly prefers to retain her FAs,

Finally, from Lemma 3.3, 2B agents sell their RAs and buy FAs and the
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proposition is proved as the uniqueness of the equilibrium follows directly

from the fact that P. = R’ and Py = Ry. This completes the proof.

3.3.2 Period 0 Choice

We now come to the choice of a in period 0. We will assume that all agents in
period 0 know that period 1 is characterized by NLC and FIM and that the
equilibrinm prices in period 1 will be as gii;en in Proposition 3.1. This allows
them to form period 0 expectations about their utility and its dependence
on their period 0 choice of a. But, first, a couple of obvious results that will

help in the intuition of the later results.
Lemma 3.4 tR'+ (1 - ){BR+ (1 - B)(B'R+ (1 - B)R)) = R®

Proof: It is easy to check that after substituting for B/ and 4 in the left
hand side of the expression in Lemma 3.4, using (3.4) and (3.5), we get the

resulf.

Lemma 3.5 Under NLC and FIM, given A. 3.1 and A.3.2, the period

expected return on an RA is R

Proof: Let R be the return (expected in period 0} on investing in an RA
under NLC in the secondary market for RAs in period 1. Since markets
are fully integrated, an agent £ can sell her RA and buy FAs in period 1.

The sale proceeds from selling her RA under NLC in period 1 are aP,. The
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number of units of FA that can be bought is %. Then the period 2 return

from selling RA and buying FA is %LR 7. Hence,
f

ol

|

R=tP,+(1L—-)|BR+ (1L - B)

?'Rf , Ff#ﬂ
f

o

Recall that Py = Ry (Proposition 3.1) and Ry > 0 (A.3.1). Hence, P; > 0.

Substituting for the prices using Proposition 3.1, we get
R =tR + (1 - t)[BR + (1 ~ )R]
Using (3.5), we get
R =tR' + (1 - )[R+ (1 - B)(F R+ (1 - f)R)]
Using Lemma 3.4, we get % = R* and hence, the result.

(Given the equilibrium trades and prices in period 1 for a given a, we next

examine the optimal ¢ (denoted by «*) in period 0.

Proposition 3.2 Let A.8.1 and A.8.2 hold. Given NLC and FIM, invest-

ment in RA in period 0 is positive (o* > 0).°

Proof; First, note that, assuming NLC, is the same as setting o = 1. This
means that in period 1 the asset prices will be R’ for the RA and Ry for the

- FA (Proposition 3.1).

°In chapter 6, we show the same result under NLC when markets are completely seg-

mented. See Proposition 6.2.
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With probability ¢, the risk averse agents £ will be type 1 and sell their
RAs at a price P, and the FA zﬁ: J_jf in period 1. With (1 — £)3 they will
be type 2 with a good RA and not participate in the period 1 asset market.
Otherwise, they will be type 2 with a bad RA and operate in the period 1
asset market as dictated by Proposition 3.1 i.e. retain (1 — «} units of FA
and sell a units of RA for aP, and buy % units of FA. So we can write

the period 0 expected utility as,

EUE = tu(aP, + (1 - a)P)

+ (1 -— t){ﬂu(aﬁ + (1 —a)Ry) + (1 - 6)1;([? - (1 - m)] R;)}

[f, in period 0, the entrepreneurs know that the conditions in IProposition 3.1
will hold in period 1, then they know the equilibrium prices that will prevail
in period 1. They will use these period 1 prices to compute their expected
utility in period 0, EU®(.), for each level of a they choose. Substituting for

the prices from Proposition 3.1, we get

EBUY = tu(aR' + (1 - a)Rs) + (1 — t){ﬁu(aﬁ + (1 — a)Ry)

+ (1- PR +{1 - a)Rf)} (3.6)

This may be rewritten as

BUP = |t+(1-0)(-B)|u(eR + (1 - a)Rp
+ (1 -¢t)Bu(aR + (1 ~ a)Ry)
@aggﬁ - [t+(1-—t)(1-m]u’(m+(1-—a.)Rf)[R’-Rf]

+ (1—-8Bu'(aR + (1 - a)Ry)[R ~ Ry]
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ORU "
da

Il

e

t+ (1= 00 - 9o (ROIR - Ry]

+ (1 =) v (Rf)R ~ Ry]

(==

u' (Ry) [tR" + (1 —-8)[BR+ (1 - BR] - Rf]

Using (3.5), we get

SFEUE
da

= /(Ry) [m’ + (1= )[BR + (1 - B(BE+ (1 - B)R)] - Ry ]

=0

After using Lemma 3.4, we get

SRU*"
da

= u'(Rs)[R® — Ry]

a={

>

after using A.3.1. This implies that a* > 0. This completes the proof.

The intuition for the result is straightforward. From Lemma 3.5, we
know that the ezpected return (as in period 0) on an RA under NLC is R*,
On the other hand, there is a certain return of Ry in the case of an FA. 50

a risk averse agent chooses to invest in RA since R® > Ry.

3.4 Do Asset Markets Need to be Integrated?

We will now consider what happens if the period 1 asset markets are not
integrated. For that, we first need to define what we mean by the lack of
integration or, segmentation, We will refer to the risk averse entrepreneurs
who sell their assets in period 1 as suppliers. Observe that some such sup-

pliers (viz., those 2B agents who sell their RAs and buy RAs or FAs), are
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also demanders of assets. But observe that they sell end buy i.e. their net
demand for assets in period 1 is zero. It is only the risk neutral agents N
who are the net buyers of assets in period 1. The risk neutral buyers will be
termed demanders. We define market segmentation from the point of view
of what each type of agent on each side of the market can do. Thus, when
the suppliers can operate in both markets but the demanders cannot, we
have the markets integrated on the supply side and term it as SIM (supply
integrated market)., When only the risk neutral agents can operate in both
markets, we will term it as a DIM (demand integrated market). Thus, the
asset markets are fully integrated only when both SIM and DIM hold —
FIM = SIM + DIM. Now we turn to the question that we asked in this
section - do asset markets need to be integrated?

Under NLC, the asset prices in period 1 are given as R’ for the RA and
Ry for the FFA, from Proposition 3.1. Suppose markets are not SIM. This
will, by definition, disallow a 2B agent from buying an FA after selling her
bad RA. So, she will be limited to excﬁanging her RA for one (or many)
RA(s). From the proof in Lemma 3.3, this has an effect on the period 0
choice of a only if she cannot diversify across RAs in period 1. Recall that
the period 1 expected utility of period 2 is the same if she buys a IFA or holds
a diversified portfolio of RAs instead. Also observe that, as long as there
is NL.C, the integration on the demand side is not an issue as the period 1

prices are given once NLC is given. Thus:
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Corollary 3.1 Let A.8.1 and A.3.2 hold. Period 0 investment choices are
independent of SIM and DIM, if there is NLC in period 1 and one can

diversify across RAs in period 1,

3.5 Separation of Ownership and Management

Chandler {1959, 1977) emphasized the positive role played by the separation
of ownership and management. But the theoretical underpinnings for this
were not very clear. In fact, one part of the literature {e.g. Jensen and Meck-
ling, 1976) suggests the opposite i.e. separation of ownership and manage-
ment is costly. How does one reconcile the two views? What is the positive
side of the separation of ownership and management? Acemoglu {1999) has
shown that when ownership and management are combined, then the equi-
librium is inefficient because the zero profit condition imposed by competing
financial intermediaries gives very high powered incentives to entrepreneurs,
This can be avoided by the separation of ownership and management ‘be-
cause the manager is not the residual claimant of the returns, and hence
has low powered incentives, Therefore, the divergence of interests between
owners and managers may have beneficial effects...’” (Acemoglu, 1999; p.
359).

Our model also suggests that the separation of ownership and manage-
ment could be useful. In_ our model, the reason is that when ownership
and management are combined, then we have an asymmetric information

problem. In the case of a real asset, the owner has prior information on the
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raality of the asset which others do not have. This creates an obvious moral
hazard for owners of RAs. Should an agent try to sell her RA, the buyer is
not sure whether 1t is being sold because it is a bad asset, or because the
seller has liquidity needs independent of the quality of the asset. This makes
it difficult for them to sell their real asset when they have liquidity needs.
So consumption smoothing becomes difficult if oné invests in real assets. On
the other hand, in the case of financial assets, the prospective buyers are
more willing to believe that the only reason for the owners to be selling their
financial asset is to finance consumption, and not necessarily to derive gains
from any informational advantage. Thus while the market for real assets is
characterized by asymmetric information between buyers and sellers, finan-
cial assets are traded under symmetric information. Observe that when an
agent invests in financial assets, she is delegating the management to the
firm’s managers. So our model suggests that delegation i.e. separation of
ownership and management helps. This is in contrast to the view that the

separation of ownership and management brings in distortions.

3.6 Owner Managed Firms and the Cost of Dele-

gation

Before the long-term projects mature, agents can face a consumption lig-
uidity shock or, given that others are facing this shock, she could get an
opportunity to trade in her bad real asset for another (portfolio of) assets

with higher returns. In the absence of these short term events, agents invest
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in a portfolio that maximizes the long term expected return adjusted for
risk. But in the presence of these short term shocks, agents need to take
into account the interim period before the projects mature.

We have made a distinction between real assets and financial assets.
An agent can invest in one real asset which has a stochastic return. On
the other hand, the return on (a diversified portfolio of) financial assets is
non-stochastic in the long run.® Moreover, while the market for real as-
sets is characterized by asymmetric information between buyers and sellers,
financial assets are traded under symmetric information. This is another
advantage in favor of financial assets.

The disadvantage with financial assets in a developing economy is that

there is a high cost. A more efficient financial market will transfer a greater
proportion of the firm value to its shareholders. In developing economies,
on the other hand, given the relatively under-developed state of the institu-
tions governing capital markets and corporate governance, sharcholders get
a, lower proportion of the firm value compared to that in developed financial
markets. So our analysis suggests that weak regulation of financial markets
could account for the investment in real assets.

In emerging economies, asset markets are not well integrated. Buf we
have shown in our model that so long as there is adequate liquidity in each of
the secondary markets, it does not matter whether markets are integrated.
We will show through the remaining chapters that, market segmentation

plays a crucial role when the asset markets do not have sufficient liquidity.

“In the next chapter, we introduce the risk element in the case of financial assets,
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Chapter 4

Liquidity Crunch and

Integrated Markets

4.1 The Constrained Supply of Liquidity

In this chapter, as in the previous one, some agents need to consume in the
short term only and before their projects mature. In the last chapter, we
saw how the agents invested in a portiolio of assets that could be sold in
a secondary market with adequate liquidity. However, the secondary asset
markets often face a situation of inadequate liquidity on the supply side.
We term this inadequate liquidity as a liquidity crunch, or LC, If markets
are integrated, then the problem can be solved to some extent since funds
can flow from one market (with enough liquidity) to another market (with

inadequate liquidity). This may not fully solve the problem if there is an

overall liquidity scarcity.
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The plan of this chapter is as follows. In section 4.2, we set out the
model. In section 4.3, we do some comparative statics. In scction 4.4, we

conclude.

4,2 The Model

In the last chapter we considered the case of NLC. Given our definition of «
(chapter 3), this was the case when « = 1. In this chapter we allow for the
possibility of « being less than one. We can then interpret (1 — «) as the
probability of a liquidity crunch (LC) in period 1. Chapter 3 was a special
case of o = 1.

There are three things that now become uncertain in period 0; no agent
E knows her type, or the quality of her RA, or the state of liquidity in
period 1. In period 1, each agent F knows her type and the quality of her
project and whether there is a liquidity crunch, The first two are private
information, while the third becomes common knowledge in period 1. So
there is asymmetric information on the type of agents and the quality of
projects in period 1.

Recall from chapter 3 that, under NLC in each market, the period 1
asset prices are P, = R’ and Py = Ry. The result followed in two steps.
First, we showed that it never pays a 2G agent to sell her RA, Then we used
the fact that, with NLC, the price will be equal to the expected return on
the real assets offered for sale, Z,. Since the 2G agents stayed away from

the asset market, Z, was equal to R'. Under LC, these prices are no longer
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supportable in equilibrium. However, gsince both asset markets continue to
be [ully integrated, and there are risk neutral buyers, it must be the case

that

D _ B _
7 =R =N 0<A<L (4.1)

If the first part of the equation was not satisfied, then the return per unit
dollar will be different in the two markets. Given that buyers can operate
in both markets, all the demand will be for the asset which has the higher
return per unit cost. Thus, for both asset markets to be operative, the first
equality must hold. The second equality follows from our definition of a
liquidity crunch in an asset market §, § = », f, in chapter 3. Asset market
integration, given the first equality in (4.1), implies A, = A; = A

[f A = 1, we have the familiar case of NLC, As A decreases from the
henchmark value of 1, the L.C becomes more severe and the ratio of price to
the expected return on an asset decreases. So the extent, or the degree, of
a liquidity crunch can be measured by the value of A.

Recall that, in general, we denote the price under NLC by ?j and un-
der LC by P;, j = r, f. Under integrated markets, one cannot distinguish
between the extent of the LC in the two asset markets, Also, when markets
are fully integrated, it cannot be the case that there is an LC in one market
but not in the other. Thus, under integrated markets, (1 — «) is the same
for both markets. When markets are not integrated, the p1‘0bdbi1ity of LC
can be different in one market from the other but, for algebraic simplicity,

we will consider the same probabilities in both markets. However, we still
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allow the extent of the liquidity crunch to differ across markets when they
are not integrated because then, A, need not be equal to A 7 We do that in

the later chapters.
Period 1 Trades

Lemma 4.1 Under FIM, if olways pays a 2B agent to sell her RA and buy
FA,

Proof; Observe that, as long as (P./P;) = (Z,/Ry) the proof of Lemma
3.3 holds, where Z, is the return on RAs offered for sale in period 1. Given

(4.1), the result follows,

Proposition 4.1 Under LC and FIM, given A.8.1 and A.3.8, there is a
unique Nash equilibrium in period 1, with P, = AR' and B; = ARy. In this
equiltbrium, type 1 agents sell all their assets. All type 2 agents retain their
FAs. Type 2G agents retain their RAs, while type 2B sell their RAs and
buy IFAs.

Proof: Following through in the same manner as we did for Proposition J.1,
it is immediate that type 2G agents will not sell their RAs as long as (4.1) 13
true and this is guaranteed by FIM., A type 1 agent will sell all her assets in
period 1 regardless of their prices, Hence, along with Lemma 4.1, it follows
that Z, = R'. From (4.1), we now have P, = AR and P; = AR;.

Consider a type 2 agent. She can never gain by buying and selling the

71



i“A, since the buying and selling prices are the same and the period 2 return
is 127 on the FA regardless of the period in which they are bought.

Now suppose that, given the prices, a type 2 agent sells her FA to buy
RA. Here, the agent can acquire a new RA portfolio which is fully diversified

across all the RAs that have been offered for sale. This exchange of FA for

a diversified RA gives her (1--;3& units of RA and her return is {I_Pﬂ'r)Ff R.
After using (4.1), the return is (1 — a)R; but this is equal to the return on
FA. So she does not deviate (A.3.2). Second, consider the case where it is
not possible to diversify across RAs in period 1. Then her expected return

per unit of RAs (purchased after using the sale proceeds of selling FAs) is

G'R + (1 ~ B8R which is R'. So her expected return is (IHSF)FLR’ . Again
after substituting for the prices, it is clear that she gets an expected return
of (1 — a)Ry but this is equal to the certain return on FAs, Since agent [
is risk averse, she strictly prefers to retain her FAs. So a type 2 agent will
not gain by exchanging her FA for RA (diversified, or not).

The uniqueness of the equilibrium follows from the fact that at any
other price pair for the two assets, given the risk neutrality of the liquidity
suppliers, there will either be excess demand or excess supply of either one

or both assets. This completes the proof,

As long as there is full integration across markets, the degree of liquidity
crunch does not affect the nature of the equilibrium of the period 1 asset

markets. It, of course, by definition can support lower absolute prices com-
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pared to the case when there is no liquidity erunch, Thus the LC in period

1 makes type 1 agents worse off than they would he under NLC.
Period () Choice

Recall that in chapter 3, an agent knew the equilibrium prices in period 1.
Now, since there are two states of thie world, we have the vectors (P, P,)
and (P, P;) for the RA and the FA respectively. The agent in period
0 knows the probability with which an LC can occur and, hence, knows
the probability with which a particular period 1 payoff will happen if she
is of type 1. Thus, with probability « her payoffs will be as dictated by
Proposition 3.1 and, with probability (1—c) it will be as given by Proposition

4.1. The period 0 expected utility can be written as follows:

EUE

it

a{tu(aﬁr + (1 —a)Py)
+ (1 —t) [ﬁu(aﬁ-k (1 ~a)Ry)

57+ -]}

- (l—ﬂ)u([jﬁ - (1 ~a)
|- (1 ~— {I){tu(a-ﬁr + (1 - G')“Bf)

f

+ (1 —~ ) [ﬁu(ahﬁ+ (1 —a)ly)

+ (1 —-ﬁ)u([t;‘%’ + (1 ma)]Rf)”

Substituting for the prices from Propositions 3.1 and 4.1, we get

EUF = a{tu(aR’+(l-a)R;)

4+ (1~1) [ﬁu(a'ﬁ+ (1 ~a)RRy)
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+ (1 ~ Blu(aR" + (1 — cL)Rf)] }
4+ {1~ ﬂ){m(m/\R' + (1 — a)AR /)
+ (1 - t)[ﬂu(ari + (1 — a)fis)

F (L= BulaR + (1~ a)R;)}} (4.2)

This is the expected utility in the general case e allowing for liquidity
crunch in period 1. Observe that if o = 1, in (4.2), i.e. we have NLC for
certain, then, we get back the expression for the expected utility under NLC
as in (3.6).

Given the equilibrium trades and prices in period 1 for a given choice of
a in period 0, we now examine the optimal choice of o {denoted by a*) in

period 0.

Proposition 4.2 Let A.3.1 - A.8.3 hold. Assume that the period 1 asset
markets are fully integrated. We have NLC with probability o and LC with
probability (1L — o). Then the optimum porifolio is as follows:

(1) Relative risk aversion less than { a* > 0.

(2) Relative risk aversion greater than { o* > 0 if and only if m > m; > 0

where
N (1~ a)t(AY - 1)(R? — 1)
M= (1 - a)t(1 — A7)

(4.3)
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Proof: From (4.2),

DEUY
da

= ob' (R + (1 - a)Rp)[R - Ry)

+ ol = )B (@R + (1 - a)Ry)[R — Ry]

+ ol = 6)(1 = B) (R + (1 ~ a)R))[R' - Ry]
+ (1= a)t w'(eAR + (1 = a)ARp)AR' = ARy]
+ (1=&)(1—0FU (R + (1 -a)R))[R - Ry)

+ (1 =a)(1 -1~ u(alt + (1 - a)Rf)[R' ~- Iy] (4.4)

Evaluating the derivative at a = 0, we get

BV "
da a==0

atw' (Re )[R — Iiy]

i

+ ol ~)fw (Rf)[R - Ry]

+ ol = )1 - B) v (By)[R' — Ry]

+ (1 = a)t W' (ARs)[AR — AR/]

+ (1= a)(1 - )Bu'(Ry)[R ~ Ry]

+ (1= o) (1 - 8)(1 - 8) ()[R - Ry
= Jat+ (1~ 4)(1 - B)|[u'(By)[R — Ryl
+ (1~ )8 u'(Ry)[R — Ry]

+ (1= )t u' (AR} AR — AR/]

Adding and subtracting (1 — o)t (R)[1 — Ry], we et

ORU
da =)

= u*‘(R,«){ [t + (1~ t)(1 - ﬁ)] [~ Iyl

+ (L= )[R - Ry}
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+ (1 - f,r)t{u’()sfﬁf)[)nR’ ~ ARg) ~ W' (B[R - R.f]}

i}

f;.:’(Rf){tR’ + (1 —¢) [ﬁh" + (1 — ﬁ)R’] - Rf}
4+ {1 — r:r)t{u’(z\ﬂf)[z\ﬂ’ — Al — (R [R - R_,r]}

After using (3.5), we got

aEUﬁ
Ja

= u’(Rf){m'Jr (1 - t) [ﬁ"ﬁ-a- (1 -b)(ﬁ’.‘f?i-i-(l -—-{3")_13,_)] —R,}

a={}
+ (1 - f:r)t{u’(f\Rf)[AR’ ~ My~ u' (Ry)[R - Rf]}
Using Lemma 3.4, we got

IR
da

= H"(Rf)[f?.ﬂ - I

(=0

+ (1 - ﬂ:)t{u’(,\Rf)[z\R' ~ Aliy] - -u"(R;)[R’ - Rf]}

(Observe that if & = 1, then T‘E’EU "

a

= o (Rs}[R® - Ry] > 0 under A.3.1.

a=()

Hence, * > 0 if o = L. See Proposition 3.2.} Using A.3.3, we get

?EUE
da

=y’ RY™! [R“ — Ry + (1= apt[R' ~ Rf[(A” - 1)]

a==0
Subgtituting for By using (3.2), we get

I OLVAR
da

RS = m)1=1 im 4 (1= )R~ (RS - m))(AT ”]

=0

Il

PRS- m)™ [ m{l+ (1 - (N = 1))

4+ (I - a)i{R — RYAY —~ 1)]

i

V2 (RE — m)7~! [mD ~ (1 - e)t{RE ~ R(AT — 1)]
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whaere

D=1~ (1 =)l —~A")>0 under A.3.3 (4.5)

HEUY
{")(I. iz}

= 'ru(R“ — m)"'"l[m — D

where my is defined as

(1 — )t (AT — 1)K -l )
1 =~ 41 — ee}(1 - A7)

mp =

Observe that the denominator in the above expression is I (see (4.5)). Since
D > 0 (see (4.5)), it follows that mj has the same sign as (A7 ~ 1).
If0 < v < 1, then (AT —1} < 0. On the other hand, if v < 0, (AT-1) > 0.

Hence, g has the same sign as (—v). Therefore, il ) <y < 1, then m; < 0.

T ’ arr ki
This implics that Qun--—"g

>0if0 <y < 1, On the other hand, if v < 0,

et ==()

then i > (). This implica that % u >0ifand only if m > my > 0
a==

when v < 0. Observe that under A.3.3, relative risk aversion is equal to

1 — . Hence, under LC in integrated markets, in case relative risk aversion

is greater than one, then a* > 0 if and only il m > my > 0. If refative visk

aversion is less than one, then a* > 0 Vm > 0. This completes the proof.

Recall that in chapter 3, we had shown that ¢* > 0 under NLC and FIM.
Now we have shown that under LC and FIM, a* > 0 if relative risk aversion

is less than 1. If velative risk aversion is greater than one, then m needs to

'Recall that dem* A3 v <, v#0 110 <y <1, then, clearly we have 0 < AT <]
which implies that D > 0. On the other hand, if v < 0, then AY > 1 which implies that

(1 - A7) < 0. Thig implies that D > 0.
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he greater thin ey s 4 bhetore mgents invest i read assets, Ta other words,
piven reladive risk aversion greater than one, Lhe possthility of a licpniddity
crunch aetually veduees the range of vialues of o when the agenis hold on e
real assets. Albernatively, for low values of o, e < ey, the loguidity eruneh
actually digeourages holding on to veal assets, This suggests Chan the more
important reason for holding on 1o real assets in emerging ceonomies conled
be the high value of moretlecting the erosion ol value to owaers of fnancial
assels due Lo transaction costs, ageney costs, ete. We will analyze his issue
further in later chapters when we disenss segmented mackets, aned in the

concluding chapter.

4.3 Comparative Statics

Before we consider comparalive statics, observe that in (LD, o » Uil

R' 2 Ry Sao we for an juterior solution, we need 1o assine

Adl R« Ity

Now we exmmnine the gquestion « what is Lhe offeet of viaving the degree of

liquicity crunch on the optitnal portfolio?
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Proposition 4.3 Lel A.3.1 - A.3.8 and A.4.1 hold. Suppose that markets
are fully integrated. We hove NLC with probability o and LC with probability
I — . Suppose that 0 < a* < 1. Then

da*
2D

> 0ifS>1

< 0if85«l1

where S 18 the relative risk aversion.

dEUE{a*)

Proof: From the first order condition i.e. o = (, we have
X FRUE
Oa . _ _Dadx_
F2EUE

" 2 T E . ; L .
By concavity, 2 Eig < (. Hence, the sign of %“'1— is the same as the sign of

5gfé{*f. S0 let us check the sign of az,fa[iﬂ. From (4.4), we get

ERUE
3ad A

= (1 — a)t[u’(AB)AB + u'(AB)][R' — Ry]

where

B=aR + (1 -a)R; (4.6)

Substituting for the relative risk aversion (5), we have

O2EUE
dad A

= (1 - a)t[S — 1J[R; — R)u'(AB)

Since Ry > R/, under A.4.1, 3;55'5‘ has the same sign as [§ — 1]. So

dao*

) > 0if S5>1

< 0if §<1.

This completes the proof.
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4.4 Conclusion

In this chapter, we allowed for the possibility of a lguidity cruneh in the
secondary markets. ‘Uhat is, the amount of liquidity that will be brought in
by the risk neutral buyers in period 1 is stochastic. We have considerod che
case of integrated markets which means that if there is a liguidity crunely,
it hits both the markets to the same extent. Recall that under no lquidity
crunch, the return on a financial assel was cortain (chapter 3). But now
nnder the possibility of a liquidity crunch in the sccondary markets, the
shiort term return on a financial asset, is no longer certain, The return on a
real assel is also uncertain, bo we have two lotteries. What is the implication
of this [or the portfolio? Now, it is possible that ¢® > 0 even if m = (). We
have shown that the ‘less’ risk averse choose to invest in RAs even if i = (),
On the other hand, lor the ‘more’ rvisk averse, there is a threshold ().
They invest in real assets if and only if m > my.

50 far, we have three differences hetween real agsets and financial assets
in our model:
(a) There is greater diversification with financial assets than with real assets.
(b} Real assets are sold in o market with asymmetric information where as
financial assets are sold under symmetrie information.
(¢) Therc is an apgency cost in the case of delegated iuvestinent ic.  in
mvesting in financial assets.

We now move on to incorporating the fourth difference. The financial

asset markets are very volatile, For example, “Argentina has a standard
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doviation of almost 30 pereent and is one ol cight countries for which thoe
historiend standard deviation exceeds 10 pereent per month.” {Rowwenhorst,

1099: p. 1143). We turn to thas agpeet in the next chapter,

81



Chapter 5

Partially Segmented Markets

5.1 Liquidity Crunch in the Financial Asset Mar-

kets Only.

In the previous chapter, we have considered integrated markets. In this chap-
ter, we take up the case of segmented markets. It may seem a bit artificial,
but is conceptually important and needs to be emphasized in the context of
emerging asset markets. In an economy with highly developed asset mar-
kets and with symmetric information, there is a fair degree of integration
across these markets, with shocks in one market being highly correlated with
shocks in another. However, in emerging economies, the asset markets are
less integrated with each other and shocks in one may be negligibly corre-
lated with shocks in some other asset Iﬁarket. The information asymmetry
is also a serious problem in emerging economies.

Segmented markets could, in a large part, be due to the fact that the
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legal and policy framework in emerging economies are yet to be fully worked
out, For example, in India, foreign financial institutions can invest in finan-
cial assets but foreigners are as yet unable to buy out a local entreprencur
managing her own retail business. On the other hand. a shareholder sitting
outside India, can allocate funds to the foreign institutional investor but
cannot directly buy the shares held by an individual in a particular com-
pany as only foreign institutions are allowed to operate in the stock markets.
In other words, there is ‘limited participation’ by the providers of liquidity
in each market. It is not just that an emerging economy is not well inte-
grated with the outside world. Even within a country, the various markets
tend to be somewhat segmented. For example, there is large amount of
‘black money’* that can be invested more easily in real assets (RAs) than
in financial assets (FAs). So there is usually more than adequate liquidity
in the RA market at the same time that there is a liquidity crunch in the
FA market.

‘There is a similar problem in Shleifer and Vishny (1997). This paper
examines the limit of arbitrage in the stock markets. There is considerable

volatility in the stock markets. This volatility can be a good arbitrage op-

1‘I'hﬁ: share of the unofficial economy in Russia in 1995 is estimated at 41.6% (Johnson,
Kaufmann and Shleifer, 1997, Table 1, p. 183). Similarly, for India, Jha (1999) writes
"In the most comprehensive study to date, Acharya et.al. {1985) estimated India's black
ecanufny to be 18 — 21 percent of GDP in 1980." (Jha, 1999; p. 171). But other " Various
‘guesstiﬁates’ of unaccounted income in India range from Rs. 350 — 700 thousand crore

comprising more than 50 percent of GDP." (Jha, 1999; p. 173).
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portunity. One can buy when the prices are low and sell when the prices are
high, And, yet this arbitrage opportunity is not always fully exploited in
practice. Shleifer and Vishny examine the limit of arbitrage. They explain
this phenomenon in terms of the inadequate (access to) funds with the in-
formed buyers. Observe that our assumption of the possibility of inadequalte
hquidity with risk neutral buyers in the financial asset market is in linc with
their reasoning. However, our focus is different, We are explaining why
agents invest in real assets. Shleifer and Vishny, on the other hand, focus
on why arbitrage becomes ineffective in extreme circumstances, when prices
diverge far from fundamental values. The similarity between our model and
their model is the inadequate availability of funds with the relevant traders.

There is a similar problem in Holmstrom and Tirole (1998). Firms may
have liquidity problems in spite of the fact that there is no shortage of lig-
uidity in the economy. The liquidity problems are due to the firms’ inability
to pledge returns to investors, as managers in firms extract private benefits
which are non-verifiable. So liquidity is not sufficient. It is the access to
liquidity which can be a difficulty.

In chapter 3, we discussed the role of no liquidity crunch (NLC) in an
asset market in ensuring that the price of an asset is equal to the present
vé,lue of the asset. In chapter 4, we discussed how under liquidity crunch
(LC) in integrated markets, we have the weaker condition that the ratio
of prices of two assets is equal to the ratio of their expected returns. In

this chapter, we look at the case where the two asset markets ave partially
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segmented. In particular, we assume that there 1s an LC in the FA market,
but this is not transmitted to the RA market, which faces NLC.? Recall that
there are two groups of risk neutral buyers N in period 1 - N, risk ncutral
agents buy real assets in the RA market and N; agents buy financial assets
in the FA market. So LC in the FA market can occur despite no overall
shortage of liquidity in the economy. N; agents have limited access to funds
in period 1.

In this chapter, sellers of assets can operate in both markets. In particu-
lar, they can sell in one market and use the proceeds to buy an asset in the
other market, The risk neutral buyers in the two asset markets are, however,
segmented, This essentially means that the rate of return on the two assets
‘will, in general, not be the same. Given our terminology developed in earlicr
chapters, this is a situation of SIM (supply integrated market), where the
suppliers of assets buy and sell in both markets, but the risk neutral buyers
cannot operate simultaneously in both markets.?

5o far in our analysis, the period 1 asset trading dpportunity to type 2
agents arose due to asymmetric information. Recall that in chapters 3 and
4, where we had fully integrated markets, cinly those type 2 agents who had
bad RAs exchange them for FAs and, this was regardless of whether, or not.

there was an LC. In this chapter, we will show that, with segmented markets,

*So, even the ratio of prices of two assets is not equal to the ratio of their expected

returns when asset markets are segmented,
3 . 1 1 .
In the next chapter, we consider the opposite case where a seller in one market can

buy an asset in that very market only.
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even those with good RAs (2G agents) can also exchange their RAs, This
is because, they can now exploit, under LC, the difference between f_} and
%. Recall that Z; is the period 2 return on asset j offered for sale in market
7, as expected in period 1, j = r denoting RA and j = f denoting FA.
The difference between the two ratios may be large enough to induce a type
2 agent to sell even her good RA. We will show that there exist multiple
equilibria - one in which type 2G retain their RAs in period 1 and the other
in which all type 2 agents sell their RAs in period 1.

The plan of this chapter is as follows. In section 5.2, we set cut the model.
In section 5.3, we characterize the equilibrinmn in which only 258 agents sell

their RAs in period 1. In section 5.4, we characterize the equilibrium in which

all type 2 agents sell their RAs in period 1. In section 5.5, we conclude.

5.2 Multiple Equilibria

The basic structure of the model is the same as has been described in chapter
3. There are two additional things. First, we assume that the buyers in
period 1 are completely uncoordinated, i.e., a buyer operates only in one
market. RA or A, Second, the RA buyers have unlimited liquidity, while
the FA buyers may, or may not, be constrained by liquidity.

We define an LC in the FA market by the situation that the amount of
money with the buyers in the FA market is such that they cannot pay a
price equal to the total value _of the assets being sold. That is to say, the

FA market cannot support a price Py = Z; = Ry under LC. Therefore, an



LC occurs in the FA market when the maximum supportable FA price in
period 1 is less than Z;. For completeness, we restate the formal structure
we had defined in earlier chapters. Let the period 1 asset price P; for asset
4 =1, f, be given by

Pj=2XjZ; j=nf (5.1)

In chapter 4, we had A, = Ay = A. In this chapter, the fact that the asset
markets are segmented, implies that A, % A, In this chapter, we assume

that
Ab5.1L: 0 <Ar <1, Ay =1,

As discussed earlier, since the RA market has no liquidity constraint,
it follows that the period 1 RA price, P, will continue to reflect the true
expected value of the RAs being offered in the market. The FA is now
available in period 1 at a price less than its true worth, whenever A is
less than one. Indeed, X; could be low enough to encourage the 2¢' agents
(those type 2 agents who have the better RAs) to exchange their RAs for
low priced but high return FAs. If this were the case. then all type 2 agents.
‘as well as all type 1 agents, will offer their RAs for sale in period 1 and the

expected return on an RA on offer will be R® rather than R'.4 So, we have

"Recall that in chapters 3 and 4, since only type 1 and type 23 agents sold their RAsin
period 1, the probability of a good RA for sale in the market is ' and hence the oxpected
return on an RA is R'. Now, if all type 1 and all type 2 agents sell their RAs in period

1, then the probability of a good RA for sale in the market in period 1 is 3. Hence the
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Zr. € {R', R},

As in the previous chapter, the probability of NLC will be denoted e,
and that of an LC by (1 — «). Also, the period 1 price under NLC will be
denoted by }.ﬁj and under LC by P; j=r,f. Thus, P, = R' and }_jf = R,
Under A.5.1, P, € {R', R®}, Py = \;Z;.

Observe that, if the event NLC occurs, i.e.,, Ay = 1, the period 1 analysis
is the same as that of chapter 3. Thus, with probability « the period 1 equi-
librium will be similar to that of chapter 3. We will, therefore, concentrate
on the event LC, which occurs with probability (1 — &),

In the next section, we characterize the equilibrium in which 2G retain
their RAs in period 1 and thereafter consider the equilibrium in which all

type 2 agents sell their RAs in period 1.

5.3 Sale of Real Assets by Agents Who Have A

Lemon or a Need for Liquidity

First, we study the period 1 trades, given the portfolio choice in period 0.
Second, we study the optimal portfolio choice in period 0. Third, we study
the effect of varying the degree of LC in the FA market (A} on the optimum

portiolio (a*).
Period 1 Trades

Assume that there are two types of risk neutral agents - N, agents who

expected return on an RA for sale in the market is R".
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buy real assets, and N; agents who buy financial assets. N, agents operate
in the RA market only. Similarly, N 7 agents operate in the FA market
only. Agents & can, however, operate in either market. We, therefore, have
- something similar to the Unequal Access Assumption in Errunza and Losq
(1985).° In our terminology, we have SIM (supply integrated market) but
not DIM (demand integrated market). In this seiise, markets are not fully

integrated, but are partially integrated.

Lemma 5.1 Suppose that markets are partially segmented (as discussed
above). Let A.5.1 hold, along with A.8.1. Suppose that, in period 1, under
LC, Py = AjRy and P, = R'. Then type 2 agents retain their FAs in period
1, and a 28 agent sells her RA and buys an FA.

Proof: A type 2 agent can never gain by buying and selling the FA, since

the buying and selling prices are the same and the period 2 return is Ry.

’In Errunza and Losq (1985),

‘A suhset of the investing population - the unrestricted investors - ¢can invest
in all the securities available; the others labelled the restricted investors, can
trade only in a subset of the securities, those which are termed cligible; the
noneligible or the ineligible securities can thus be held onty by the unre-
stricted investors. we shall characterize such a market structure by the

term "mild segmentation”.' {(Errunza and Losq, 1985;p. 107)

®In the next chapter, we will consider completely segmented markets as an opposite

extreme of chapter 3.
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Now suppose that, given the prices, a type 2 agent sells her FA to buy RA.

The exchange of FA for a diversified RA gives her “_ﬁ' ‘)FL units of RA

and her return 1s (l_—gr}PiR". This is less than (1 — a)Ry. But (1 — a)fy
is equal to the return on FA. So she does not gain by such an exchange.

~ Second, consider the case where it is not possible to diversify across RAs in

period 1. Then her expecied return is (lﬁﬁr}P” R' < (1 — a)R; which is the
certain return on FAs. So she prefers to retain her FAs. So a type 2 agent
will not gain by exchanging her FA for RA (diversified, or not),

For the second part of the Lemma, recall that we have already shown in
Lemma 3.2 that 2B agents always sell their RAs in period 1. So, we need
only show that they will not sell their RA and buy other RA(s).

Suppose a 2B agent cannot fully diversify across RAs in period 1. Then
her expected period 2 utility (V) is given by

a b’
P.

Vzﬁ’u(ﬂprﬁ+(l—a)Rf) -I—(l—ﬁ’)u( E—l—(l—a.)Rf)

P
= f'u(eR + (1 —a)Ry) + (1 - f)u(eB + (1 - G)Rf)

Given concavity of u(.), it follows that

v < u(BR+ (- a)R) + (1~ BB+ (1 - WRy))

= u(aBT+ (1~ FIB) + (1 - a)Ry )
After using (3.5), we get
V < ulaR + (1 - a)Ry)
< u([%-ff-l-(l-ﬂ.)]}%f)
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But the latter is the utility from selling RA and buying FA. 7 So it pays to
sell an RA and buy an FA when she cannot diversify across RAs.
Now suppose she can fully diversify across RAs in period 1. Then her

period 2 expected utility from selling an RA and buying RAs in period 1

will be

u(%ﬁ%ﬁf +(1 - a)Rf)
= u(aR + (I - a)Ry)

< u([gﬁp}ﬂ + (1 --a)]ﬂf)

which 1s the utility from selling her RA and buying FA. So it pays to sell
an RA and buy an FA even when she can diversify across RAs in period 1.

This compleies the proof.

Let us now put the pieces together and loock at the equilibrium trades

and prices in period 1 when markets are partially segmented.

Proposition 5.1 Suppose that the real asset market and the financial asset
market are partially segmented. Let A.8.1 and A.5.1 hold. Further cssume
that Ay > %. Then, under LC, Py = AtR; and P, = R' can be supported
as o Nash equilibrium in period 1. In this equilibrium, type 1 agents sell all
their assets. Also all type 2 agents retain their FAs, type 2G agents retain

their RAs and type 2B agents sell their RAs and buy FAs.

TPf = Asfty > 0 since Rf > ( under A.3.1,
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State of the World | Probability | P; { P,

NLC in FA market ov Ry | R
LC in IFA market 1 — o MR | R

Table 5.1: Prices of assets under liquidity crunch in the financial asset mar-
ket when real assets are sold by agents who have a lemon or a need for

liquidity

Proof: Type | agents sell their assets by Lemma 3.1. Given Lemma 5.1, we

only need to show that 2G agents will retain their RAs. From the proof of
Proposition 3.1, we know that it never pays a 2G agent to buy RA(s). So,
the only case to consider 15 the purchase of IFA. If she sells RA and buys FA,

she gets -‘}—f’fl?. fo= %i under LC. 8 But the latter is less than or equal to aR

R.I'

= But this is what she gets if she retains her

since by assumption, Ay 2

RA. So it does not pay a 2G agent to deviate. This completes the proof. *

Table 5.1 shows the equilibrium prices in period 1 when markets are par-
tially segmented and 2G agents retain their RAs in period 1. This completes

the discussion of period 1 trades in equilibrium.

Period (0 Choice

Next, we consider period 0 optimal portfolio choice, given the equilibrium

trades and prices in period 1,

8Py = A; Ry > 0since Rp > 0 under A3.1,
"We will show later that this may not be the only equilibrium,
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Proposition 5.2 Suppose that the real asset market and the financial asset
market are partially segmented. Assume that we have NLC with probability
« and LC with probability 1 — o, Let A.3.1 - A.3.8, A.4.1 and A.5.1 hold,
and, Af 2 —%— Also suppose that the period 1 asset market equilibrium is as
given i Proposition 5.1. Then, a* > 0 if any one of the following two holds:
(a) As < %, or

(b) /\f}»% and v > Q.

Proof: In Proposition 3.1, we discussed equilibrium trades in period 1 under
NLC. In Proposition 5.1, we discussed equilibrium trades in period 1 under
L.C when markets are partially segmented. So from Propositions 3.1 and

5.1, it follows that

—t— —

EU" a:{tu(aPr + (1 —a)Py)

+ (1—t)[ﬁu(aﬁ+(1_a)ﬁf)+(1—ﬁ)u(['% (1 *ﬂ)]Rf)H

+ (1~ a){tu(aﬁr +(1 —a)Py)

+ (1 -1)

ﬁu(aﬁ+(1~a)Rf)+(1 —ﬂ)u([afr F (1 “ﬂ)}RI)]}

~nllebele—

Substituting for the prices from Propositions 3.1 and 5.1, we get

1l

EU*®

a{tu(aR" (1 -a)Ry)

P [ﬁu(a‘}i +(1-a)R)+ (1 - BulaR + (1 - H,)R,«)]}
+ (1 - r,r){tu(aR’ + {1 —a)rsRy)

+ (1 —1t)

ulaR + (1 - a)Ry)
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+ (1-—5)1;([)\{;‘2 | (1-@]3;)]}

K E
OEUT atl(aR +(1 - a)R)[E - R/}

da

+ a(l - t)Bu'(aR + (1 — a)Rf)[R — Ry

+ ol - t)(1 - A (aR + (1~ a)Ry)[R' - Ry]
+ (1 — o)t (aR’ + (1~ a)AfRy)[R = A;Ry]
+ (1 -a)(1-t)pu'(aR+ (1 - a)Rs){R — Ry]

+ (1—a)(1_t)(1-ﬂ)u*(f : (1-a)Rf)[%me] (5.2)

dEaif = atu'(Rs)[R — Ry]
a=()
+ al - t)ﬁu’(R;)[R ~ Ry]
b a(l—6)(1- Bl (R))R ~ By
+ (L - a)tu'(ApRy)[R' = ArRy]
+ (1 - a)(l — t)ﬁu'(Rf)[ﬁ — R_f]
RIEa
+ (1= el - (- AR5 ~ By
i
= 3@2 _ u"(Rf){r.:rt[R" ~ R+ o(1 - )[R - By
a=(
+ a(l= - AIR = Ryl + (1 - )1 - DR - Ryl
+ (1 - a)tu’()\fRf)[R’ - )\fRf]
N
+ (1= a)(1 - 00 - (R [ - ]
SEUE | |
i I (R;){[R - R] (c}:t +a(l — B --ﬁ))

+ [R-Ryl(a(l - 08+ (1- )1 -0)8) |
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+ (1 —a) {%— e Rf] [tu’f(}ufﬁf))\f + {1 — t}{1 — ﬁ)iLI(Rf)]

= WR){R - Ryle(t+ (- 001 - )

Tt

+ R-RAQ-1B

R ]
+ (1-a) [X}' Ry | [t R )M+ (1= £)(1 = @) (R))]
Recall that R = AR+ (1 — #)R and that ' = .t—l-(l—'ﬁti]t(l—d]' Substituting
for B! and f', we get
JEU¥® , BtR
= R
da |g—0o v f){[t"l‘(l'—t)(l‘“ﬁ)

(1= 1)1 -8)

— = Ry ([t (A Rp)Ap + (1 —£)(1 ~ By (Ry)]

= R){ |+ (- OB Ry 1+ (1= 1)1 - )|

+ [B-RA1-1)8

+ (1 - «) E — Rf [tu'(,\fRf)z\; + (1 — £){1 - ﬁ)u"(Rf)
Af

1 L™
-

Recall that R® = SR + (1 — B)R. Hence,

OEUE
81’1 a=0

|

u'(Ry) { [ﬁt“fi + R¢ — fR - R; (1 - B(1 - t'))] o

+ [}_3 - Ry)(1 - t)ﬁhr

(1~ a) [% — Rf- [tu’(;\fﬁf).lf + (1 - t)(.l — ﬁ}u’(Rf)]

u'(R)) { [Rﬂ - BR(L 1) — By + RpB(1 — t)]o:

1

+ [R—Rfj(l - t)ﬁ}
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1}

)

li

|

(1 — @) [f—f - Rf} [tu"()\fRf))«f +(1—£)(1 ~ ﬁ)u"(Rf)]

W (Rp){ |(R = Ry) - (1 - O[F - Ry]

Y

il

(R — Ry](1 08

(1 - a) [% - Rf: [t/ (A Rp)As + (1= 1)(1 — B)u (B))]
u’(Rf){(RE ~Rp)a+[B- RB(L - 6)(1 - a}}

(1= )5 = Ry O Ry + (1 = 01 = By ()
u"(Rf){(RE _ Rp)a+ (R - Rj)B(1 - §)(1 - a)

(=)= Ry |-+ 0]

(1~ ) %:- — Rf: tlu' (A Re)Ap — o/ (Ry))

u’(Rf){(RE — Ry)a

P r, R S P |
(l-a)_[R—Rf]ﬁ(l-tH[R 3 R Rf](l ﬁ+ﬁt)]}
R ; r
(1 — a) _T\f —_ Rf]t['u (Afﬁf),\f — U (Rf)]

W(Ry){ (B - Rp)e

(1 — v} [[ﬁ-— Rf]ﬁ(l — 1) + [R' — R(|(1 -3+ Bt)

R(1 - )\f)(Jlr — B+ ﬁt)] }

A
(1 - a) [;f- ~ Ryt Oy Ry)y = w(Ry)

u’(Rf){(RE — R¢)o

(1 - a)[ﬁﬁu — 1)+ R'(1— B+ Bt) - Ry
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RI(1= A1 -8 +6t)”

Af
f f
; (1“3)[,? R,]t[u'(,\fﬁf)xf—u (Ry)]
f
Using Lemma 3.4 and R = 3R+ (1 — )R, we get
rr ke
9EU _ u’(Rf){(RE-—Rf)cr
da a=0

+ {1l — «) RE—R;I

RI(L—-2;)(1 =8+ ,8:5)] }
Af

Rf

Ap o

W(RO{ (R = Rp) + (1= )

+ (1 - «a)

f] W' (AsRp)Ap — ' (Ry)]

R’(l - }:f)(l - 3+ ﬁt)}
Af

+ (1- cv)[Rf Rf] tu' (ArRp)Ap — w'(By)]

Af
Using A.3.3, we get
' R{(1-Ap) (1 -6+ 0t)
OBU” = WER}_l{(RE Rp) + (1 - a)t | Y s {
da =0
+ (1—aj [i Rf] [A} - 1]}
. ' R(1-=Ap) (1 -8+ 0t
N 8EUD _ QR"I'-I{(RE __Rf)_l__ (]. _ ﬂ{)t[ ( )‘f f t
da a=0
.3
+ [Rf-——-][l"-/\]]} (5.3)

Proposition.,
- From (5.3),

aEU%
da

= 723}—*{(31" - Ry)

a=0
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v - ap[ROSA G200 -0)

/\f A

+ [mr-5jo -}

OEU* 1, e
! . ! . L .
. (l_a)t[R(l A) L BA-A) (-6 - 8)
)\f )\f 2
+ Rf--Rf,x'f—EJrR’xr“l]}
Y f

= fy?R}_l {(RE — Ry) + (1 — )t [—Rf +

+ Rj-RpA)+ R’A}‘l]}

RI(1=Xp) (1~ ¢}(1 - B)
Af £

- nyR}'_l{(RE—er)+(1—a)t[(Rf-—R') |

+ ATHR - A fRf]] }

Under Ad.1, Ry > R Hence, if A; < §, then 28Z=| > 0. This proves

a=0
part (a) of the Proposition. This compleies the proof

Both (a) and (b) are sufficient conditions, but not necessary for ¢* to be
| greater than zero. In particular, it is evident that if A, is low enough, then
people will hold real assets even when m = 0, i.e., there are no transaction,

or agency costs of operating in financial assets.
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Comparative Statics

‘How does the optimal portfolio of a risk averse agent change when the riski-
ness of the FA changes? As in the standard literature on comparative statics
involving portiolio choice, riskiness of assets and risk aversion of agents (e.g.
Hirshleifer, 1992, p. 101-2), we have ambiguous eﬁ'ects. ‘The intuition 1s as
follows. By substitution effect, the demand for an asset should fall if the
asset becomes more risky. By income effect, the demand for consumption
also falls in the state in which the asset can give a low return. “Nevertheless,
it does not necessarily follow that there will be a reduction in purchases of
the risky asset. Since each unit of [the riskier] asset ... now [can yield] fewer
units of return ... than before, it may bé the case that the individual would
have to buy more units of {the rigkier] asset ... even to generate the reduced

quantity ... that he wants to consume.” (Hirshleifer, 1992; p. 102}

Bfas
The first order condition for the interior solution 1§ aEUBﬂ(ﬂ ! = 0. From

this
1 N ARy E
3{1 aﬂﬂk;

9y~ BEYE

By concavity, 32£¥E < 0. Hence, the sign of %—}- is the same as the sign of

2rrE . BEEUE
aaa%gf . So let us check the sign of Padr; " From (5.2), we have

O*EU" i , | '
G = (@[ N - ORAR - ARy - an
it W GRI[R"*}«;R;] g W\ R
+ (1 =8)(1 - ﬁ){—’u (A;)j‘«i‘: )y U ()\f)f\fr}]
| wherg .
W =aR + (1 —a)AsRy | (5.4)
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:"'f{g{,{f = (1—5.:)[7:{_3(1“‘1)[5"\1’1{{1_ }u’(W)Rf
+ (l—t)(lmﬁ){Sﬂ[pr;/\fRf] ——l}u’(?;)g]

: S : . 2pyE
where .5 is the relative risk aversion. The sign of %% 1s not clear. Hence,

the sign of sign of gﬁ; Is not clear. This completes our discussion on com-

parative statics.
So far, in this chapter, we have considered the equilibrium in which 2@

retain their RAs in period 1. Next, we study the equilibrium in which all

type 2 agents sell their RAs in period 1.

5.4 Sale of Real Assets by Agents Who Have Nei-

ther A Lemon Nor Any Need for Liquidity

First, we study the period 1 trades, given the portfolio choice in period 0.

Second, we study the optimal portfolio choice in period 0.
Period 1 Trades

We have already discussed the behavior of agents under NL.C in chapter 3.

So, we now focus on the trades in period 1 under LC.

Lemma 5.2 Suppose that the real asset market and the financial assef mar-
ket are pariially segmented, Let A.5.1 hold, along with A.3.1. Suppose that,
“in period 1, under LC, Py = ArRy and P, = R®, Then type 2 agenis retain

their FAs in period 1 and 2B agents sell their RAs to buy FAs,
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Proof: The proof is exactly the same as in the case of Lemma 5.1, For the
first part of the proof, replace R’ in the first part of the proof for Lemma 5.1
with R®. For the second part, replace ' and R’ with 3 and R¢ respectively.

This compleles the proof.

Proposition 5.3 Suppose the real asset market and the financial asset mar-
ket are partially segmented. Let A.3.1 and A.5.1 hold, and A; < -’% Then,
under LC, Py = AyRy and P = R® can be supported as a Nash equilibrium
in period 1, In this equilibrium, type 1 agents sell all their assets. All type 2

agents retain their FAs. All type 2 agenis sell their RAs and buy FAs.

Proof: Type 1 agents sell their assets in period 1 by Lemma 3.1. Given

Lemma 5.2, we only need to show that 2G agents will sell their RAs and
buy FAs., Given the prices, by selling her RA and buying an FA, a 2G agent
gets %R 5 which is equal to —‘-"1-3}5. If she retains her RA, she gets a2 Given
the range of values of Ay, it follows that 2G will sell her RA. This compleies

the proof.

Table 5.2 shows the prices of assets when markets are partially segmented
and 2G agents sell their RAs in period 1. Recall that in Table 5.1, Pr = R’
for both states of the world. In contrast, in Table 5.2, under NLC in the FA
market, P = R’ and under LC in the FA market, P. = REt. Why? Recall
that we have assumed NLC in the RA market. So the reason the price of

RA differs in the two equilibria is that in one case, the probability of an
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state ol the World | Probability | P; | P,

NLC in IFA market o Ry | R

LC in FA market 1 — v ARy | R

‘ ]

Table 5.2: Prices of assets under liquidity crunch in the financial asset max-
ket when real assets are also sold by agents who have neither a lemon nor

any need for liquidity

RA (offered for sale in the market in period 1) being good is 8 while in
the other case, the probability of of an RA [offered for sale in the market in

period 1) being good is f.

Period 0 Choice

If Ay is ‘low’, then do agents I& invest in real assets?

Proposition 5.4 Suppose that the real asset market and the financial asset
market are partiaily segmented. Assume that we have NLC with probability

e« and LC with probability 1 — o, Let A.8.1, A.8.2 and A.5.1 hold. Assume

that Ay < %— and 2G sell RAs. Then o™ > 0,

Proof: In Proposition 3.1, we discussed equilibrium trades in period 1 under

NLC. In Proposition 5.3, we discussed equilibrium trades in period 1 under

LC when asset markets are partially segmented. So from Propositions 3.1
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and 5.3. it follows that expected utility is given by

BUY = cr{tu(aPr + {1 — a)Pf)

" (1—t){ﬁu(aﬁﬂl—amﬂﬂl*ﬁJ’fﬂ([? ‘ (l“ﬂ)}Rf)]}

iﬁr - (1 —-a)]Rf)}

Substituting for the prices from Propositions 3.1 and 5.3, we get

+ (1 - a){tu(aﬂf +(1-a)P;)+ (1 - t)u(

EUE = f:mur{1t1.',(4::r,1-'|’,*r + {1l - H-)Rf,)

+ (1 ~1) lﬁu(aﬁ +(1—a)Rs)+ (1~ Flu(aR + (1 ~ a)R;)]}

N (1_ﬂ){tu(aﬂe_l_(l_ﬂ),\fRf)+(1._¢)u(a;T 1 (l—a)Rf)}

Differentiating with respect to a, we get

OFU =
ta

|

ot (aR' + (1 - a)R))[R' — Ry]

+ a(l - t)Bu'(aR+(1-a)Rs)[R - Ry]

+ ol - t)(1 =B (eR + (1 - o)Ry)[R — Ry]
+ (1 —a)tu'(aR®+ (1 - a)AsR;)[RE ~ AfRy]

+ (1 —a)(l~1%) u’(aARfﬂ + (1 — a)Rf) [-—?; - Rf] (5.5)

Evaluating the derivative at a = 0, we get

OEU*®
da. a=0

I

atu' (Rf)[R' — Ry]

+ ol ~t)f u'(Bf)[R - Ry

+ a1l —t)(1 - flu(Rp)R - Ry
+ (1= a)tu'(ArRs)[R® — AsRy]

+ (1 —a)(l -¢t)u'(Ry) [-?; - Rf]
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SEU
aa a={

Il

[t + (1 = )1~ B)]u' (Rp) (R — Ry
+ afl =88 (Ry)[R ~ Ry
+ (1= )t u'(AyR)[R® — ArRy]

+ (1= a)(1 =) u'(Ry) [%ﬁ ~ Rf]

Adding and subtracting (1 — a)tu/(R;)[R' ~ Ry}, we get

N2
o = [t+a(l- )1 - A(R)R - Ry
@ a=0)
+ ol - )B ' (R))E - Ry
-- N (ma [
+ (I-a){l-{u (RI)[)\I Rf]
+ (1 - a)t{u’(A;Rf)[RE — ArRy| — w'(Ry)[R - Rf]}
oyl .
= df}g » = u’(Rf){tR’—Rf-l-ﬂf(l—’ﬂ[ﬁR“l‘(l‘—'ﬁ)Rf]
RE
+ {1 - a)(l -~ f)_j\?}
+ (1- a)t{u’(AfRf)[Rﬂ ~ ApRs) — W' (Ry) (R ~ Rf]}
= agUE = u’(ﬂf){tR’-_R,«Jr(l——t)[ﬁﬁ-l-(l—-ﬁ)R’]
(4 a=0

-~ l-a)1-t)BR+(L-HR]+{1-a)(l - t)%}

+ (1 - a)t{uf(kfﬂf)[RE — /\fRf] — 'u"(Rf)[R" “‘ Rf]}

After using (3.5} and Lemma 3.4, we get

OREU"
3(1. a=0

= u'(RI) {RE — Iy
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R’ 3
o (1 e (1 -~ 1) (Wff o [ A (1 - i*ﬂfﬂ"l)}
o ] - rr)f,{u'(.kfh'f)[m ARyl (R - Rf]}

Using the utility hunction as in A3, we got

1Pl .,mﬂ*
-- = RYURY R
(o LM“ Ty /
A .
+(1mmumn.vmym+umﬁm0

b (1 - rt)t{ }I (R ApBy] -~ (R - Rf]”

UE (f h‘ -J '}‘“1 |
i e BRI
- f:l)

b)) (“i“}"’ T (1= )

" wawbyﬂfmﬂwfmmhdﬂwmwmﬂ

where m & R ~ Ry (see (3.2)).

ORU" PR
7 v Rf [ml)
o (1 = e }(1 = 1) (% we (A A (1~ H)R’J)

hk(pwm{ﬂ“wmwyrmw+nﬁ

where D = | - (1 ~ a)}i(L ~ A}).

OBy
Ja |y

e A2 o ) (] e ] = D e = T
=yl [ml) b {1 - )] ﬁ)((\f ”)
(L= a)(1 = (1= @) - R

b {1 - n)z{,\,“‘u ~ ApJRE = R+ m}]
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e

= by assumption and 1" > I (Claim

I i .
Note that Q—‘f;%— > () since Ay £

n=()
3.1). Hence, a* > 0. This compleles the proof.

[n Proposition 5.1, we showed that 2G agoents retaining their RAs in

Py ] ' ! . |

period 1 can be an equilibrium outcome if % < Ar. In Proposition 8.3, we
* ] " N 1 ' R L) 1 . b

showed that 2G selling their RAs in period 1 is an equilibrium if Ay < w";f ,

4

So, we have multiple equilibria in period 1 if x

< Ap &£ -‘%— Also observe
that if the period 1 equilibrium is characterized by 2¢G agents selling their

RAs., then it is more likely that a* > (.

5.5 Conclusion

In this chapter, we have studied the ease of partially segmented markets,
There are different buyers for different agsets and buyers in one market do
not operate in another market. So, due to liquidity crunch, there can be
more under-pricing in one market than in another market in ecquilibrium,
We assumed that the sellers of assets can operate in the real asset market
as well as in the financial agsset market,

In chapter 3, we had made a distinction between real and [inancial assets
and assumed that the investors have to pay a cost of delegation m in the
case of financial assets, In chapter 4 wo allowaed for the possibility of lig-
wdity crunch in integrated asset markets. In this chaptor, we have allowed
lor (partially) segmented markets and studied the case where the liguidity

crunch is a more serious issue in the financial agset market than in the real
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asset markot.

We had already seen the moral hazaxd problem in chaptors 3 and 4.
Recall that some agents who did not face o consumption shock still sold
cheir real assets il these woere of bad guality. In this chapter, we have shown
that there exist multiple equilibria.  [In one equilibrinum, amongst type 2
agents. only 28 agents sell their real assets in period 1 (as in chapters 3
and ). But in the other equilibrium, all agents /2 sell their real assets

irrespective of their assets’ quality or their hquidity needs.
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Chapter 6

Completely Segmented

Markets

6.1 Black Money Cannot be Used Everywhere

So far we have assumed that markets ace inteprated on thee supply saeds
(SIM) i.e. the type 2 agents I who are the net sellees eould opegate
either market, In particular, they could el their rend issers (RAN) wed by
financial assets (FAs). Dut SIM ig not adways the ense, Think of real estate
as an example of RA. In India, there i substantind volvement of Llaok
money’ in the real estate market. The propovtion of *black ey’ with the
buyers in the real estate market iy high! and so the sellers of read estatee

have to accept the black money otherwise, they foregs the apportunity 1o

liy; | T .
For example, more than 30 percent of the value of progeety trssietnd i tie peal

estate market in Bombay is made in black monev. (Jha, 1999)
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sell. There may now be difficulty for the sellers of real estate in using the
black money. In particular, the financial asset market may be such that it
is difficult to hide the value of the transaction. So the money obtained in
selling the RA can be used to buy other RA(s) only! This may not serve
any purpose in a world of symmetric information. Recall that in our model
as outlined in chapter 3, the quality of the real asset and the liquidity needs
of agents E are private information. So this gives the type 2.5 agents an
opportunity to get rid of their bad real asset. So in this scenario, it makes
sense to sell an RA and buy other RA(s).

In this chapter, we assume that markets are not integrated on.the supply
side (NSIM) i.e. an agent can sell her RA and buy other RA(s) only (she
cannot buy financial assets by assumption). On the demand side, we con-
tinue to assume that, in general, asset market are not integrated (NDIM).

Recall that there were two trading opportunities in chapter o :

1) due to asymmetric information (2B agents sell their bad RAs), and

2] due to difference in price (in the event that the FA market is hit by a
‘very severe’ liquidity crunch (LC), even 2(7 agents sell their RAs).

In this chapter, since an a.gent cé,n buy and sell within each market only,
this immediately rules out the possibility of 2G' agents tradmg in per iod 1 to
take advantage of a ‘very severe’ LG in the FA market So there is Dnly {JHE
trading opportunity - for the 2B agents. They know that they have a bad
project and the buyers do not know that the project is bad since all type

1 agents sell all their assets (good or bad). So 2B agents could sell their
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bad RA and buy other RA(s) which may be good or bad, Type 2@ agents
retain their good real asset because it does not pay to trade within the RA
market and there is no other trading opportunity for them by assumption.

Typically, in the FA market, there is very little problem of indivisibility
i.e. an agent can buy, subject to some market lof restriction® any small
number of units of the FAs, We talked about real estate as an example of an
RA for the purpose of this chapter. In much of the real estate business, there
is a serious indivisibility problem, Keeping this in mind, in this chapter, we
assume that the RA market involves transactions of a full piece of an RA.
In other words, if a type 2 agent sells her RA, she can buy anoiher RA only
(there is no risk diversification in period 1 for a 2B agent).

The plan of chapter 6 is as follows. In section 6.2, we set out the model

and use the mean variance approach. In section 6.3, we conclude with policy

implications of our analysis.

6.2 Mean Variance Analysis

The basic structure of the model is the same as in chapter J except for five
changes. First, real estate is the real asset in this chapter. @ is iﬁvested in
real estate and (1 —a) is invested in financial asset in period 0. Second, in
period 1, an agent & c:zin buy and sell in tlie same market only (i.e NSIM).

Third, we allow for liquidity crunch in the RA market as well, though we

el

2With electronic trading in FAs, even the restriction of market lot is, it seems, on its

‘way out.
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assume thiat the liguidity erunch is more severe in the FA market than in
the RA market, So markets are segmented on the demand side (NDIM) as
well, Fourch, an RA is an indivisible asset. IMifth, we use the mean variance
approach.

M in chapter , deline A; = fj, j=7,f. It Aj =1, we have no liquidity
crunch (NLC) in market j. As A; decreases from the benchmark value of 1,
the liquidity crunch becomes more severe,. We now state more formally the

assumption that the liquidity crunch is more severe in the FA market than

in the RA market.

AB1O<Ar <A S L

As in the previous chapters, we will denote the price of asset j uﬂder NLC
and under LC by P; and P; respectively.

Consider a portfolio of two assets viz, real asset (RA)"a,nd financial asset
(F'A). Let Y; be the return per unit of investment in asset § (4 =r, f) where
» stands for real asset and f stands for financial asset. Let ¥ be the return

on the portfolio of a total investment of 1 unit, where ¢ is invested in RA

and (1 — a) is invested in FA, Hence,

Y=aYe+(l-a)¥; (6.1)

Clearly,
ye = oY + (1 - a)Yf - (6.2)

where the superscipt ¢ denotes the mathematical expectation of the relevant
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variable,
Period | Trades

We have assumed that the RA and the A markets are conpleredy weys
mented. But observe that due to asymmeaetric information, there are traling

opportunitics within the RA market.

Proposition 6.1: Assume that markels are compleiely sequented (NSIM
and NDIM). Assume that we have NLC wilh probubility o and L€' wath
probability 1 — . Then, D= R P, = NI, ‘ﬁf = My and Py Ny ovan
be supported as a Nash equilibrium in peviod 0. In this equalibrinm, type |
agents sell all their assels. Type 2 agents relwin their FAs. Pype 24 wgrents

retain their RAs. Dach type 28 agent sells her RA and buys another KA.

Proof P, = R’ P.=ANR, "ﬁ; = [y and Ly o= Aplly van bhe supported
as a Nash equilibrium in period 0 by an argument similar 1o that iy the
prool to Proposition 3.1 and Proposition 4.1. Type 1ayrents sell their assets
by Lemma 3.1. Type 2 agents retain their FAs beenuse nuder NSIM, the
only option they have is to sell FA and buy another FAD But buvine and
selling pricas are the same, Henee, it does nol pay Lo sel FAD Noxt we sluw
that 2G agents retain their RAs. Consider a deviation by w 260 agenr Ty
assumption, RA and IFA miarkets mee not mtegrated. Henee, w260 apenn can

sell RA to buy another RA only. Il she does Lhat, her expected witity (V)

112



is given by
W= Fu(faR + (1 — a)Ry) + (1 = fu(al + (1 — o))}

since (' is the probability that an RA offered for sale in period 1 is good

(given that type 1 and type 2B sell their RAs in period 1), Given concavity,

it follows that

W < wfeR+(1-a)R)+(1—eR+(1-a)Ry])

~ u(@[fB+(1-F)E) +(1-a)R))
Recall that R' = AR+ (1 - B)R. Hence, we have

W < u(aR'+ (1 —a)Ry)

< u(aﬁ-F (1 - a)Ry)

The latter is what she gets if she retains her RA i.¢. if she does not deviate.
50 it does not pay a 2G agent to deviate.

Next, we show that each 2B agent sells her RA to buy another RA.
Consider a deviation by a 2B agent. If she does not sell her RA, then her
expected utility is u(eE+(1—a)Ry) which is less than f'u(aR+(1—a)R;) +
(1 = Fu(aR + (1 — a)Ry). The latter is what she gets if she sells her RA
and buys another RA. So it does not pay to deviate.® That completes the

nroof.

*Observe that since the markets are completely segmented, the trades by type 23
agents in period 1 take place within the RA market. Since buying and selling prices are

equal within a market, the pattern of trades is the same under NLC and under LC.
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state of the world probability P P,

NLC ¥ Rf Rf

LG L—a | ARy | AR

Table 6.1: Prices of assets under liquidity crunch when markets are com-

pletely segmented

Table 6.1 shows the period 1 prices of assets in the two states of the

world.! This completes our discussion of period 1 trades and prices.

Period 0 Choice

Table 6.2 shows the probability distribution of overall returns on RA and FA.
There are three uncertainties, First, there is NLC with probability @ and LC
with probability 1 — « in period 1. Second, agent is type 1 with probability ¢
and type 2 with probability 1 — ¢. Third, RA is good with probability 4 and
bad with probability 1— 8. Hence, there should _be 23 = 8 states of the world.
But recall that type 25 agents always sell their bad RAs under asymmetric
information in period 1 {Lemma 3.2). In this chapter, we have assumed
that markets are completely segmented, and there is no diversification of
risk acrogs RAs in period 1, Therefore, with the sale proceeds, another RA
is bought from the market which is good with probability 4’ and bad with

probability 1 — (. Therefore, there are two cases if the event in period 1

*Observe that in Table 5.1 andin Table 5.2, Ar does not appear under the column of

P.. This is because in chapter 5, we had not allowed for liquidity crunch in the real asset

market,
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5 that agent is type 2 and the RA is bad. Again, this can happen under
NLC (rows 4 and 5 in Table 6.2) or under LC (rows 9 and 10 in Table 6.2).
Hence, there are 10 cases in all.

Let us first consider the probability distribution of overall returns on
an RA, If the agent is type 1, the asset is sold in period 1 at P, = R’
under NLC, regardless of the quality of the RA since there is agymmetric
information, and R' is the expected return on an RA sold in the market in
period 1, Therefore, in rows 1 and 2, the return on RA under NLC is &'
Similarly in rows 6 and 7, the return on RA under LC is A, J¥/, regardless
of the quality of the RA. Consider next row 3. If the agent is type 2 and
the RA is good, then the return on RA is R, Observe that this is regardless
of the hiquidity position in the RA market in period 1. This is because the
liquidity position in period 1 is irrelevant for type 2 agents who need to
consume in period 2 and there is no trading opportunity in period 1 since
markets are completely segmented. Hence, the return on RA is the same
in rows 8 and 8. Next, consider row 4. If the agent is type 2 and the RA
is bad, then the agent sells her bad RA. With the sale proceeds, she buys
another RA which is good with probability 8'. Hence in row 4, the return
is R with the joint probability a1 —t)(1 — f)F'. Observe that the state of
Hquidity is irrelevant for type 2 agents. Hence, again in row 9, the return is
R. Similarly, in row 5 and in row 10, the return on RA is R. This happens
when agent is type 2, the RA is bad and is sold in period 1 and another RA

is bought which is also bad. Note that in row 5. the RA is sold at Py = R’
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Probability Return on RA | Return on FA
1 atf R R,
2 at(l — ) R Ry
3 a(l - )3 R Ry
4 a1 = t)(1 - B)g R Ry
5| all-0(1-p)(1-p) R Ry
6 (1 -~ a)p AR Arfiy
7 (1 - e)t(1 - B) AR Arfy
8 (1-a)(1-1)p R Ry
9 (1 -a)(1-t)(1-p3)8 R R’y
10| (I-a)(1-t)(1-6)(1-7) R Ry

Table 6.2: Probability distribution of return on real asset and on financial

asset when markets are completely segmented

and in row 10, P = A, R'. But since the selling and buying prices are the
same within a market in each state of the world, the return in period 2 does
not depend on the state of liquidity in period 1. The return in period 2 is B
in row 9 and in row 10.

Observe that #' appears in rows 4 and 5 and then again, in rows 9 and
10, In all the other rows, §' is not appearing, This is because it is only in
rows 4, 5, 9 and 10 that the agent discovers in period 1 that she is type 2
and has a bad RA and sells her RA in period 1. With the sale proceeds, she
buys another RA which is good with conditional probability 3' (rows 4 and

9) and bad with conditional probabili.ty 1-p4 (rows 5 and 10).

116



Consider next the probability disnbution of overadl retarns on FAL Ohs
copve i Table G tlad the retarn o FA G thee Just valin) s vither /iy on
Al T thie st twe pows, Lhe retarn s Ay beciuse thiese peeian b Type
| apents who sedl under NEC Toovew 3 ta Ooamsd s i rowes 8 to L), the
return i F1p heenuse these rows periiain to type Joanrenty who retain their
FAs till period 2 which s when they consunee. Observe that the state of
liuiclity 1 periad 1 does 1wt atlect the retuen on FAS O Chee agont s type
9. It is only in rows G and 7 that the et on FA i Ay Ry These o rows
pertain to type | agents who xed] under 1L,

From Table 6.2, it follows that the matieanativad expectation of cetir

on real asset (V7)) s given by
VO atd i antl R el 0B el gL R
R R TR T YO Ve b U A B ORI I L7 RV { G B RT3 11§ S AT
b (L) (U - 0pR e (1 el ot iR
(a1 (L )l
a6 (V-0 (0 i iR

T O A TH RS TR N A ¥ SR O B TS 1 9. W [}

Y R (L R b (L AR (= (0 ) AT (1 ) 8]
b)Y (6.3)
This can be rowritten s
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~ (1 —a)t{(l = Ap) R
After after using Lemma 3.4, we get

Ve =R —(1—a)t(l — AR (6.4 )

T

Observe that under NLC (o = 1}, we have Y2 = R¢. Under LO (e < 1), wo

have Y < R®. Consider next the variance of Y;. From Table 6.2,
ViY,] = at[R — Y2+ (1 - a)t\ R - V1)

+ (1~t)[B+(1-P)FIR - Y

+ (1~8)(1-B)(1-F)R - Y] (6.5)

Remark Note that if there is no liquidity shock (NLS) i.c. il ¢ = {}, then
B =0 (see (3.4)) and Y2(f = 0) = R® (see (6.4)). Hence, under NI.S, the

variance of the return on real asset is
VIY;](t = 0) = B[R - R°}* + (1 - B)[R — R%)? (6.6)

which 1s the variance of the project.

Next, consider the financial asset. From Table 6.2,

Yf = (1~ a)tAr Ry + (1 — (1 - a)i|R;

(1~ (1= a)t(l - Ap) Ry (6.7)

Remark If ¢ == 1 or Ar=1ort =0, then Yf = Ry, In other words, il there

1s NLC or NLS, then Yf = Ry, If there is a LS and an LC, then }"f < Ry,
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Claim 6.1 Y,* > }’f under A.8.1 and A.6.1,

Proof: I'rom (6.4) and (6.7), we have

Yoo~ Yf = RE=(1—-a)t(]-A\)R —[1—(1~a)t(l- ARy

i

(R® = By) + (1= a)t[(L = Ap)By - (1= A)R]

i

(R* — Ry) + (1= a)t[(Ry — R') — ArRs + AR
Under A.6.1, A, > Ay, Hence, we have

Y —YF > (R®—Ry)+ (1 - (R —R) = ARy + AR

Il

(R* — Rf) + {1 - ﬂ.’)t[(Rf - R - ,\f(Rf — Rr}]

1

(R~ Ry) + (1 - a)t(1 - Ag)(Ry ~ R)

Since R’ < R (see Claim 3.1), we have

Yl — Yf > (R®—Ry)+(1-a)t(l - Ap)( Ry — RE)
> (R® - Rf){l - {1 —a)t{l - )\_,r)}

> 0

using A.3.1. This completes the proof.

Consider next the variance of Yy, From Table 6.2, it follows that =
VIY/] = (1 - a)t{ArRy - Y2+ (1 - (1 - @)t][Ry -
Substituting for ¥ using (6.7), we get |
o | S R I
VY] = (1-a)t{ARy - [1—(1=a)t(l—AnlRs]
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i

i

12
(1~ (1~ )] [Rf — (1 = (1= a)t(l~ f\f)]ﬂf]
2
(1~ )t} [/\f ~ 1+ (1 - a)i(l - f\f)]]

[1~(1- a)t]R}[u _ a)t(1- )\f)]g
(1 = @)tRE(1 - Ap)?[(1 = @)t — 1]
[1— (1~ a)t)R3(1 — a)?#2(1 = Af)’
(1— c)tR3(1 = Ag)[1 ~ (1 — )]
[1— (1~ a)tR3(1 - a)?2(1 = As)

(1= @)tRE(1 — Ap)?[1 — (1 — o)t]

(6.8

Remark Note that if £ = 0 or & = 1 or Ay = 1, then V(Y] =0. In other

words, if there is NLS or NLC, then V{Y;] = 0. On the other hand, if there

is LS and LC, then V{Y;] > 0.

Next consider the variance of Y, V[Y]. From (6.1), we have

VY] = VY] + (1 - a)?V[Y}] + 2a(1 —a)o

(6.9)

where ¢ is the covariance between Y, and Y;. From Table 6.2, it follows that

Q
)

(1 - a)tBAR'AsRy + (1 — o)t(1 = B)AR'Ar Ry

ctBR' Ry + at(l — B)R' Ry + a{l —1)BRR;

ol - (1 — BFRR; +a(l — £)(1 - B)(1 ~ F)ER;

(1 - a)(1 - t)BRR; + (1 - a)(1 - t)(1 - A)B'RR;
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+ (1=a)(1~1){1 - B~ B)RR; - YEVS
= atR'Ry + (1 - 6)FRR; + (1~ t)(1 - A)F'RR;
+ (1-8)(1 - )1 = B)RR; + (1 - aptAR'A\p Ry — Y2Yf

atR' + (1 -8)BR + (1 -8)(} - B)F'R

+ (1= - AL~ FIR+ (1 - airR| Ry

+ (L- )i\ RAfR; — (1 — a)tA R'R; - YPYf
Using (6.3), we get

g = YRy~ (1 — )t (1 *—-Af)RfRf. — Yf}’}e

N

YRy = YF) — (1= a)th(1 = \))R'R;

(6.10)

Using (6.7), we get

o = YRy -Yf)- NR(R;-Y})

H

(Ry = YF)(YE - M) (6.11)

Claim 6.2 Let A.3.1 hold. Then o = 0 under NLC (oo = 1) and 0 > 0

under LC (o < 1),

Proof: First, consider NLC i.e. & = 1. From (6.7), we have Yf(a =1) = Ry.

Hence, clearly, from (6.11), it follows that o{a = 1) = 0. Next, consider LC.

In (6.11), observe that Ry > Yf since F; is the highest value of ¥y and Yf
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is the mean of ¥y (see Table 6.2). So we need only show that ¥.2 - AR > 0.

From (G.4), we have
Vi = R~(1-a)(l - MK
Subtracting A, from both sides, we get

YE - MR = RE=[pl4 (1= )1 - @)t

> R°-R
Bur R® ~ R' > 0 (Claim 3.1). This completes the proof.

As mentioned already, .in this chapter, we use the mean variance ap-

_-proach. We assume

A.8.2 Let Y be the stochastic return on partfolia. ‘Then the expected ulility
of u risk averse agent B (EUEY is given by | |

i | |
EUE =Y° - -Q—pV[Y] - (6.12)

where p is absolute risk aversion.

Using (6.2) and (6.9) in (6,12), we get

EUE = aVf+ (1 ~a)Yy -—.lp{an[}?-]—!- (1 -QJZV[Yf] +2a(l Ha)aJ (6.13)
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Proposition 6.2 Suppose that markels are completely sepmenied. Assume
that we have NLC with probability o and LG with probability 1 — . Let A.0.1
and A.6.2 hold, along with A.8.1. fa=1,° a*>0. If0 < a< 1 and

VIY:] > o, then a* > 0.

Proof: IFrom (6.13), we have

aggﬂ _ y:.-y;___é_p{zavm]—z(1-a)V[Yf_] zg-z;aa}
= v -vp+o{viy)-o}
C — e{vmlevv-m) (6
BV e _vp e o{vir)-o) o
R e

We have already shown that under A.3.1 and A6l Y?—-YF > 0 (Claim
6.1). Consider the second term. Under NLC i.e. o = 1, it is easy to check |

from (6.8) that V[Y;](a = 1) = 0. Also, o( = 1) = 0 (Claim 6.2). Hence,

under NLC, BEEE > 0. Therefore, a* > 0 under NLC®. Next, under LC,

a={}

if VIYy] > o, then B%EE > 0. Therefore, «* > 0 if V{¥}] > ¢ under LC.

a={)

This completes the proof.

5In chapter 3, we had shown that a* > 0 under NLC when markets are fully integrated.
From (6.14), using the first order condition, it is easy to check that

« ! ™
2 (a =1) = JM'I-H [1, A 1)]
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6.3 Conclusion

In this chapter, we have studied the case of completely segmented markets.

We considered real estate as an example of real asset. We have argued
that under the prevailing conditions in the asset markets in many less de-
veloped economies like India, there is separation of the real asset and the
financial asset markets. Black money is used to a large extent in real estate
transactions. The financial asset markets are relatively more transparent.
Also, liquidity in the secondary markefs is a serious issue in the 'ﬁnaﬁcial
markets as compared to the- real asset markét.' M.areﬂﬁer, the asymmetric

mfarmatxon prablem 19 sermus 111 the real asset market
'I‘hese 1nst1tut10nal rea.htles Iead tﬂ an mterestmg pattern of t:rades n
-'_equlllbrlum In the secondary ma.rkets We. ha.ve shown how investors trade

their lemons for another asset within the same ma,rket. -We have also shown

the conditions under which in the primary market, risk averse ageflts choose

to invest in the real assets.
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Chapter 7

Conclusions and Implications

There are several i_;S___S:i:;__:es__in the.con_tfexl_;_ a-f" banking. In chapter 2, we s.t_udied |
one ofthun viz, bank runs. The findings in chapter 2 on bank runs have
B import&nﬁ implicatiﬂns for p’ulicy. T_o prevent bank -ru.ns, brdadly; three types
of policies have been suggested. First is the idea cﬁf :ﬁnit'a,rjf ba,nkixi_g, the moré
modern version of which is narrow banking. Second poﬁular.ap'pma{;:h is to
devise insurance guarantee schemes that will prevent bank runs. The ﬁit’f&ils
of such schemes in the presence of moral haza’rd have bee.n highlighted in
Kanc (1985,1989). Indeed, Demirguc-Kunt and Detragiche (1997) provide
evidence that countries with an expliciﬁ deposit insurance scheine have been
more prone to financial market failures, Third is the. fqr.:us.c-n the liabilities
of a bank’s balance sheet. In this thesis (cha.pter_ 2),._wé have explored the
third route. We have examined t_h.e role of equity capital in pre.venting bank

runs. Further, we examined the question - Should the return to the depositor

be fixed or state contingent?
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The policy of unitary banking or narrow banking focuses on the asset
side of the balance sheet, It takes it for granbed that there are no conditions
or restrictions on depositors. On the other hand, the complete focus on the
liabilities side of the balance sheet ignores the possible diversity in the asset
portfolio of the commercial banks. The question is really more general -
how much capital should a bank have, how binding should thé restrictions
be on the (demand) depositors and how narrow should the banking be on

the assets side? The more binding the restrictions on the depositors, the less

the need for narrow banking. It is difficult to say very much on the optimum
solution. It is this t-ha-t the market n_eeds-atd disc_ovef--(Hayek . 1968).

In our mﬁdel (chapter 2), we focussed on the liabilitieé side of the bal-
ance sheet-of a commercla,l bank On the asset side, we dld not allow for
a diversified pDrtfolm. Even so, there #ere-same,lmpl_matmns -for.pnllcy.
We had shown that if banks havé adequate equity capital, then risk .aﬁerse
depositors can get full insurance. Our model suggests that, in the present
world system of global banks, there is enough risk neutral global capital
to ensure that risk averse depositors in any one cbuntry can be offered fuli
insurance against liquidity shocks, provided, of course, there is competition
among banks.! Many transition economies, unwilling to open up their fi-
nancial markets to global cbmpef.itinn, are trying to provide full insurance
to depositors by adopting the left over regulations of currently developed

countries. However, these regulatwns are a legacy of a wmrld order, when

I As in the case of pure insurance, if banks are not competitive, depositors cannot be

fully insured.
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banks had to be regulated for political, rather than pure economic reasons.
More importantly, such regulations were initially made when competition
among banks, especially with foreign ones, was not the ovder of the day. It
18 more important for transition economies to generate competition, rather
than devising policies to obtain the market outcome withﬂﬁt free competi-
tion among banks?,

Our model suggests that free and competitive banking has its advan-
tages. However, our model abstracts from thé need to protect ‘uninformed
incompetent and free- rldmg deposltms (Tlrole 1994 P 476}, Once we
take that. mtﬂ accaunt this factc}r a,nd the ob_]ectwes of sta,te policy, the

cancluamns c&n be dxﬁ“ereut

he hteratﬁre on umtary b&ﬁklng (and later, narrow b&nkmg) had em-
phasized the role of 100% reserves. The u-n‘derlylﬁg assumption, it seems,
was that it is optimal to let the depositors \;ﬁfithdraﬁr frnih the bank on de;
mand unconditionally. The recent literature suggests, in.the context of panic
bank runs, that it is optimal to have some restriction on t.he dépositnrs. This .
may take various forms like suspension of convertibility, contingent pa,y-{jut;i-

etc. (see section 2.6). In the light of this analysis, can we say something

about the East Asian crisis in 1997-987 One difficulty in parts of Fast Asia
was that there were sudden and large withdrawals from the local banks.

One view (e.g. Radelet' and Sachs, 1998) is that panic played an important

“White (1984) r;pnrts, “The solidity of the Scottish banking system was not a matter

of sheer luck, But is attributable to the freedom of the banks to make themselves solid

and the competitive pressure on them to do $0,"
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role in some places. These bank rung, in turn, hod led to or aggravated the
cconomic crisis in general and the currency crisis in particular in some parts
of Bast Asia. In the aftermath of the crisis, this ha,cl.si;rengthened the view
that there ought to be restrictions on capital account convertibility (Cooper,
1999). But observe that a restriction on sudden and large wifhdrawais from
the commercial banks would have achieved the same objective. Restriction
on capital account convertibility is not necessary for this purpose, There may
he other reasons for imposing restricﬁions on capital account convertibility.
We are not going into that issue'hére but if sudden and large withdrawals
from banks are the cause of the ecnhomic crisis in general and the currency
erisis in pa_,rticu-lar;. then a solufion is to '.take corrective measures at the
 source rather th;;n impose restrictioné '01':1. capital account convertibility.
Deposit insurance has prevented bank runs but it has encouraged moral
hazard. Several economists {e.g. Kane 1985, 1989)- have suggested that
deposit insurance is not an appropriate policy. Even so, the situation we face
is one in which banking sector is subject to various regulations and enjcry'sl
various facilities. So the policy issue is how fo steer the banking .sector in
its present conditions towards a point where they are neither sub jéct to any
unnecessary regulations nor do they enjoy any extra-ordinary facilities. At
another level, as our model suggests, the role of the government is ultimately

no more than ensuring that there is no breach of contract between agents.
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Separation of Ownership and Management

Jensen and Meckling (1976) had shown that the_separation.df ownership
and management is costly. On the other hand, Chandler (1959, 1977) had
emphasized the positive role played by the separation af. ownership and
management. But the theoretical underpinnings for this view were not véry
clear. Recently, Acemoglu (1999) has shown that when ownership and man-
agement are combined, then the equilibrium is inefficient. Our model also
suggests that the .sepa;ra.tion of ownership and management is useful {chap-
ter 3). Wé. made a distinction between real and financial assets and argued
thaﬁinveéting-in ﬁnanéial éﬁsets amounts to delegé.’tiﬂn of management and
hence it léads. tﬁ a cﬂmmitinent to ignorance. In the _riase of real aésets, the
Gwnef kﬁnﬁrs fhé quality of the assets owned and this leads to a diﬁ‘iculty in
selling the asset, should a liguidity shock occur. S0 sepamtion of ownership

and management can be useful.
Significance of A.4.1

In A.4.1, we assumed that R’ < R;. Recall that this assumption was neces-
sary for getting a* < 1. So what ig the significance of this assumption? Recall
that By = R® —m. So the assumption can be rewritten as m < R€ — R,
‘This means that the cost of delegation (m) must be small otherwise all in-
vestment is made in real assets! There are no _ﬁnancial assets and there is
no financial asset market if the cﬁst of delegation is high. Now if we look

at some parts of Africa and Asia, it is indeed the case that the organized
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formal financial markets are virtually non-existent. Almost all investment is
made by people in their own small farm, factory or trade, or they invest in
gold or real estate. In the context of our model, this happens if m is "VEry
large’. What can account for a large m? In what follows, we give a broader

interpretation to m and explain why it can indeed be large in emerging or

developing economies.

A Broader Interpretation of the Cost of Delegation

Broadly, in the context of financial assets, there are two kinds of instruments
- equity and debt. First consider equity. Investment in equity requires some
conditions to be met. ‘T'here has to be effective regulation of corporate
sector. The weaker this regulation and enforcement, the greater is the (ex-
pected) leakage in the shifting of funds from households to corporate sector
for cconomic activity and in the flow of returns from the corporate sector
to households. The more the (expected) leakage, the less is the realized (ex-

pected) return on delegated funds. In other words, there is effectively a high
cost of delegation. This restricts investment in financial assets, Agents are
forced to invest in real assets. Note that typically regulation gets weaker as
we move from developed countries to developing or emerging economies. 30

investment in real assets increases as we move from developed countries to

developing or emerging economies®,

3 One interpretation of real assets or non-financial assets is the capital in owner-managed
firms. It is true that in developed countries also, there is considerable investment in small

owner-managed firms. But a part of this is essentially the new start-ups that are bemg |
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After considering equity, let us next consider the other instrument - debt,
The finance literature emphasizes the bankruptcy element in the context of
the riskiness of the debt. But, as macroeconomics emphasizes, typica.ily debt
is fixed in nominal terms, I a debt instrument is used by the corporate
sector to finance projects, then the investors’ claims are fixed in nominal
terms. But in emerging economies or developing countries, there is a serious
(potential) inflation problem (e.g. Indonesia (1997-98) or Russia (1990s)).
Il inflation occurs, this eats into the real value of funds delegated. This is
another leakage in the context of financial assets, another cost for households
in delegating. In contrast, if they invest in a real asset/owner-managed firm,
then they are not prone to this risk. So the investment in real assets is pushed
up. Note that the inflation risk is more serious in developing economies than
in developed countries. So in developing countries, investment in real assets
is relatively higher than in developed countries.

So in emerging economies, there are difficulties in using either instru-
ment. In other words, the effective cost of delegation (m) is high. This
is over and above the standard agency cost. So if we interpret m as the

comprehensive cost of delegation, it includes

tricd by inunovative people. Some of these succeed while most fail. Those that succeed,
typically do not remain in the category of owner-managed firms. They become large
corporations with professional managers, The others which do not succeed, typically close
down. At any point of time in developed countries, there is substantial investment in
those kinds of frms. This is an onpoing activity, with new firms replacing nld ones, On
the other hand, the owner-managed firms in developing economies are not the transitory

kinds that are experimenting. Each is virtually permanent.
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(1) the (standard) agency cost, and
(2) the leakage due to weak regulation and enforcement, and
(3) the loss due to inflation.

Focussing on the first case alone in the context of emerging/developing
economies is, to some extent, missing the wood for the trees. Il there s
serious {potential) inflation problem (and indexing is absent), then who will
invest in bonds or deposits? Similarly, if there is hardly any meaningful reg-
ulation of the corporate sector, the financial intermediaries and the capital
markets, then will any small investor, in a developing economy, invest i
equity directly or indirectly 49 Most investment is likely to be made in real
assets,

Tt is true that it is only in the first case {the standard agency cost)
that the cost is certain; in the last two cases, the cost is stochastic. It s
not certain that there will be a leakage due to weak regulation. Nor is the
inflation certain. In our model, we have taken m to be a certain cost. '|'here
is scope for improvement by taking a stochastic m. But we doubt if the
essence of the story will change. Real assets are in demand in cmerging
economies because effectively, the return on financial assets is low,

There are other explanations of this phenomenon in the literature, Tyigun
and Owen (1999) explain this pﬁenomenon in terms of the technology gap

between the developed and the developing countries. Typically, investinent

"La Porta et. al. (1998) find evidence ‘consistent with the hypothesis that small,

diversified sharcholders are unlikely to be important in countries that [ail to protect Uit

rights.” (p. 1113)
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in financial assets amounts to delegation of management to professionals. In
developed economies, investment in financial assets is relatively more impor-
tant. So professionals are relatively more important in developed economies,
In contrast, in developing economies, entrepreneurs play an important role.

Iyigun and Owen (1999)

‘show how skill-biased technological progress leads to changes in
the composition of aggregate human capital; as technology im-
proves, individuals spend less time to the accumulation of human
capital through work experience and more to the accumulation
of human capital through professional training. Thus, ... en-
trepreneurs play a relatively more important role in intermediate-
income countries and professionals are relatively more abundant

in richer economies.’

In our model {chapter 3), we made a distinction between real assets and
financial assets. One way to interpret a real asset is to consider a non-
financial asset like an owner-managed firm. An investment in financial asset
typically amounts to delegating management. Recall that in our model, by
assumption, the technology is the same for the owner-managed firm and for
the delegated management firm. Yet, there is a difference between the two
kinds of investment. In our model, agents invest in real assets because the
net return on financial assets is low in developing or emerging economies.
Another explanation for the existence of owner managed firms in the

literature is in terms of the cost of monitoring. Locay (1930) assumes that

133



altruistic households have less need to monitor their members than f[rms,
eiving households, a comparative advantage over professionally managed
firms at low levels of output. So, in his/her model, houschold production
takes care of a moral hazard problem, which is essentially an asymmetric
information problem. Note that it is the information problem within the
household production unit that is taken care of. But there is another asym-
metric information problem between the household and the outsiders. The
household may know the quality of the project it is managing but the out-
siders do not know. If the household is hit by a liquidity shock and it needs
to sell its production unit, then the outsiders’ valuation may be less than the
intrinsic value. This is because the outsider does not know the quality of the
prdject. It is possible that the project is a lemon. Maoreover, the investment
in an owner-managed firm is risky since it is typically not diversified. In our
model, we have tried to capture these aspects. It will be interesting to have
a model that captures both the advantages of owner managed firms (as in

Locay) as well as the disadvantages (as in chapter 3 of this thesis).
Liquidity

Liquidity 1s a very commonly used concept in the literature on Money, Bank-
g and Finance. The term tends to be used in various different senses. In
this thesis, we have made an attempt at a closer look at the concept. In our
model in chapter 3 and its extensions in chapter 4, 5 and 6, we incorporated

both liguidity shock and Liguidity crunch. In our model, liquidity shock is the
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state in which an agent has assets but not the goods to consume. Liquidity
crunch is a state in the market in which there is scarcity of goods relative to
the availability of assets. Besides, liquidity shock and liquidity crunch, the
other important concept is that of an illiguid asset. We have not modeled
an illiquid asset®. It will be interesting to have a model Incorporating all the
three together viz. liquidity shock, illiquid asset and liquidity crunch, In a
sense, the Diamond and Dybvig (1983) mode! does have all three elements.
But there is scope for a mﬁdel that explicitly also allows for an important
characteristic of an illiquid asset i.e. it takes time to sell an illiquid &sset.
Such a model could clearly bring out the differences between the various
notions of liquidity. Having said that, we hasten to add that it was the DD
model (and Bryant (1980) that laid the foundation and paved the way for
a large literature on not just liquidity and bank runs but also banking anﬂ

finance in general,

*Instead, we have a real asset in our model. Recall that there is asymmetric i_nfurmatinn
on the quality of the real asset in period 1. So it sells at a price less than that of the financial
assct (under no liquidity crunch in either the real asset or the financial asset market) in.
period 1 even though the technology is the same in both the cases. But in our model,
it cdoes not take time to sell the RA or the FA. Both are sold immediately in the spot
market. One important characteristic of an illiquid asset is that it takes time to sell the
asset. There is no scope in our model in its present form for incorporating this feature.
But observe that one reason why it takes time to sell an asset is that there is asymmeti-ic
information on the quality of the asset and it takes time to acquire information and remove
this asvmmetry in information. We do have asymmetric infur.matinn on .the cjuality of the -

real assct but, of course, it is not the same thing as the real asset being illiquid.
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Market Integration

Globalization has received a lot of attention in the recent past. Barring the
aftermath of the East Asian crisis in 1997-98, there has been considerable
emphasis on integration of international capital markets. But even in the
aftermath of the Kast Asian crisis, there has been criticism of some aspects
like sudden inflows and outflows of funds across borders. But other than
that, international capital market integration is receiving attention and pol-
icy makers are trying ways to improve international Integration. In this
chapter. however, we have seen how even domestic integration of markets
in emerging economies may be problematic. This is not the place to sﬁy
whether or not (orderly ?) international capital market integration should
be pursued. But the issue is really integration - domestic or international.
It secems that the domestic integration of markets is not an important item

on the reform agenda.® While the problem of international capital market

“There have been some policies occasionally. In 1997, the Government of India launched
a voluntary disclosure scheme under which anybody could disclose her black muﬁey with-
out any questions being asked but, of course, after paying some taxes. This tax rate was
effectively lower than what the honest tax payers had paid on their incomes. This led
to a criticisin of the scheme since the scheme would condone and encourage tax evasion.
On the benefit side, in the long run context of the development of the financial markets,
one advantage was ignored in this criticism. This was the lfar:l; that after disclosure, black
money became legal and hence could be invested anywhere. In particular, money obtained
after selling real assets could be used to invest in financial assets. Earlier, money garned
in illegal transactions had to be either consumed or again invested in illegal transactions.

This led to distortions. There is reason to believe that after disclosure, markets_became
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integration involves the additional difficulties of exchange rate ffuctuations
and sovereign risk, the domestic integration of markets should be relatively

simpler. But it seems that the domestic integration is not a priority in policy

making.

more integrated. But, of course, it is not clear at all that this is the best policy that could

work to bring about better integration of markets since it involves condoning tax cvasion.
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