PART 2: AUTOREGRESSIVE SERIES

By S. RAJA RAO and RANJAN K. SOM
Statistical Laboratory, Culcutta
1. IxTRODUCTION

In his classical paper of 1927, where the autoregressive scheme was introduced,
Yule developed a methed! for fitting the scheme to a given time series. In
later contributions by Wold (1938), Kendall (1947), Quenouille (1847) and others, the
probletns of fitting and parameter estimation wero given further consideration. In
the present paper an attempt is made with the help of model snmples to sce how far
the methods given by these authors hold good whea the length of the time series is
small. In this part, models conforming to stationary time series of autoregressive
type have been _considered. Quenouillo (1947) has given a text for testing the good-
ness of fit of an a priori known model to an observational time series when the length
of the serics is large. Tho suitability or otherwiso of this test for time series of simall
length is considered in this paper. o has also given a method of fitting an autore-
gressive model and to test for the fitted model. In this poper this method is appliced
to timo serics of small length and alternative methody of fitting sutoregressive malels
are considerel. Tho possibility of fitting a suitable moving average model to a sia-
tionary time scrics of autoregressive type ie also considered.

These investigations were undertaken primarily to get material for further
studics, and to gain instructive insight into the problems at issve than to arrive at
definite conclusions. Novertheless, the conclusions drawn hore are pointers to further
studies,

2. MODELS FOR STUDY
2.0. Construction of models: Tle autoregressive models chosen for stuly
aro
Model I fotabi =1 w (1)
Model I1 ftadotade =1 e ()
whero ¢, is the variable at timo point /,
a = —.8.; a =7 ay = .6125;
and 7, is & random normal variablo with
En) =0, EpY) =1 and E(y, q70) =0 for 1 £,
These models wero constructed by using rundom normal deviates given in
Tracts for Computers No. XXV by Herman Wold.  Twenty five samples of length 35
and fifty samplesof length 15 were eonstructed for Loth the models. Tn building up the
models it was necessary to know ¢, for model I and ¢, and ¢, for model 11 with the
help of which otlier valucs of £, for ¢ 2 2 could bo bLuilt up from equations (1) and
(2.
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£, cun also bo wrilten in the form

b= 1t Homa . (8)

where b, is given by

Model I aby 4l =0

Model 1T ad.ytaly b =0
where & =0 for i< 0, and b, =1.

The init'al values of § wero built up from equation (3). Values of ¢, fort > 2
were then built up from equations(1)aud (2).

Valuea of random normal devintes given in pages 4, 6, 6, 7 and 8 for mode! I
amd pages 7, 14 and 21 fur model 11 were useid for ealeulating the initial values of ¢,
in the molel sumples, Thexo sutisfy almost all tests given in the introduction to
Tracts for Computers Nn, XXV.

2.1, Serial correlution corfficients: Yule (1927) has shown that tle serial
correlation cocflicients for the « priori known model, say p,, should watixfy the recur-

sivo relation

Model 1 Patapy =0 . {8)
Medel 11 Prtape oy =0 o (5)

wlen py=1 and p,y = p,.

But Wold (1938) showed that equations (1) and (3) are valid only for s > 0;
for 8 €0, the zero in tho right hand wide of the equationa should be repluced
by ﬁ:—' . Tho equations (4) and {5} mny therefore be called Yule-Wold relations.

Tho values of p, for s equalto 1 to 12'in the caxoof ramples of length 33 and
s equal to 1 to 8 in tho cave of samples of Jength 15 were worked out with the help of
these recursivo relations.  Tho value of p, arc shown in Tables 1.1 to 1.4 at the end
of this lart.

The correxponding serial correlation cooflioients for the samples, eny 7,, whero
r, Tepresents the product moment correlation coefliciont Letween &, and £, wero
worked out with the Lelp of Hollerith machines, The valucs of r, aro shown in
Tables 1.1 to 1.4,

2.2, Binsin the scrial correlution cocflicients from small samples ; Since the
values of r, wero calculated from the series of length 35 and 15 only, these are biased
estimates of p,.  The bias can be calculated by working out the expectation cf r,,

which is
KEn)=E {

- (0)
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where p=5 e (3 .)./(T—S)

"

and T=length of the timo scries,  From the above,

(Seen)-5((5e

s )/(T—-S)}
E(vDIDy)

_— - {3)
When T is fuirly largo D* can be taken as approximately equal to D2,
It can be shown that

Fr)) ~

E(DY) ~ Ky = «=[<T—S)—(,-+s,{(r—S)+e(T—S—1)».+...2p.....}] -y

where o = E(n%) = 1.

The numerator in cquation (7} ean be written as C —D wlhere

€ =(T-5). - (9
snd D= ;:_:P where
E= {"E' (i+{:1-1—_.)p.}+-' where  §=T—8 \
X - {10)
ewet

F= {.‘.‘:. (.-,+.7:._,_—,.)p.]+.~, where i, = §,and §; = T—2§ ... (1)

and ({—)=0 fori ¢; (F—1)=0for i, t;t—a=0for t < a;(f—a,)=0Fort <oy

Values of E{r,) worked out by the above formulae are given in Tables 1.1 to
1.4, Comparing £(r,) with p, it is #cen that the bias is of & small orler in thie case
of the models considered in this paper.

The average correlograms are shown in Figs. L1 1o 1.4, It is seen that
tho observed correlograms follow the theoretical correlograms fairly closely.

3. TEST FOR TRE GUODNESS OF FIT OF A PRIORE KNOWN MODELS

Quenouille (1947) has given & test criterion for testing tho goodness of fit of
a priori known modely to time series of largo length. His test is to build up R,
given by

Model 1 R, = ret Aoyt dyrey . (12)
where A =2a; Ay = a?,
a being known and cqual to —0.8 in our case;

Model 11 R, = ret A+ Ates+ Ay + Ay - {13)
where Ay = 2a; Ay = aP+2; A, = 2aa; A, = a,
a, and a, being known and equal to —0.7 and 0.6125 respectively.
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Quenouille has shown that R, arcinlependently and normally distributed about,

—gi)t
zoro with varinnce spproximately equal to (;. "Sl in tho cnss of model (I) and to

) [(l;n.)_m+n.)=—a.') 3
=8 (I+ay) ]

in the case of modet 11, and hence T(I:il") aro distributed like x* with 1 degres of,
&
freedom. Further he has shown that (r,—p)) is distributed normally with zero

—pt
mean and variance equal to 1-p in tho caso of model I and henco(ﬁp(-.;_'
4

T
distributed like x* with 1 degreo of freedom. In the ense of model II it was assumed
that (r;—p,) and (r;—p,) are distributed normally with zero mean and varianco
approximately equal to 1 ypg Lopat

T-1 T-2

The values of x? were worked out by theso formulae. The frequency distri-
bution of x* with 1 degree of frecedom and also of total x* for R, aro shown
in Table 2.1. It is scen that a Jarge percentage of x* are significant at 5% lovel
and that tho observed frequency distributions of x? aro not in good agrecment
with the theoretical distribution of x3. The observed frequencies in different class
intervals aro smallar than the corresponding th tical freq: ics upto P(x)
equal to 0.50 and larger beyond.

Quenouille’s test for goodness of fit of @ priori known models was applied to
the average serial correlations with and without correction for bias and the values of
43 obtained are as shown in Tables 2.2 and 2.3. It is scen that only 3 out of the 16 x¥'s
with correction for bias int r, are significant at 5% level in the case of model I1.

Since there was a preponderence of x* signifiennt at 5% level, an attempt
was made to see if significant x*s correspond to larger values of 8, Table (2.4)
shows the number of x* significant at 5% lovel for different values of §. 1t is
seen that there is no such tendency.

TapLx 2.4. No.or X* witit | D.7, S1GNIFICANT AT §% LEVEL

lng ‘model:
] H—0.7 {1+ 08128 £y,
Tm=35 T=15
[¢H] 2) 3)
1 & 12
2 4 4
3 2 ?
4 1 1
[ 2 5
L] 1 N
7 2 .
8 0 .
[ 13 .
10 .
11 .
12
tolnl 22 81

242



AUTORLGRESSIVE SERIES

4. FrrTIng oF mo0ELS
4.0. Fitting of auloreyressive modcls to time series: In fitting autoregressivo
models to time series, tho methal odopted Ly Yule (1927), Wold (1938), and
Kendall (1947} is ta cquato the first sorinl correlution 7, o p| in the model I and
to cquato 7, and ry to py And py in the model 11 For model II, @, and a4 con Lo
calculated from the relation
ptotape =0 e {14)
pitapyta, =0 e (1)
whero p, and py aro cquated to ry and 7y
This method was adopted for model 11 and the values of a, and a, for tho
twenty fivo samples of length 35 are shown in Toble 3, The absolute pereentage
differences of theso estimated values from tho theoretical values rango from 1.29
10 75.4%.
Kendull {1947) suggested that @, and a,; can be obtajned by minimising

!':l('.+4|'.-|+ﬂ:'--.)‘-
The values of a, and a, obtainedby this method aro shown in Table 3, Tho absolute
percentage diference of theso estimated  values from theoretical values rango from
1.4% to 61.1% and aro generally less than in the case of earlier method of fitting.
A third olternative method wag also tried.  The valuesa of 4,, 4,, 4, and 4,

1
were determined by minimising )‘IR.' where
[

R, = ntdirc b At it A e (10)
This method suggests itsell if we consider Quenouillo's test.

Hoving got A,, 4;. Ay and A, the best value of a, and ay were estimated by
the following procedure. Theso constants cau bo written a9

Ay = 2a) = 2a',425a,, e (17)
Ay = a 42, = o'+ b0, + 2} 20, . (18)
Ay =200, = 2a"\a’y 420" 30, 424" Sa,, . (19)

A, = a} = a',14 284, e (20)

where @, = a';+8u; and @, = @’y 8¢y, and second and higher powers and products
of &'s are omitted ns negligible. oy aml &'y nre first approximations to a, and a,
and theso aro taken from tho sccond method of fitting. Tho values of a; and a,
wero worked out for 5 sumples only by this method. These valucs aro shown in
Table 3 and they differ very much from tho theoretical values,

4.1, Test for goodness of fit of fitted auloreyressive inodels:  Quenouillo’s test of
goodness of fit for Gtted values of a; and @, by the first two methods was earried
out and the distribution of x? with 1 d.f. and of total X with 1o .f. aro shown in
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Tablo 4. Tho obsorved froquoncics are moro than tho theoretical [recquoncics upto
P(xY) cquul to 0.60 and Jess boyond.

4.2, Fitting of meving average models to stotionary lime sevies of anloregressive
type: Tho method of fitting moving average schemes to timo scries data is described
in Part 1. Thesamoe method was adopted in fitting & thrco-conslant moving aversgo
scheme to & model timo series of autoregressive typo with two constants, Herman
Wold (1949) hoa given a large samplo teat for the goodness of fit of moving averages
to timo serics data. This test was adopled for testing the goodness of fit. The
study was cartied out with 6 samples only and the values of x? obtained with 1 d.f.
aro shown in Tablo 5. It is soen that nono out of 514 have turned out to be significant.
This indicates that the moving averago echeme with three constants fits an autoregres.
sivo timo scricy with two constants fuirly well. It may Lo that a moving average
schemo with moro number of constants fits an autoregressive timo scrics with lesy
number of constants fairly well,

5. SUMMARY OF CONCLUSIONS
(i) Quenouillo’s test of goodness of fit of & priori known models to time
series data is not very satisfactory when the length of tho time scries is short,
(i) Kondall'a method of fitting autoregressive modcls with i constants to
time series data by minimising
El (retarrspto. o)

appears to bo better than that by equating 7y, 7y, oy 14 80 pyy Pay P3eeer Py TORDCeLively.
(iii) Moving average scliemes with moro than’ constants appear to fit the
autoregressive time serics with k constants fairly well.
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TaoLe L] VALUEROY BERIAL CORRELATION COEPVICIZNTS {r,}
Moprr 1—AUTOREGRENIVE MODEL: {,=0.8 {1\ + % Tels

aamplo ro. " "

20 370
0939
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Tasig 1.3, Valure OF SERIAL CORRELATION CORFTICIENTY (r,)
MobEr 11— ACTORZOREISIVE MODEL: £y m 0.7 {11 ~0.8125 {,_y+ ¥, Tels

sample ne, " n n n n [ " "

—.872

-.111
~.0054

—.1811
—.2430
8007

18 .3917
.458S

LI T I O A '
bt
&
)

—a212 Zlomsl .32 62 6o

i

-.3%1
<1086

average —.4387 —.0693 L1254 L1046 0151 —.0%5%0

E(r) —.5488  —.192) L1732 2110 0408~ 1086

—~.4809 —.1483 L1004

P

B, = p,~E(r,) 0251 L0592 L0077 10438 0182 0K —.0002 —.0010

averuge+ B, .3368  ~.3052 —.3710 ~.0435 BRI NIt S019 — 0760
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TanLK 22, VALUKSOF X' GIVEN BY QUENOUILLE'S TEST FOR GOODNESS OF
FIT OF A FIIONJ KNOWN MODXLS TO AYENAOK CORRKLOORAM
Modol: fu = 0.8 {1y = ¥,

longth 36 longth 15
.
R x R, x
t 2 3 4 &
with corruction for Lina
1 -.0257 1.58 —~.0840 13.92¢
2 0000 .62 L0247 3.00
3 0008 .00 L0184 1.56
4 ~.0098 .57 0258 2.83
11 0023 0 -~ .0580 12,94
[ 0400 9.34¢ 0220 1.82
1 .0316 8.31° -.0065 .13
3 0322 5.39% . .
? —.0250 3.13 . .
10 —.017 2.27 . .
11 .0187 1.62 . .
1otal 29.81 36.10
without correction for bins
1 —.0834 10.82¢ ~.2373 109.40°
2 —.0020 .08 -~.0030 07
3 —.010 .88 0008 .00
+ -.0217 2.83 0250 2,718
8 —.0090 7 -~.0238 4.41¢
[ L0300 5.02° L0640 14.24¢
1 .0x¢ 2.53 0267 2.03
8 0234 2.81 . .
9 -.0321 5.18% . .
10 ~-. 0271 3.83 . ..
n 0134 .83 . .
tolal 41,01 133,02

ificant at 5% lovul
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Tastx 23. Vatoms of X' GIVEN 3Y QUENOUILLE'S TEeT FOR 060DNTAS OF
IY OF 4 PRIOKI KXOWN MODELE TO AVENAGE CORMYLOORAM
Modol: §,—0.7 {1, + 00125 {1y = ¥,

length 33 length 13
=2

R, x* R, x
) H 3 4 5

with correction for bias

.0ng2 .10
1]

Semucosun—

tolal 20,60 7.08

Soxusosww—

total 30.07 18.29

 rignificant at 55 level
Tasrz 4. FAEQUENCY DISTAIAUTION OF X* 48 GIVEN BY QUENOUILLE'S TEAT FOR SERIAL CORRELATION
3ODEL FITTED BY DITTEAZXT METHODE; LENOTH OF THE SAMPLE=)S,
Model: {4, {u.y + 9 fry =¥,

expoctad  fitted fromr, and r, futed by minimiring
porcantago )
frequency Z(rntarn,tar,
-
P (x]
x ive xt x»for R,
for R,
d.f=l0
1 4 L] L
.59 3 1 3
.08 1 - 1
.05 2 K] 1
.80 - 18 -
.80 2 27 1
.70 1 2 1
.50 3 £y )
.30 4 51 4
.20 - 20 2
.10 4 21 3
.08 2 13 1
.02 1 14 -
.01 - 3 —
.0l 2 1" 5
tolal 25 260 3
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{Parts 3& 4
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AUTOREGRESSIVE SERIES
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