SOME THEOREMS ON MINIMUM VARIANCE ESTIMATION
By C. RADHAKRISHNA RAO
Statistical Laboratory, Calcutta

I. IstropucTiox

Unbiased minimum varianco estimation is applicable only in the case of distri-
tions admitting uniformly minimum veriance estimates of parameters, If such statis-
tics do not cxist then we need an additional criterion to chooso among a number of
alternative unbiased estimates having minimal values of the variance in different
regions of the parameter space. Thereforo it is of somo importance to determine the
class of distributions which admit statistics with uniformly minimum variance.

It was already shown in earlicr papers that when distributions admit sufficient
statistics, any parametric function possessing an unbiased estimate has a uniformly
minimum variance cstimate also. This result was proved in two atages. First it
was shown that given any unbiased estimnte it is possible to construct a function of
the sufficient atatistics which is also unbinsed and has uniformly a smaller varianco
than the proposed one (Rao, 1045a),  Sccondly when the number of sufficient
statistics equals that of the unknosmn paramters thero isa unique function of tho
sufficient statistics which is unbiased for a particular parametric function (Rao, 1948).

It may now bo asked whether this is an exclusive property of distributions
admitting suflicient etatistics. If so, the method of minimum variance estimation is
applicable only to this class of distributions in which casa the actual derivation of esti-
mates is also simple.

In this paper somo general theorema concerning unbiased estimates possessing
minimum variance locally and uniformly have been deduced.  The exclusive property
of the distributions referred above has been demonstrated under some general condi-
tions. Finally the useful of some expressions giving lower limits to the variance
of cstimates has been cxamined.

2. SoMEZ GENERAL TIIEOREMS ON MINIMUM VARIANCE ESTINATES
The following definitions nre used throughout.

(i) The joint probability density of the observations is denoted by P(x]0)
where z stands for the observations z,, ..., z, and 0 for the parameters 4,, ..., [/ If
the observations are independent and ariso from the same population then

Pz10)=p(z,|0)...p(z,10)
whero p{z|0) is tho probability density in the parent distribution.
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() A function ¢{x) of tho obscrvations is snid to belong to L,, ¢{z)eL, if
Efgla)= [[¢x)) P(z|0Mz < 0

where dx stands for the product of n differentinls. It i not necessary that the variables
should be continuous. In tho caso of discreto observations tho integration can be
replaced by the summation symbel without altering the steps of the proof.

(iii) A function 2(r) or simply denoted by Z is said to belong to ¥, Z e N if
E(2)= [ ZP(r|0)dz=0 forall 0.

(iv) A paramctric function 7(0;,
if it admaits an unbiased esti An
is represented by T{x) or simply T

-+ 0,) or 7(0) is said to belong to U, 7¢ U
d estimato of a parametric function 7(0)

(v} A minimum varinco cstimato will be referred to a8 m.v.e.

Theorem 1:  The necessary and sufficient condition that an unbiased estimate T of ¢ U
18 the m.v.¢. al a particular sef of values °=(,, ..., 0.°) 1s that

E(2T|0)=0 . (20

whenever Ze N and Ly

Tho necessity is easily proved by considering an alternative estimate T+2AZ
unbiased for 7, for arbitrary A, and showing that its variance for n suitable choico of
A is smaller than that of 7 unless the condition (2.1) is satisficd. This is samo as the
proof given by Fisher (1921, 1925) and Stein (1949),

To prove sufficiency let us consider an alternative estimate 7°. Then (T—7")
€N und also L, if ¥(T) and V(T") are < 0. Henco

E(T(T-T")10%=0
or al=poay, L, O30 . (2.9)
This showa that 7" is as good as T only when p=1in which cese both tho statistics ara
equivalent except for a set of observations of probability measure zero. It is also
secn that E(T—7")t=0 establishing equivalence of 7 and 7.

Also if 7" is another unbiased cstimate of 7 satisfying (2.1) then o3-S oy which
together with (2.2) implies that oy = oy’ or p=1.

A similar theorem involving the theory of functionals is given by Stein (1949)
and another restricting to functions of a sufficient statistic by Lehman and
Schefle (1950).

Corollary 1.1:  The necessary and suffici dition that T is uniformly the best is that
the condition (2.1) is true for all 0.

Corollary 1.2: If a statistic T € L, is such that E(ZT | 0°)=0 for all Z ¢ N and L, then
T is an estimate of some paramelric function and has minimum variance al O°

This is proved if E(T)# o constant C independently of 0. 1f 80 (T'—C)eN
aad L, whick means that V(I'{&%)=0-
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Corollary 1.3: If Z ¢ N andLy, then from the relation
§ ZPz|0)dx=0 . (2.3)
it 18 formally permissible to deduce the relation
fzpP, , ..dx=0 e (24)

P 9'P(z]0)
R A YA

From this it follows that if there exist functions of parameters Ay +-- 8uch that
Py
ZA, “ B0 o (2.5)

where the summation is over all values of a, b,... reduces to T(z) a function of the
observations only then T is & uniformly m.v.e.

Wo thua have a simple demonstration of the result obtained carlier
by various authors. A. C. Aitken informed the author (in personal correspondence
dated 28.8.1946 and 29.9.1946) that this result (2.6) was mentioned in correspondence
with him in 1042 by R. C. Geary of Dublin, Later Leon Salmon considered this
problem in a thesis submitted to the University of Edinburgh in 1944. An extensivo
discussion of this result was given by Bhattacharya (1046, 1047, 1048).

Corollary 1.4: A formal integration of the equation (2.3) gives the result

[
I bleP(zIO) A(0)d0dz=0 e (2.8)
From this it would follow that the function

A(0)

MOFE : P(z|0) A(0)d0 . {27

if it is independent of 0, provides a uniformly m.v.e.

Also the samo is truo of a combination of (2.5) and (2,7). This result due to
Bhattacharya (1950) can thus be formally deduced from the equation (2.3).

It may now bo asked under what conditions tho expressions (2.5), (2.7) or a
combination of both reduco to functions of tho obscrvations only. In a later section
it is shown' that this situation ariscs only in a apecial class of distributions and all
the statistics derivablo this way can bo easily written down without going through the
processes of differentiation and integration. It is, howover, unfortunato that theso
expreasions (2.6) and (2.7) having some symbolic beauty do not throw any additional
light in discovering minimum varianco statistics.

290



Yo, 12] SANKIYA: TIE INDIAN JOURNAL OF STATISTICS [Parts1 &2

It should also bo noted that Davis {(1951) mndo an attempt to show that statia-
tics cannot bo conutructed by using anything more than the first dilferential of the
probability density, This docs not seem to bo correct.  For, conmider the caso

P(x]|0) = const. S —vor

P(2]0) 1 1 £z, /0)

Pizlpy % ;/0

Pe|0)_[PzlO)) _ X{z,~4/0)

Rty ~ trop =" 2}
Then it is possible to chooso Ay aml A, such that

2, P10 P(x109) (Ez)'—a
' Pix|oy +y Fix|0y +0=
which shows that
A—1/n

is tho m.v.e. of 0. Thia examplo is covered by tho distribution derived in scction &
of this paper.
Corollary 1.6: If T is an unbiased estimate of v and atlains the minimum value at 0°
and if a uniformly m.ve. T'exisis for 1 then T and T* are equivalent provided that the
range of observations giving positive values to the probability density is independent of 0,

This is true becauso it follows from theorem 1 that 7 and 77 havo unit cor-
relation at 0°,

Consider the function obtained from tho exprossions (2.5), (2.7) or & combina-
tion of both by substituting a particular valuo of 0, eny (°. This statistic is now a
function of the obscrvations only and ruay bo considered as an cetimate of its expected
valuo say s(0). Sinco tho relations (2.4) and (2.0) nro true it follows from theorem 1
that this statistic has tho minimum varianco at &% as an unbinsed estimato of y(d).
If j(0) admils a uniformly m.v.e. then this must bo oquivalent to tho above statistic,

Wo thus havo a method of a formal derivation of statistics having minimum
varianco at specified points and which eoincido wilh uniformly m.v. estimatea when they
exiat.

Theorem 2: Jf T is an unbiased estimale of some paramelric function such that
EZD|0)=0 . (2.8)
Jor any ZeN then

(i) T Jor any inlegral v is the m.v.e. of E{T") if it exists,

(i) any polynomial in T ie m.v.c. of ils expected value, and

(iii) in general, any function of T in the m.v.e. of its expecied value.

The m.v, estimates aro uniformly so becauso tho condition (2.8) iy truo for all
values of 0,
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Since E(2T)=0, ZTeN in which enso E(ZTT)=0 and in general E(ZT")=0
showing thereby that 7 satisfics tho condition of theorem 1. Henco (i) is proved.
It may be possiblo that ¥(7") doea not exist in which caso it has to bo concluded that
no estimato of E(7") existe with a finite varianco.

Tho proof of (ii) follows automatically from the proof of (i).
To prove (iii} we observe that
§ §zTPT)P(Z|THZdT=0
for all r which implica
§T 1) P(T)dT=0 for all r
where f(T)=E(Z]T). Wo can obviously restrict the class of functions f(T} to the

condition VIf(T)) <co which means Ze X and Ly or |f(T)|P(T) is integrable.
Suppose that

VT A P when Tisin (0, w)
or KTV |y PTy  when T inin (o, =)

is integrable for some positive k& then by Hardy’s (1017) result it follows that the
moment problem is uniquely soluble and

JTP(T)=0 or f(T)=0 o (2.0)
except for a set of points of probability measure zero,
Tho result (iii) follows from (2.9) becauso this condition implies that E{Z| ¢(T)]
=0 for any arbitrary function ¥(T). Hence E{Zy)=0 implying that y is m.ve.
In tho statement of theorem 2 it is assumed that the statistic T' has zero co-
variance with all functions ZeN. The condition for tho minimum vafianco statistic
ig less stringent viz., that ZeN, Ly, Suppose it is given that T is the minimum vari-
ance statistic then under what conditions is theorem 2 truo?
Let us assume that all moments of 7' exist and E(T¥) admits a minimum
variance statistio with a finite fourth moment then theorem 2 is ture. The author
however fecls that all theso assumptions may not be necessary.
From tho assumptions madoe above it follows that E(ZT)=0 for ZeN, L,.
To deduce that E(ZT*)=0, it is necessary to show that T* is & minimum variance
cstimate. 1If not lot 7° bo so. Then
E{T(-T)}=0

and V{T(T*—-T")} <0

bocauso E(T')<c0 and E(T*)<w. Therofors T(T1—T")eN, Ly in which enso
E(I.T(T*-T")}=0

which shows that 7* and 7 are equivalont and hence tho result.
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Corollary 2.1: Let Ty and T, be two Matistica such that

E(ZT,10y=0 and E(TZ,|0)=0
Jor all ZeN. Following the proof of theorem 2 it can be shown that any function of T
and Ty is an . v. ¢. under some general conditions.

When tho condition' is restricted to Ze and L, the additional assumptions
needed aro that the moments of 7'y and Ty exist and tho fourth moment of the .m.v.e. of
E(Ty'Ty) exists. Thia result can bo extended to o number of statistics having zero
covariance with functions ZeN and ZeN and Ly. Tho statistics 7', and T, considered
"y diffe i1 ions,

Illustration 1. The complcte class theorem of sufficient stafistics

in corollary 2.1 have

Consider a distribution admitting suflicient statistics equal in number to the
unknown parameters. Tho probability density can be written in the form (Koopman,
1036)

Plelgy=h@r Ot OO+t

where ¢, and ¢ aro functions of the observations only and @, and © are functions of the
parameters only, Let ZeV, then for oll &

§ ZP(z|0Mz=0

In such a caso it is strictly permissible to differentinte under tho integral sign with
respect to 0, and obtain tho result

§ Z1,P(x|0Mx=0
which is true except perhaps at the extremecties of tho range of @. To make the
argument more rigorous we integrate tho expression

§ ZP(z|0)dz=0

over constant values of f,, assuming that tho ranges of 4,....,t, are independent of - @,,
to obtain the identity

1fit)eh® dy=0

in the entire range of 6,. The function f{t,) does not invlve ©, if wo assume that
@y, ..., O, aro functionally independent. Using tho powerful results duo to Widder
wo can differentiate under very general conditions to obtain the above result.

Thus cach ¢, satisfics the condition of theorem 2 and thereforo any function of
fyy.tq 18 a0 mpe. This result together with a previous finding (Rao, 1045a) that
any parametrio function 7(0)cU admitas o function of the sufficient statistics as an un-
bissed estimate shows that tho completo class of unbiased m.v cstimntes is supplied
by functiona of sufficient statistics. That is, overy member of this class is tho m.v.e.
of somo parametrio function and also ovory m.v.e. is o member of this class. It also
follows that thero eannot to bo two functione of sufliciont statistics having the same
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SOME THEOREMS ON MINIMUM VARIANCE ESTIMATION
expectation. In may bo recalled that this unicity property was carlier used by the
author (Rao, 1848) and Lehman and Schefe (1950) to provo the complele class theorem,

Wo could avoid differentiation under tho integral sign by first proving that
1y’ =¢' has zero covarianco with all Z ¢ N for o sufficiently big rango of @,. Thiads
sccured by splitting ©, into & and @,—4 in tho relation expressing tho condition
E(Z)=0 and choosing & small. Tho argumont is repeated with ¢/, 8,',...

Dlustration 2. Linear estimation

If the class of estimates is restricted to linear functions of the observations only
then it follows from theorem 1 that the completa class of estimates is defined by the
lincar functions

LRI TR A e (2.10)
which have zero covarianco with all lincar functions
diz ... +d 7, e (201)
having zero expectation. Supposo that
E(z)=a,m+. a7,
where 7,,...,7, are unknown parameters. Tho condition that (2.11) has zero expecta-
tion means
Zayd,=0, j=I...m . (212)
and the condition of zero covariance between (2.10) and (2.11) reduces to
Lidcp, =0 - {213)

whers (p,)) is the covarinco matrix of z;,...,x,. The condition (2.13) is truo for all
dy,...d, satisfing (2.12). Hence thero exist suitablo multipliers A,,..., A, such that
Lep=Ag,, i=l...n

" =

whore (p4) is the matrix inverso to (py). Consequently

Zexn=EAQ, e (214)
whore

Q=EEray),
Suppose that £A',Q, ia an alternative expression having the samo expectation then

IN,-A')e) e (215)

bolongs to tho class (2,14), but has zero covariance with all members of this class and
benco with itself. Thia is impossiblo unless (2.15) is identically zero. Thua in lho
problom of linoar estimation wo are thrown on tho problem of adjusting the coclicionts
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A) In (2.14) to have & given expectation irrespective of any ideration about its
varisnce,
A simple way of doing this is given by the author in Rno (1045b). Firt
the normal equations are written
EQ)=tinit..HlaTa

i=1,..m

where Iy=% Epaa,

If ty,0..0, is & solution of the equations

Q=lifit Hiula

i=1,...,m

then the best esti of an estimable p: ic function

Pt tPala
is simply pty+ ...+ Pulu- This gives a lincar function of Q, which has p,7,+4...4 para
a8 its expectation,
Tilustration 3. Quadralic cslimate of variance

Hsu (1938) presented a aolution to tho problem of determining tho best un-

biascd quadratic estimate of variance when it is known that z, aro independent variables
auch that

Ex)=ayn+.. 0,7,
avd Fizr,)=0! independently of i, Jlsu idered the class of quadratic forms whose
variance is independent of the unknown parameters 7. The alternative assumption
made here is that tho quadratio form is definite.
If the matrix (a))) is denoted by 4 and has rank r then there exists an
orthogonal transformation

(& P=xB; C)

where B=fy),i=1,..;a—rj=,...0
and C'es(cy), =1,y j=l..m
euch that

E(z)=0 and Ely)=¢v0
A general quadratic form in z can now bo written
2Dz +2Py +y 0y
which has the expected vlue
a(traco of D+trace of Q) + £Q ¢’

Since the quadratic form has to bo unbiased ¢Q¢'=0 for all ¢ which means that Q=0,
Tho quadratic form, by assumption, is definito 20 that P=0. Tho admissiblo class
is now zDz’' with the condition that the trace of D is unity. Let R be a matrix with
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trace zero in which caso E(z.

=0. If BDB'=(},)) and BRB’=(a,,) then the covari.

is the samo as that between LIA,) rz, and Iy, 2z

ance between 2Dz and z.

or that between the same cxpressions with 2, considered as deviations from the mean
values, This valuo is easily scen to be

F{EA ) B—=3+ 2ETA )

whero £, is the valuo of s1,fo4 assuming that all z have tho samo fourth moment.
The y and suffici litions that zDz' is uniformly the best are

(i) ZTA =0, when f;=3
and (i) ETAjun=0, TA, p1y=0 when tho valuo of fy is unknown,
The condition ZZA,; t;, =0 implics that the trace of (A, }yr,))=0 or trace of BDB’ BRD’
=0, and B'B=1. This must be true whenever the trace of BRB'=0. The
solution D=1 (multiplicd by a scalar) satisfies the requirements and from uniquo-
ness of minimum varianco estimates it follows that thig is the only solution. Henco
when f,=3 the unbiased minimum varianco estimate is supplicd by

@ ot M)
which is samo as the least square estimate obtained by dividing the minimum sum of
squarcs
Zm—ayn—. )
by (n—r). When £33 and unknown the further condition to be satisfied is
ZA =0
a sufficient condition for which is obviously A, =A independent of i since Iy =0.

This result has been noted by Hsu.  To obtain a necessary and sufficient condition we
obsorve that

A=yt 0y

whero tho b coefficients aro specified by the orthogonal transformation. Consider
now, tho special values of

Hy=bl—b%
and Hu=bnby,
arising out of tho quadratio forma z%,—z%, and zz, having zero expectation. Tho
necessary and sufficiont condition may bo stated in the form

=R ) =0
Ebllbil(b‘ll+b’ll+"') 0

for all r and 8. If A, is independent of 4, then the abovo conditions are automatically
satisficd.
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Thus the least squaro estimate is uniformly the best enly when the necessary
and sufficient conditions stated above aro true in tho caso £, is unknown. To show
that thero con exist minimum varince estimates without A, being equal we give the
foll plo where the z functions turn out to bo

[ O R
atata
=5 45 I
R RV S
The sbove conditions are satisfied. Tho best estimnte is (z,'4-2,3)/2 whose expansion
givea different values to tho coofficients of tho square terms,

Illustration 4. Markoff's set up 1wcith linear resirictions on parameters

The independent variables x,,...,2, have tho expectations
Flz)=a,yn+...4a,57g, =10
where the unknown parameters 1,...,7, oro subject to a restrictions

=Tyt thiata =l

The class of mini i lincar estimates is defined by
AQuit A0 +C
whero Qmayz+...+a,x, and ;.. A, aro such that

Arut e Aan
and C is a constant independent of tho variables, Tlhia ia obtained by expressing tha
condition that the cstimate has zero covarianco with all linear functions whose expec-
tationa are independent of 7's subject to the above restrictions, It may be recalled
when there ore no restrictions on r's the complete class is defined by

A0+ A0,
for all arbitrary A,....A,. To estimate any desired parametrio function we need only
adjust tho A's suitably to eatisfy tho condition of unbiascdness.

To obtain the best quadratio estimate of variance wo obscrve that there exists
an orthogonal transformation of z,....z, to
Yroeens Yur Funeenn 7,

such that E(y,) is depondent on 7 and E(z)=b, independent of r. If g is the rank
of the matrix

o
[ PO
T e Tia
I FYR
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and ¢ that of

™ Na
[ [
then the valuo of £ is determined from tho formula
k=n—g+t

The quadratio estimato (including lincar terms) assumed to be non-negative can now
bo written in the form

ZZe,)7—by)(z—b)
The conditions under which

Iz —b)

in tho best estimate are same a3 those in the illustration 3 in terms of the coeflicients
of the variables 2,,.../%, in tho transformation from z toz, It is easily seen that Sz
is the least value of

iz —ay Ty — a7

subject to the restrictive conditions on 7’s mentioned above.

When the variables are normally distributed this is the minimum variance
estimate of the variance in the whole class of estimates and is distributed as o? on
{n—g+1) degrees of frecdom being tho sum of squares of {(1—g+) independent norml
variates (Rao, 1951).

It is of interest to note that when the observations are normally distributed

the plete class of mini variance esti of linear parametric functions is
defined by

¢+ +C.0n
in the entire class of estimating functions. For this it is enough to show that each
Q, is orthogonal to zero functions. The condition for a zero function is

§ ZPdv=0
Differentiating this with respect to 7, which occurs in the expression

— ¥ —ap 7 —..

P=const ¢
wo find
Q,:Zt,au
is & mini varianco esti . To complete the proof it is necessary to show that

linear parametrio functions which cannot be estimated by lincar functions of Q,,...,Q,,
do not ndmit unbiesed estimates and should bo mgnrdcd as non-estimablo, If
b1yt +b,7, is & linear | rio fi itting an unbiased esti T then
differentiation of the cqunhon of unbinsedness leads to tho results

Ciayn+Coan+-.
Cia;,+ 0oty +...=b,,
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whero C, is the covarianco between 7 and x,.  The condition of estim1bility is thon that
there exist €}, Cy... satislying tho above linaar eqaations.  Whon such € exist it is
oasy to show that there exists a linoar funstion of tho obszrvations wha3s expeotation
is L7+ +la7, and henco its minimum varianco estimato belongs to the comploto
olass determined above.
I Il it 5, Esti i D/ f

Let ,,....%, be independent observations from the same parent distribution,
Suppose a quadratic estimato of tho sccond moment gy of z is sought. Using the result
whentioned by Basu (1952) we havo to search for tho m.v. estimates from the class of
symmetric functions only, Consider a quadratic expression of the form

aZz+bizz, e (216)
which has the expectation
nalpgtpt)Fnln—1et
vanishing identically (when s, and sy aro both unknown) only when a=0,5=0.
Thereforo (2.16) is m.v.e. for all a and b in the class of quadratio estimatgs. In parti-
cular if a=1/n and b= —a/(n—1) then this oxpression reduces to
g —2(n—1)
as tho best quadratio estimto of tho variance.
Similarly, if nothing is known about the first & moments or their inter relationa
any symmetrio function
Tz, (217)
where the summation i over 3, j,... keeping the indices fixed is an m.vee. in the class
of {r+8+...)th degree polynomials in n varinbles. Then tho problem of estimation
reduces to that of finding coefficients for the functions of the typo (2.17) to make the
final expression unbiased for o moment of order (r4-4+...). From this it would follow
that the expressions for sample semi-invariants as defined by Fisher aro m.v.e's
when nothing is known about tho population values, it being nssumed that the class
of estimates is restricted to polynomials in tho variables,

Theso results can also be deduced by expressing the conditions that the esti-
mate of the (r+24...)th moment has zero covariance with functions of the type

4.
xy x,

llhf-u-
E A AR AN

all of which have zero expectation. Thus in the case of a quadratic estimata of
variance

ZZaz7)
tho condition of zero covarince with expressions of the typo z)'—axy,..., z,2,—7y7y...
leads to an estimate of the form

afn'+bing,
which is samo na that considered in (2.16),

In illustiations 2 and 3 i¢ is shown that uniformly m.v.e. can bo obtained if the

class of cstimotes is restricted 10 functions of certain types. This scems inevitablo
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when the criterion of minimum varianco fuils due to the non-existence of uniformly
sn.ve. The usefulness of this techniquo is also, however, limited to a apecial class (;l
distribution Jaws which will bo separately di 1 in a fortl ing publi

An examplo ir given here beeaune of ite long standing interest.

Consider tho class of estimating functions A(x,, ..., 7} which possess the
property
Al A g A=A+ Ay 1 e (2IR)
and the joint density of tho form (zy, x,.... not necessarily independent)
Px,—0,....z,—0)
where @ is tho location parameter to bo estimated. Defining &y=x,--r..... S=r, _ 1,
the conditional expectation of A ean bo written
E(A]8,0)=0+E(413,0)
where E(A 1§, 0)=f\3)isa function of fonly. Lot Bbe any other statistic of the
typo (2.18) then the difference
B—de, Ac=A—[i3)
is a function of £ only. Consequeatly
E(B—0y=E{Adc—0p+E(B— A
tho product term being zero. Therefore the statistic A, obtained by correcting any
arbitrary function A of tho typo (2.18)has smaller expeeted square of tho difference
and is therefore a uniformly m.v.e. in tho class of estimates sssumed. Sinco A is
arbitrary wo can choose any single observation say z; or £ in which case the estimate is
7,—E(z/¢0) or Z—E(, 0)
both leading to the samo expression. This result is stated in a extremely interesting
form, by Pitman (1938) who gave the estimate as

§OPy—0,...2,—0)0] _,r;;(x,_o,...,x,_ouo.

3. Tne MAIN THEOREM

Theorem 3:  If the parent distribulion p{x ) 0) is such that in independent samples of
any size from il, uniformly m.v.e. can be construcied for any 7(0)eU then the distribution
18 of a apecial type known lo admit sufficient slatistics.

This is the converso proposition of what has been proved before (Rao, 1043a,
1948) and also in illustration 1 of thelastsection. The assumption that every function
tion 7(0)cU admits a uniformly m.v.e. appears tobo very restricted and it may bo pos-
aibla to deduco the result from the oxistence of minimum variance estimates ofa parti-
cular type. However, this proposition is of great interest and is proved wnder the
assumptions made above. Thero aro three atages in the proof.

Firstly if p(z,'0)...p{x}0) is tho probability density of tho observations then
the statistio

18 0%
sz, - 3D
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haa minimum variance at 0° as an unbiased estimato of £(Zy,) and following the argu-
ments of corollary 1.5, wo find under the nssumptions made above that £y, is the uni.
formly m.v.e. of E(Zy,). Transforming z, to ¥, wo obscrva that the distribution of y
is such that in independent samples of any sizo n, § is the uniformly m.v.e. of ¢ the
expected valuo of y. If the variance of ¥ is ¢% then the varianco of the m.v.e. is o¥fn.
The second stago of the proof is just a survey of tho propertics of moximum
likelihood estimates. If .M is the maximum likelihood catimate of ¢ and is such that
E(n ) <0
then ), is a consistent estimate of ¢ (Wald, 1049) and
E(M,)=44b,(9), b.($)—0 a8 n—wo,
and aV'(M,)~)/i where i is tho information on ¢ per single observation (Fisher, 1925),
Also if C, is any other consistent estimato of ¢ then
(0] .
Vib;')‘— - limit ¢ 1 e (32)
In the third stage we uso tho assumption of tho existence of m.v.e. estimates of
all (@)U, Let B, bo tho m.v.e. of b () and 7, that of ¢. Then Fo+ B, is tho m.v.e.
of ¢+b,{¢). Therefore
VL5 Vot Bo) > V(g + V(B,)+2C(y,B,) e (3.3)
Let, us suppose that

Y(B,) Cly,B.)
V(y_,;' =0 or T(}.T -0 e (3.4)
in which case vor
%’L’ - alimit »1 e (35)

which together with (3.2) implics that tho limit is unity or ie3=1, a situation which
is realised only when the parent distribution eatisfies the condition

PPy,

78 Aly—¢)
and this proves the proposition. It may bappea that none of the conditions {3.4) is
true in which case let

V(B _, 4 gnd ClBaa)
Vi F 00 gy R p<!
Considor tho statistio
%~55
wshich is consistent and by using the result (3.2) we observe that
= VMVl _

- - alimit g1 o (3.0)
V5.~ 817Gy
a

{V(IIV(F))>a limit>14-at+2pa bocauso of (3.3). Also
{VGa— £ BYVE)1—p1

40



SOME THEOREMS ON MINIMUM VARLANCE ESTIMATION

Therefore the ratio in (3.6) tends to a Limit not less than
14at-2p2
1—p?
which is always greater than unity. This is impossible unless p=0 and also x=0,
lI(-ncoilghu theorem is proved. This proof ean bo generalized tothe caso of many para-
meters.

4. LOWER LIMITS TO VARIANCES
It is of some importanco to examine, in view of tho results of the previous
sections, how far the expressions to the lower limits to the variances obtained by various
authors aro useful in discovering minimum variance estimates. The first in tho series,
established for any sample size, is tho information limit to the varianco (Cramer, 1946;
Rao, 1945a). This limit is attaincd when the probability density of the obscrvations
is such that
P£0)
Pz 0)
in which case 7 is the m.v.e, This result was also deduced by the method of calculus
of variation by Aitken and Silverstono (1942). Obviously T' is o sufficient statistic
and consequently all powers of 7' and in gencral any function of T is m.v. estimato
under very general conditions. The realization of the information limit and the
existence of a sufficient statistic are synonimous in this senso.

—/\(0)(7'— Vo)

Bhattacharya (1946) observed that there may exist estimates expressible in the
form
Px0) P(z0)
T=y0)+A Paf) 44 Pio) . ($1)
Let us suppose that z,,...,2, are independent, in which case defining
y=p(z0)fp(x}0) and z,=dy/d0
the expression (4.1) can bo written in the form
T=y(0)+A(Zy)+A{Zy,) 422} o (12)
Differentiating continuously with respect to #, and z, we find
T dy, dy,
Oxdzy ~ “Vdz, dz,
which is true for all z; and 2;. Choosing a particular value of z,
9 = ai0)Btz)

where 4 is a function of ¢ only nnd B of z only. This shows that tho parent distri-
bution p(z;0) is of tho form admitting a sufficient statistic, It would then follow thnt
the expression (4.1) can utmost yicld polynomials of the sufficient statistio and for
this purposo it is unnccessary to go through tho second and higher derivatives of
tho probability density bccauso of the complete class theorem.

41



Vou. 12 ] SANKIIYA: THE INDIAN JOURNAL OF STATISTICS [ Parts 1 &2
Blattacharys (1950) also considered tho possibility of statistica being of tho

form
0
[ P(£0)C(0)d0
PO, &
T = ¢(0) 42, P%'T)“'——PW . (43)

Multiplying both sides by P(z0), differentinting with respeet to 0 and thea with res-
pect to z,, x, and also in the roverso order x,, 1, and subtracting ono from the other the
following result is obtained

T dy,

Oxy drx;

‘This is true for sll z, and z,. Henco as before

d
&z =408

It would then follow that the expression {4.3) can only be a special function of the
sufficient statistic,
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