MINIMUM VARIANCE ESTIMATION IN DISTRIBUTIONS
ADMITTING ANCILLARY STATISTICS
By C. RADHAKRISHNA RAO
Statistical Laboratory, Calcutla

In o previous paper (Rao, 1952) it wasshown that uniformly minimum variance
estimatea could be obtained if the class of estimates is restricted to functions of a given
type such as the class of functions satisfying the property

Sy ta, 7y ta,..) = atf(z), 7,0...)
In this paper, & special class of distributions known to admit ancillary statistics
is considered and tho propertics of minimum variance cstimates examined.  Ancillary
statistics (Fisher, 1934) are those functions of observations whose distibution ia indepen-
dent of unknown parameters 0 under consideration but which together with other
statistics are jointly sufficient for . In tho example of the previous paper, the
probability density is of the form f{z—0) in which case in o sample z), x,,..., 7,
the statistics y,=z,—,, yy= Z3—73,..., Yoy =72, ,—Z, aro all ancillaries. If to
these we add a statistic U, which is independent of y,,..., y_, then tho joint density
of U snd y can be written
P(U, y10) = Py)P(U'3,0)

where P(y) is independent of 8. In general the number of ancillarics need not be
{n—1) and the number of U's which with the y's are jointly sufficient for 0 nced
not be one.

Let there exist a statistio T' such that its conditional expectation for given
yis 0, f.e.

E(T[y)=0 e (1)
We have the following results.
(i) If 2(0, y) is the conditional information on & provided by the sample then

VT|y) > Y10, y)
obtained by the gencral arguments used in (Rao, 1945) when the range of 7' is independ-
ent of 0. Integrating over y

P

v > [Ty
The quantity on tho right hand sido is the appropriate limit to the variance
when statistica satisfying the condition (1) are considered. This s gencrally greater
than 1/1(0) tho reciprocal of tho total information on 0 provided by the sample.

(ii) Supposo that g(y), a function of the ancillaries only, has zero expectation

in which case 7'+g is alao an unbiased estimate of 8. But V(T'4g)= I(T)+¥(g),
covariance between 7' and g being zero dus to the condition (1),  This shows that the
statistic 7' cannot be improved upon by adding & function of tho ancillarica.
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(iii) Consider any other statistic T* unbiased for @ but net conditionally so.
ISET 9} =X(0, y) then
VT ) 5 (K100, )

vy > [EEIT pupiy + | 10, - 0prtony

> IW)_ v V(R0 o)} . {2

since

$ 1O, PPy = 0

SR0, PyMy =1
and thercfore

20N p 1
1ot P> fig i
Thc result (2) shows that for the lmm. 1/1{9) to be attainable 4(0,y) should be indentically
cqnml to 0. But when k{0.y) is indentically cqual to 4 it is shown in para (ii) that
V(T) > EQI(0, )} where the right hand sido expression can bo equal to 1//(0) only
when I(0, y) is independent of y, the ancillary statistics. In large samples it mny bo
possible that E{1//(0, y)}-»1/1(0) in which ense the statistic T with conditionnl
varinnco 1/1(0, y) in asymptotically the best.
(iv) For a statistic 7 unbinaed for @ but not conditionally for given y,
BT ) =h0,y) %0
EMO. g} =0

Construct tho statistic T'—k(0,, y}+0, which i also unbiased for 0. -This has
necessarily smaller varianco than 7" at the valuo 0 = 0, provided 0, % A(f, ). Thero
cannot thercforo, exist a statistioc 7' with uniformly minimum varianco without its
conditional expectation being 8. It does not, however, follw that there oxists a statistic
with uniformly minimm variance in the clasa of statistics satisfying the the property
{1). Further investigation is needed to P tho relativo merits and demerita of
statistics auch as 7' and 7" in Gnito samples,

(v) Inlarge samples thero seems to bo & definito advantage in using statistics
satiefying tho property (1). One aspect of it when V(T'|y)=1/K0,y) is already
considered in para (iii). Lot us consider a situation whero a singlo statistio 7' ia jointly
sufficient with a number of ancillarics y,, yy,... for & paramotor 0, Also nssume that
that 7 is such that

ETiy)=
and 7 and y,, yy.... stochastically converge to 0, ¢, ¢y,... whero €4, €,..» A10 Necessarily
indepondent of 0. Lot thero oxiat another statistio J(T, y, a) which stochastically
converges to 8, Then in large samples under somo goncral conditiona of tho existence
of second momenta, continuity of tho derivatives involved and existenco of Lmiting
dia ributions of nNT'—0) and n’(/—c) for somo p, tho atatistics

STy n)—f(0, ¢, n) and AT—0)4- Bly—c) - (3
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where
4l ‘ YO
0T | T=g, y=c 2
5=¥

B 3.'/; T=0,y=c
tend to bavo the same asymptotic variunco provided

1
AT, M
o I"-c = (0
?va.y,-_"ll —a g, Q)

o
a8 n400 uniformly in 0 and ¢ in the neighbourheod of their truo values, The limiting
reault concerning tho atatistics in (3) stated as above differs from that found in the
literaturo in that the function f{T, y, n) involves x, the samplo sizo, explicitely. Since
ST, y. n) stochastically tends to & it follows that f{0, ¢, )0 as n—y. If this
convergenco is uniform in the neighbourhood of the true value of 0, then

——aj('g;' ")—»l a8 n— 0
Hence (T, y, n) has the same asymptotic variance as

(T—0)+Bly—c¢)
which is V(T) BV ()
the covariance between 7' and y being identically zero. In this case T cannot be
improved upon. It may however, Lo possible for J(T,y,n} to exist and posscean
smaller asymptotio varianco than T when the conditions assumed abovo do not hold,
This needs further investigation.

We consider an examplo provided by Basu (1952} to show that the maximum
Likelihood estimatea nced not have asymptotically the least variance. Let £ and
3 be the maximum and minimum in & random sample of size n from a rectangular
population in tho range & to 20. The statistics § and » aro jointly sufficient for ¢
and the maximum likelihood estimate of 0 ie §/2, Correcting for bias wo may take

nt1
= gl
asan estimate. Itsasymptotio varianceis 1/4x%, Basu proposed an alternative estimate

= Bl
Ll rwrw | (2349

which has the asymptotio varianco 1/5n® smaller than that of T the estimate based on
the method of maximum likelihood. In fact this is tho limiting asymptotio variance
attainable, foraregular function of &, inlargo samples hna tho same asymptotic
variance as a§+047 and thoe best combination is (25+7)/6. Now we obscrve that
= yf¢ is an ancillary statistic. The joint distribution of ¢ and § is

’1(1'0__—” B (1 —1)e-8 dBdt
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and that of ¢ alono is

1
(n—1) (2- - )(1—1)--w
Tho conditional expectation of § givon ¢ is
n G')'” -1 1
ntl (2p-1 1
in which caso tho statistio
_gnt! =1 _nily (2908
Ta=fess n (7')"‘—1 n & @t

hos tho ditional ion @. Tho oxpression for its varinnce is complicated
and it is also ono of!ho cases where its asymptotic variance cannot be found by using the
result (3} DBeing a non-regular function of § and 7 it is of some interest to
examino whether its limiting varianco is greater or smaller than 1/3at,
All tho estimates f(Z, 3) considered above satisfy the property
S0, O9) = Of (&, m)
in which case they can bo uniformly improved upon from the point of view of variance.
Let
EUE 8 = 0t
E{JE m*it) = O%gl)
where t = pfand E(A{1)} = 1.
Consider the statistio
_ JE&n)
) K0
E(T[1) = 0k{1)
E(T3.1) = 0*k3(tym(t)
mit) = g{t)/h)

EQ) = 1.
Subject to this condition we may choose k() to minimise
ER(tym(n}
Tho optimum vlaue of k{?) is oh\'iouuly Ajm{t) whero A is chosen such that

] A Pna=1

P
A=l I Im(t)
With this valuo of 4{t), 7 has a smaller variance than f{Z, 7) as an unbiased estimato
of 8. We thus obtain a result similar to that derived by Pitman {1341).

1f T has to be unbiased then
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