ON TRANSFORMATIONS USEFUL IN THE DISTRIBUTION
PROBLEMS OF LEAST SQUARES
By C. RADHAKRISHNA RAO
Statistical Laboratory, Caleutty
SectioN 1

Ono of the problems in univariato distributions is to find tho distributivn
of the minimum value of

B=i —apTy—.. =0y 1)
t
with respect to parameters 7,, 7y,... subject to & independent conditions
Sant et =9
JattHan=g
on tho assumption, that y, is an independent observation from a normal population
with variance o3 not depending on ¢ and expectation equal to

(1.0)

ayTtta Ty
the compounding co-efficients a,, being known.

The complete solution to this problem is given by tho author in two carlier
papers (Rao, 1946, 1932). An clegant proof using a suitablo orthogonal transfor-
mation is given here. This transformation is fundamental in the derivation of
most of the univariate and multivariato diatributions.

Tho following definitions and results will Lo used. (i) If ia a matrix ol m
columns and rank r then there exists a matrix P of m columns and (m—r) rows with
rank (m—r) such that

PP =0and PP =1 e (LD
The matrix P is not uniquoe but it ia nccessary that the matrix & P bo unique for if
P, is another matrix satisfying (1.1) then Py = CP whero € iz an orthogonal matrix,
Therefore Py'Py = /*P. Also if Q is such that QF =0 then Lhero exists n matrix A
satisflying tho equation
Q= AP v (12)
(i) If Pisa matrix (g, m) and rank ¢ then there exists & non-singular matrix C, (7, ¢)
such that
CPPC =1 o (L3
This follows from the fact that P P ia o positivo definite matrix.
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(ili) The equations
=i
always admit a solution if tho rank of 2 is cqual to the number of its rows.
(iv) Ranks of A A’, ACA’ (where C is poxilivo definite) and A aro tho same.
Now in tho abovo problem wo consider tho matricea
wa () pa (M)
Ay e Gy o o Ja
D=AA', B=DF, B, BB =BF O =0

Then BF =AD=AAA’. By(1.2) Aexists. Lotthenumber of rows in matrix B bet.

The matrix Bis of tho type (¢, &) wth rank t and BF has also the samo rank since BFF' B
has tho samo rank (by result iv) as B, Then AD is of type (¢, k) with rank ¢ or A4A’
is of the typo (¢, k) with rank ¢, which implics that AA is a matrix with { rows and has
the samo rank. There exists by (1.3) a matrix Af such that

MA AAAN =1

A4
Let MAA =@ ond H = (7)') Then the compound matrix

H
T= ( 5 e (14)
is orthogonal because
A =1,60'=1,40 =(JAWIN =0 oc UII'=1
and by construction JI/1’=0 and f1/I'=1. Let the ranks of 4 and @ be r and ¢ In
which case tho ranks of A and /7 aro (n—r) and (r—!).
Consider the transformation
z=yT
The vector 7 4 transforms to
E =7 ALO| )
= (074G’ |TAR’)
Now -~
TAG = 1AANN =7 F BN =gBM =y, ..., 7,)
whcm‘1= (g1 ---» 9.} is tho vector of constants in tho restrictions (1.0) and the vector
7 AQ’ has specified values (7, ..., ,) as clements when the restrictions hold. Let

€= ({ir o {) = 7AIl. Since tho transformation is orthogonal

(:{—lA)‘=Z(y,—a"'r,—...—a“v.)* e (1.5)
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RAPID METHOD OF ESTIMATING BASAL AREA 1IN TIMBER SURVEY

whero we put

A = (ry—ry)ra—rairy—ry). v (10}
If we put further

n=d, ry,=2d and r,=3d, . (1)
then the following simple formula are obtained:

-

¢ = d;,=3d,—4,), e (12)

A = (vdi—sd,—ad i, .
and

v = (A +4,—24,)/(2ndY), e (14)

A

Note that ¢ is independent of . Although this result iy simplo, but this design may
not bLe ‘‘optimal” to estimnte ¢, To define the optimal design, we must tako
into consideration various circumatances which wo might meet in actunl survey.
However, wo shall confino oursclves to discusa only the variance of estimate.

6. Tho sampling error is catimated as a random fluctuation of counts per
visited point (see Appendix B). We shall denote the standard deviation in popu-
lation by o with variate in bracket. Then wo can put

=1, r=14X (X>0), and r; = 14+X+Y (¥Y>0) e (16)
and
o(d,) = (1+8)a(d,), o(dy) = (1+4n)o(d;) . (18)

without loss of generality, becauso ¢ is & function of the ratio ry:ry:ry. Then, if the esli-
mates j,'s aro mutually uncorrelated—generally apeaking, it need not bo so—tho

ratio d’(&)/a’(d,) is given by

LEXPIENH L (4B XD G
JX )= ( )( X3y~ XTYY TYNXFTY un

As X and Y are positive tho equations

XY= +ENI+ X+ Y) = (X=I(Y—1)—2-F(14 X+ T), e (18)
and

Y(X4+Y)—=(14901+X) = 14+ X+ YNT—-1)—5(1+X) e (19)
suggeat that if both § and 5 are non-negative and finite®, X and ¥ should bo greater

than 1 to minimize f(X, ¥). f(X, Y} is always greator than 1 andis equal to I, when
both X and ¥ tend to infinity. Thus the greater both X and Y are, tho better. In

® We naume here thut {anl v aro finfie, DBut In gencml ¢amd ¢ ar¢ an Increaring fanction
of X snil of (X+Y) respectively. Hence fIX, ¥) niny or may not have sn cxtremumi.  We owo this
remark to Dr. D. J. Finncy.
203
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whero If = A, Tho rank of A/T" in tho snme ns that of A, LA teansforms fo
JA(J'HI') = (oLZAﬂ')
and (__r‘/—LA)' transforms to
4.4t
e (20)
R e i O R
where 7 A’ = (¢, ..., £). The minimum valuo is
2,
when the second expreasion is identically zero, that is when

(Foyers -+ Ta) =LAII'

which admits a solution since tho matrix A/7' has the rank r equal to the_ number
of its rows. Tlho minimum is distributed as 0% x* with (r—r) degrees of freedom,

The expression for the mini sum of sq! is
Mt =y A'dy e (22

and this is uniquo for all choices of A by result (i) in section 1. Also the differenco of
the cxpressions (1.7) and (2.2) is

[EANRE B LS IO SR N - (23)

which is distributed s a2y with ¢ degrees of freedom independontly of (2.2),

Secrion 3
A second problem is that of determining the distribution of the ratio

min 3 (n—a T —.c—ayn,)?
v=_"

min ¥ (h—a,—...—a, )8
1

where n>q 8o that the numerator is only the minimum valuo of a partial sum of equarcs,
the azsumption on y, being the same as in tho first problom.

This test ia uacful in somo problems of specification as indicnted lator.  Also
the distributions of a number of multivariato statistics ean bo deduced by using tho
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PROBLEMS OF LEAST SQUARES

orthogonal transformation constructed for solving this problem. Consider, tho

matricea
a8y ... @
Ay = ( :l :. ) rank r,; rank A, = (g—ry)
g e O
Ay= ( a:,.,,. a?‘,,, ) rank ry
an . Gy
A = (4,14, rank r, rank A’ =7
and

= :': {l rankp, kI =p

- (3

This has rank equal to (g—r,4rank 4 A’)=(¢—r,+r) Therefore p=g+r—r, and the
rank of B is n—p = n—g—r4r,. Also

HI=0= (“ 9= ("‘ A'Z’"

which implies that 41’ = 0. The transformation
AN p 4,10
i=!(~o—‘ ”|R‘) whero R—( 19

is orthogonal by construction and this changes 7 4 to

T4 (‘%'ln'm') = (010} 4R)
The sum of squares
%(y,—a"r,—...)"
changes over to
EAS SO
+ 2 bt Ty e (30)
+Zpa =8+ =L
where (... £,) = 74 K. The minimum valuo is aa in section 2
a:,'+...+z',,_,I
[ RE O R . (3.2)
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Also by (2.2) tho expression
a2 = e YA Ay e )

is the minimum value of the partial sum of squarcs
2
}l- m—apn—...)"

The satatistio U is then the ratio
z,'+...+:z',‘_,I
O . NN T P N i
which is distributed as

x‘:/(X’rf‘Xll)

where ;8 and y,! are independently distributed with degrees of freedom (g—r,) and
{n—=g—r+r,). Tho distribution of U is of the beta form

B("__g.’!, ”-‘1+’+'x)du
e Bmg-rny _
g 4w . (33)

It may be observed that this result can be deduced from the general proposition
in soction 1 by considering 2k parameters in the expectations

Ely) =ayn+...4a,7, s=1,...9
= a7 +..4a,r,, t=g+l,..,n

= const. U

1f
o
R = min X (y,~a,,7,—...)!
1
Rt = min b (y—ayr';—.. 0
aH
and B = min § y—aun—...
1

then R, R.? are independently distributed as o2y with (¢—r,) and (n—g—r,) degrees
of frecdom and R%, the conditional minimum when 7, = 7', is distributed as o®x?
with (n—r) degreea of freedom, and by result (2.3) of section 2

RBP4+ RY
is distributed as ofx! with
n—r—{g—n)—(n—g—ry) = (n+r—r)
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PROBLEMS OF LEAST SQUARES
degreea of frecdlom independently of R and R, Therefore B and R'— R} are
distributed with degrees of freedom (g—r,) and (ry+ry~r)+{n~g—ry)=(n—g—r4ir,).
Therefore
U=RYR

has the distribution derived in (3.3).  This test in useful in situations where accepting
the specification of the expected values of ...y, we may have to test whether the
expected values of y,,y. ..., ¥a have the given specification in terms of the unknown

parameters 7, ..., 7,. It is thus a test of tho specicd values of the compounding
co-cflicients of the unknowns r,,...,7, occurring in the expected values of

Yqer »o0s Yo

As an illustration of the uso of the above distribution wo consider the distri-
bution problem of the ratio of determinants

181,18yl
where
" 2 ]
8§y = }-l'-"lr‘p- 8= 2‘“"w’?n
L,ji=4,2..p
and
Typs weer Ty

r=1,...,.n

are n independent sets of observations from a multivariate normal distribution with
zero mean values. Consider the conditional distribution of EN given xy, ..y z,_,in
which

E(z)) = firy oot BpsZp
The minimum value of

I (2o, =Bixy— 20 )
when the summation is from I to g{>p) is

18" =18yl
and when tho summation is from 1 to n is

18ylp=+ 18yl put
The distribution of the ratio

. Syl - 187y lp-
R =32, = Sule o [Sylp
4 L V7 IR P P

q—p+1 n—g

. p(=p, )
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using the result (3.3). Changing p to (p—1) we find the distribution of R,_, and s0
on. All thess are independontly distributed so that tho distribution of the product

RyRy o By = |8yl +18)l,
is same as that of tho product of p beta variables having the distibutions

B(q-p+l "—'I)B('I—P+2 A ‘l] B(q , n—q)
If g = (n—1) tho product itscIf reduces to tho beta form

B(’"”'

as shown in (Rao, 1052, page 46).
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