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1. IstRODLUCTION

10 {#,), 292, be u fTamily of probability measures on an abstract samplo space
G and T bo o sullicient statistio for @ then for a statistic T; to be stochastically inde-
pendent of 7' it is necessary that the prubability distribution of T, be independent
of 0. The condition is also sullicient if T' Lo a boundedly complete sufficient statistic,
Certain well-known sesults of distribution theory fullow immediately {rom the alove
considerations, For instance, if x, £y....,x,, are independent X(u, 0)'s then the sample
mean 2and the sample variance ¢ are mutually independent and aro jointly indepemlent
of any statistic f (real or vector valued) that is independent of change of scule and origin,
It is also deduced that if z, 2. ..., 7,, are independent random variables such that
their joint distribution involves an unknown location parameter ¢ then there can exist
a lincar boundedly complete sufficient statistic for @ only if the z's aro all normal.
Similar characterizations for tho Gamma distribution also are indicated.

2. DerINITIONS

Let (S, L) be an arbitrary measurable space (the sample space) and let {P,],
Oent, be a fawily of probability measures on A.

Definition 1: Any measurable translormation T of the sample space (S, ¥)
onto a measurable space (7, ) is ealled a statistic.  Tho probability measures on @
induced by the statistic 7 are denoted by {(PF},0cq.

Forevery 0cQ and de A there exists an essentially uniquereal valued &-meansur-
able function fy(d |1) on Z such that tho equation

Py(ANT-1B) = [/,(Au)dP,’ e (1)
Il

holds for every De. ‘I'he sct of points ¢ for which f(d [¢) falls outsido the clused
interval (0, 1) is of PJ-mensure zero for every fet.  We call f{d |4} the conditionul
probability of 4 given that 7' = ¢ and that @ is the irue parameter point.

Definition 2: A wlatistic 7' is said to be independent of the purameter ¢ il,
for every Beg, PJ(B) is tho same for all fefd.

Definition 3: The two statistics 7" and 7y, with ansociated mensurablo vpaces
(Z, &) and {J,, &,) respectively, aro said to be stochastically indopendent of each
other if, for every Be8 and B8,

Py BAT; By = Py(T-1 BYPy (17" By)
for all ven.
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Now,
W (TBOTT By = [[{Ti B, [1) dP.
L
1t follows, therefore, that a y and suflici lition in order that 7' and 7,

aro stochastically independent is that the integrand abovo is cssentinlly independent
of ¢, i.e.

JATT Bylty = Py(Ti*B)) = P{u(B,)

for all 1T excepting powsibly for a set of P7-measure zero.

Definition 4: Tho statistic T is cnlled a sulticient statistio (Halmos and Savage,
140) if for every Ae A thero exists a function f(A[¢) which is independent of 0 and
which, satisfies equation (1) for every Oen.

Let G be the class of all real valucd, essentially bounded, and 8-measurable
functions on J.

Definition 5: The family of probability measures {PF} is said to be boundedly
complete {Lehmann and Scheflé, 1950) if for any g¢6 the identity

[ gdPT =0 for all Gen . (@

implies that git) = 0 excepting possibly for a set of Ph-measure zero for all . (PP
is called complete if the condition of essential boundedness is not imposed on the inte-
grand in (2). The statistic 7' is called plete. (L ledly plete) if the corres-
ponding family of measures {P]} is so.

3. SUFFICIENCY AXD INDEPENDENCE

For any two statistics 7', and T’ we have for any B,e8,

PJB,) = Py(T{*By) = [ J{T;*B,{NdF}. - ®
V4
Now if 7' be a sufficient statistic then the integrand is independent of 0 and if, more-
over, T, s stochastically independent of 7' then the integrand isessentially independent
of ¢ also, Thus, the right hand side of (3) is independent of 9 and g0 we have

Theorem 1: Any slatistic Ty sfochasticully independent of a sufficient slutistic
T is indepcndent of the parameter 0.

‘That the direct converse of tho above result is not truo will bo immedintely
apparent if wo tako for the sufficient statistic 7' the identity mapping of (S, ¥} into
itself. No statistic 7, independent of 0 will then be stochastically independent of
T excepting in tho trival situation whero 7' iy esscotinlly equal to a constant. We,
howover, have tho following weaker but important converse.

‘Thoorem 2 If T be a boundedly complete sufficient statistic then any statistic
Ty whick is independent of 0 ¥s slochastically independent of T,
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Proof: Sineo T ia sulliciont the integrand in (3) is independent of 0. Tt in nlso
casentially bounded. Now the left hand side of (3) ia independent of 0 sinco T is
independent of @.  Henco, from bounded completeness of (P} it followa that tho
integrand in (3) is casentially imlependent of ¢ as well.  That is, T, is atochastically
independent of T'

In the next rection wo demonstrato how the above theorom may be used to get
a few intereating resulls in distribution theory,

4. SOME CHARACTERIZATIONS OF DISTRIBUTINNS WITN LOOATION
AND SCALE PARAMETERS
Let ¢ = (£, %y, ..., 2,) bo a random variable in an n-dimensional Euclidean
apace whoxe probability distribution involves an unknown location parameter 4 and

o sealo parameter >0, Then any mensnrablo function f(x,, 2y, ..., z,) which is inde-
pendent of chango of origin and sealo, i.o.

R

for all @ and 4>0 is independent of the unknown parameter (1, ). Now, if there
exints a boundedly complete sufficient statistic T for (2, o) then £ must be stochastically
independent of 7. For example, if ,, 7y, ..., 7,, a0 independent observations on
a normal variable with mean 4 and 8.4, o then it is well known that 7 = (2, s) is a suf-
ficient stalistic (% is the samplo mean and & the samplo a.d.). The completencss of
T follows from tho unicity property of tho bivariate Laplace transform. It then
follows from Theorem 2 that any measurable function g(Z, 4) of 2 and s is stochastically
independent of any measurablo function f(z), 2y, ..., 2,) of the observations that is
independent of chango of origin and acale. The functions g and f need not be real
valued. For instance, wo may have

g = (22, E‘za";)
— (Elz—%)P E(r,—2)
and PR L N B
Again the stochastic mdcpcndcnce ofz and & follows from tho fact that, for any fixed

@, the statistic Z is a compl iatio for s and that 8, by virtuo of its being
independent of chango of origin, is independent of the location parameter p.

Now lot 2,,2y, ..., 2, Lo independent random varinbles with joint d.f.
F\(2,—0), Fxy,—0),..., F{z,—0).* Since 0 is n location parameter it follows that any
linear function a.x, with Sa; = 0isindeperclent of 8. If Thz; is n bonndedly complete
sufliciont statistio for @ then from Theorom 2 it follows that ¥az; is independent of
b,

* For tho auko of nolational convenionee, wo nuke no distinetion hotwoon mndom varisbles nnd
tho valuos that Uhey may ssume,
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Now, since Xhx, is n nuflicient statistic it follows that every b; £ 0. For,
if possible, let b, = 0. Then x; is stochastically independent of Ebix, and so from
Theorem | x; in independent of the paramncter  which contradicts the assumption
that the d.f, of xyis Fi{z;—0). Again, we can take all the a;'s different from zeros. Thus,
tho two lincar functions Ya,z; and ¥bz, (with non-zero cocflicients) of theindependent
random variables z,, z,. ..., z,, are atochastically independ Therefore,t all the x,'s
must bo normal variables.  We thus have the following:

Theorem 3: If 2,. 7y, ..., 2., are independent random variablcs auck that their
joint d.f. involves an unknown Incation parameler O then a necrasary and sufficient
condition in order that Xb.z; is a boundedly complete aufficient statistic for 0 is thut b >0
and thal z; is @ normal variable with mean 0 and variance b7 (i = 1, n).

Let us now turn to the case of the (amma variables, Let z,,1y, ..., z,, be in-

dependent Gamma variables with the same scale parameterd > 0, i.e., the density
function of z; is

iz = —H”'I.T"‘ Zrle®de (230, 050, m>0).

It ig elear then that Xx. is a suflicient statistic for § and its completeness follows from
the unicity property of the Laplace transform. Thus, we at once have the well known
result that Xr; is stochastically independent of any function fiz,, z,, ..., z,) that is
independent of change of scale (i.e. independent of 4).

Recently it has been proved by R. G. Laba that if 2, ..., z,, are independent.
and identically distributed chanco variables and if Xz, is independent of Sayzx/(Xx)*
then (under some further assumptions) all the z;'s must be Gamma variables. Using

this result we con i lintely get a ct ization of the Gamma distribution ana-
logous to Theorem 3.
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