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#### Abstract

$S U M M A R Y$. A circularly symmetric directional distribution is obtained by showing that in the class of circularly symmetric distributions on circle it is the only distribution for which the circular median is a maximum likelihood estimate of the location parameter. Subsequently, quently, this result is extended to the spherical case.


## 1. Introduction

Teicher (1961) proved that under very mild conditions a translation parameter family of distributions on the real line must be normal if the sample mean is a maximum likelihood estimate of the translation parameter. Later, Ghosh and Rao (1971) solved the same problem with 'sample mean' replaced by 'sample modian' and obtained a characterization of the Laplace distribution. A proof of the latter result may be found in Kagan et al. (1973, 413-414).

The above two results in linear data were followed by a result of Bingham and Mardia (1975) in directional data which states that under mild conditions a rotationally symmetric family of densities on the sphere must be the von Mises-Fisher family if the mean direction is a maximum likelihood estimate of the location parameter.

Wth the above mentioned results in mind, our aim in this paper is to characterize that rotationally symmetric directional distribution for which the median direction is a maximum likelihood estimate of the location parameter. In Section 2, we settle this problem for distributions on circle (Theorem 2.1). This result is extended to higher dimensional spheres in Section 3 (Theorem 3.1). Finally, some general remarks in this context appear in Section 4.
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## 2. The circular case

Definition 2.1. Let $x_{1}, \ldots, x_{n} \in S^{1}$. Then any point $x_{0} \in S^{1}$ is called a circular median of $x_{1}, \ldots, x_{n}$ if

$$
\begin{equation*}
\sum_{i=1}^{n} \cos ^{-1}\left(x_{i}^{\prime} x_{0}\right)=\min _{\xi_{e} S^{1}} \sum_{i=1}^{n} \cos ^{-1}\left(x_{i}^{\prime} \xi_{)}\right) \tag{2.1}
\end{equation*}
$$

[For $-1 \leqslant x \leqslant 1, \cos ^{-1}(x)$ is the unique angle $\theta \epsilon[0, \pi]$ such that $\left.\cos \theta=x\right]$.
Remark 2.1. The sum appearing in the right hand side of (2.1) is a continuous function in $\xi$ so that it makes sense to talk of its minimum and define $\boldsymbol{x}_{0}$ accordingly. Observe, however, that $\boldsymbol{x}_{0}$ may not be unique.

Remark 2.2. The Definition 2.1 is actually the circular analogue of the spherical median given in Fisher (1985). It is also related to the one given in Mardia (1972, 28-33).

Remark 2.3. Because circular median may not be unique, we adopt the following conventions about the choice of median direction for sample sizes $n=2,3$ and 4 respectively. This choice is motivated by the natural requirements of a measure of central tendency.

Notation. For two points a,b $\boldsymbol{\epsilon} \boldsymbol{S}^{1} ;[\boldsymbol{a}, \boldsymbol{b}]$ denotes the arc of $S^{1}$ with initial point $\boldsymbol{a}$, end point $\boldsymbol{b}$ and taken in clockwise sense.
A. Sample size $n=2$. Assume, without loss of generality, that length of $\left[x_{1}, x_{2}\right] \leqslant$ length of $\left[x_{2}, x_{1}\right]$. Then in this case the sum appearing in the right hand side of (2.1) remains constant for $\boldsymbol{\xi} \epsilon\left[\boldsymbol{x}_{1}, \boldsymbol{x}_{2}\right]$, and moreover $\xi \in\left[x_{1}, x_{2}\right], \mu \in S_{1}-\left[x_{1}, x_{2}\right]$ implies

$$
\sum_{i=1}^{2} \cos ^{-1}\left(x_{i}^{\prime} \xi\right) \leqslant \sum_{i=1}^{2} \cos ^{-1}\left(x_{i}^{\prime} \mu\right)
$$

Therefore, we agree to take the mid-point of $\left[x_{1}, x_{2}\right.$ ], which is the same as the mean direction, as the median direction.
B. Sample size $n=3$. Write $\cos ^{-1}\left(x_{1}^{\prime} x_{2}\right)=\alpha$ and $\cos ^{-1}\left(x_{2}^{\prime} x_{3}\right)=\beta$. Then, $0 \leqslant \alpha \leqslant \pi$ and $0 \leqslant \beta \leqslant \pi$. Assume, without loss of generality, that either (a) $0 \leqslant \alpha+\beta \leqslant \pi$ or (b) $\alpha \leqslant \beta, \alpha+\beta>\pi$ and $\alpha+2 \beta \leqslant 2 \pi$.

The two cases are illustrated in the following figures :


Fig. 2.1 (a)


Fig. 2.1 (b)

It is now easy to see that in each of the cases

$$
\left\{\mu \in S^{1}: \sum_{i=1}^{3} \cos ^{-1}\left(x_{i}^{\prime} \mu\right)=\min _{\xi_{\varepsilon} S^{1}} \sum_{i=1}^{3} \cos ^{-1}\left(x_{i}^{\prime} \xi\right)\right\}=\left\{x_{2}\right\}
$$

Hence, in both the cases, we take $\boldsymbol{x}_{2}$ as the median directiln.
C. Sample size $n=4$. Write $\cos ^{-1}\left(x_{i}^{\prime} x_{i+1}\right)=\alpha_{i}, \quad 1 \leqslant i \leqslant 3$. Then, $0 \leqslant \alpha_{i} \leqslant \pi$ for every $i$. Assume, without loss of generality, that either (a) $0 \leqslant \alpha_{1}+\alpha_{2}+\alpha_{3} \leqslant \pi$ or (b) $\pi<\alpha_{1}+\alpha_{2}+\alpha_{3} \leqslant 2 \pi, \alpha_{1}+\alpha_{2} \leqslant \pi$ and $\alpha_{2}+\alpha_{3} \leqslant \pi$. The two cases are illustrated in the following figures:


Fig. 2.2 (a)


Fig. 2.2 (b)

It turns out that in each of the cases

$$
\left\{\mu \in S^{1}: \sum_{i=1}^{4} \cos ^{-1}\left(x_{i}^{\prime} \mu\right)=\min _{\xi_{\in} S^{1}} \sum_{i=1}^{4} \cos ^{-1}\left(x_{i}^{\prime} \xi\right)\right\}=\left[x_{2}, x_{3}\right]
$$

We agree to take the mid-point of $\left[x_{2}, x_{3}\right]$ as the median direction.

Theorem 2.1. Let $\left\{\boldsymbol{p}(\boldsymbol{x} ; \boldsymbol{\theta})=f\left(\boldsymbol{x}^{\prime} \boldsymbol{\theta}\right) \mid \boldsymbol{\theta} \in S^{1}\right\}$ be a class of circularly symmetric non-uniform densities on $S^{1}$. Suppose $f(t)>0$ for every $t \in(-1,1)$ and moreover $f(t)$ is right-continuous at $t=-1$. If the median direction be a maximum likelihood estimate of $\theta$ for $n=4$ somples, then

$$
\begin{equation*}
p(\boldsymbol{x} ; \boldsymbol{\theta})=\frac{a}{2\left(1-e^{-a \pi}\right)} e^{-a \cos ^{-1}\left(\boldsymbol{x}^{\prime} \theta\right)}, \boldsymbol{x} \in S^{1}, a>0 \tag{2.2}
\end{equation*}
$$

Proof. The fact that the median direction is a maximum likelihood estimate of $\boldsymbol{\theta}$ implies

$$
\begin{equation*}
\prod_{i=1}^{4} f\left(\boldsymbol{x}_{i}^{\prime} \boldsymbol{x}_{0}\right) \geqslant \prod_{i=1}^{4} f\left(\boldsymbol{x}_{i}^{\prime} \boldsymbol{\theta}\right) \forall \boldsymbol{\theta} \in S^{1} \tag{2.3}
\end{equation*}
$$

and for all samples $\left(\boldsymbol{x}_{1}, \ldots, \boldsymbol{x}_{4}\right)$ of size $n=4 ; \boldsymbol{x}_{0}$ being the median direction.
Write $\cos ^{-1}\left(x_{i}^{\prime} x_{i+1}\right)=\alpha_{i}$ for $i=1,2,3$. Define $g(t)=f(\operatorname{Cos} t)$, $0 \leqslant t \leqslant \pi$. Then, our choice of the median direction (described in part $C$ of Remark 2.3) and (2.3) above, applied to several choices of $\theta$, imply the following :
for every $0 \leqslant \alpha_{1}, \alpha_{2}, \alpha_{3} \leqslant \pi$ with $0 \leqslant \alpha_{1}+\alpha_{2}+\alpha_{3} \leqslant \pi$,

$$
\geqslant\left\{\begin{array}{r}
g\left(\alpha_{1}+\frac{\alpha_{2}}{2}\right) g^{2}\left(\frac{\alpha_{2}}{2}\right) g\left(\frac{\alpha_{2}}{2}+\alpha_{3}\right) \\
g\left(\alpha_{1}+\frac{\alpha_{2}}{2}+x\right) g\left(\frac{\alpha_{2}}{2}+x\right) g\left(\frac{\alpha_{2}}{2}-x\right) g\left(\frac{\alpha_{2}}{2}+\alpha_{3}-x\right), \\
0 \leqslant x \leqslant \frac{\alpha_{2}}{2} \\
g\left(\alpha_{1}+\frac{\alpha_{2}}{2}+x\right) g\left(\frac{\alpha_{2}}{2}+x\right) g\left(x-\frac{\alpha_{2}}{2}\right) g\left(\frac{\alpha_{2}}{2}+\alpha_{3}-x\right), \\
\frac{\alpha_{2}}{2} \leqslant x \leqslant \frac{\alpha_{2}}{2}+\alpha_{3} \\
g\left(\alpha_{1}+\frac{\alpha_{2}}{2}+x\right) g\left(\frac{\alpha_{2}}{2}+x\right) g\left(x-\frac{\alpha_{2}}{2}\right) g\left(x-\frac{\alpha_{2}}{2}-\alpha_{3}\right),  \tag{2.4.3}\\
\frac{\alpha_{2}}{2}+\alpha_{3} \leqslant x \leqslant \pi-\left(\alpha_{1}+\frac{\alpha_{2}}{2}\right)
\end{array}\right.
$$

A $\mathbf{1 - 1 0}$
for every $0 \leqslant \alpha_{1}, \alpha_{2}, \alpha_{3} \leqslant \pi$ with $\pi<\alpha_{1}+\alpha_{2}+\alpha_{3} \leqslant 2 \pi, \alpha_{1}+\alpha_{2} \leqslant \pi$ and $\alpha_{2}+\alpha_{3} \leqslant \pi$,

$$
\begin{align*}
& g\left(\alpha_{1}+\frac{\alpha_{2}}{2}\right) g^{2}\left(\frac{\alpha_{2}}{2}\right) g\left(\frac{\alpha_{2}}{2}+\alpha_{3}\right) \\
\geqslant & g\left(\alpha_{1}+\frac{\alpha_{2}}{2}+x\right) g\left(\frac{\alpha_{2}}{2}+x\right) g\left(\frac{\alpha_{2}}{2}-x\right) g\left(\frac{\alpha_{2}}{2}+\alpha_{3}-x\right), 0 \leqslant x \leqslant \frac{\alpha_{2}}{2} . \tag{2.5}
\end{align*}
$$

Observe that if we choose $\alpha_{1}=\alpha_{3}=0$ in (2.4.1), we obtain

$$
\begin{gather*}
g^{4}\left(\frac{\alpha_{2}}{2}\right) \geqslant g^{2}\left(\frac{\alpha_{2}}{2}+x\right) g^{2}\left(\frac{\alpha_{2}}{2}-x\right) \text { for } 0 \leqslant x \leqslant \frac{\alpha_{2}}{2} \\
\Rightarrow g^{2}\left(\frac{\alpha_{2}}{2}\right) \geqslant g(y) g\left(\alpha_{2}-y\right) \quad \text { for } 0 \leqslant y \leqslant \alpha_{2} \tag{2.6}
\end{gather*}
$$

Therefore, if $g(y)=\infty$ for some $0 \leqslant y<\pi$, then (2.6) implies that for every $\alpha_{2} \epsilon(y, \pi)$ either $g\left(\alpha_{2}-y\right)=0$ or $g\left(\frac{\alpha_{2}}{2}\right)=\infty$. The former condition cannot be satisfied because of the restriction on $f$ put forth in the statement of the theorem and the latter condition cannot be satisfied on a act of pesitive lebesgue measure. Therefore,

$$
\begin{equation*}
g(t)<\infty \text { for every } 0 \leqslant t<\pi \tag{2.7}
\end{equation*}
$$

We also have $g(t)<0$ for every $0<t<\pi$. Observe further that if we choose $\alpha_{1}=\alpha_{2}=\alpha_{3}=$ in (2.4.3), we obtain

$$
g^{4}(0) \geqslant g^{4}(x), \quad \text { for every } 0 \leqslant x \leqslant \pi
$$

which implies

$$
g(0)>0,
$$

oterwise $g(x)=0$ for ail $0 \leqslant x \leqslant \pi$, a contradiction to the fact that $f$ is a density on $S^{1}$. Therefore, we can define

$$
\begin{equation*}
h(t)=\log g(t), 0 \leqslant t<\pi . \tag{2.8}
\end{equation*}
$$

With little modification, the conditions (2.4.1), (2.4.2) and (2.5), alongwith (2.8), now imply the following :
for every $0 \leqslant \alpha_{1}, \alpha_{3}<\pi, 0 \leqslant \alpha_{2}<\pi$ with $0 \leqslant \alpha_{1}+\alpha_{2}+\alpha_{3}<\pi$,

$$
\geqslant\left\{\begin{array}{r}
h\left(\alpha_{1}+\frac{\alpha_{2}}{2}\right)+2 h\left(\frac{\alpha_{2}}{2}\right)+h\left(\frac{\alpha_{2}}{2}+\alpha_{3}\right) \\
h\left(\alpha_{1}+\frac{\alpha_{2}}{2}+x\right)+h\left(\frac{\alpha_{2}}{2}+x\right)+h\left(\frac{\alpha_{2}}{2}-x\right)+h\left(\frac{\alpha_{2}}{2}+\alpha_{3}-x\right), \\
0 \leqslant x \leqslant \frac{\alpha_{2}}{2} \quad \ldots  \tag{2.9.2}\\
h\left(\alpha_{1}+\frac{\alpha_{2}}{2}+x\right)+h\left(\frac{\alpha_{2}}{2}+x\right)+h\left(x-\frac{\alpha_{2}}{2}\right)+h\left(\frac{\alpha_{2}}{2}+\alpha_{3}-x\right) \\
\frac{\alpha_{2}}{2} \leqslant x \leqslant \frac{\alpha_{2}}{2}+\alpha_{3} \quad \cdots
\end{array}\right.
$$

for every $0<\alpha_{1}, \alpha_{2}, \alpha_{3}<\pi$ with $\pi<\alpha_{1}+\alpha_{2}+\alpha_{3}<2 \pi, \alpha_{1}+\alpha_{2}<\pi$ and $\alpha_{2}+\alpha_{3}<\pi$,

$$
\begin{align*}
& h\left(\alpha_{1}+\frac{\alpha_{2}}{2}\right)+2 h\left(\frac{\alpha_{2}}{2}\right)+h\left(\frac{\alpha_{g}}{2}+\alpha_{3}\right) \\
\geqslant & h\left(\alpha_{1}+\frac{\alpha_{2}}{2}+x\right)+h\left(\frac{\alpha_{2}}{2}+x\right)+h\left(\frac{\alpha_{2}}{2}-x\right)+h\left(\frac{\alpha_{2}}{2}+\alpha_{3}-x\right), 0 \leqslant x \leqslant \frac{\alpha_{0}}{2} \tag{2.10}
\end{align*}
$$

With the previous steps in mind, we now proceed to the main steps of our proof.

At first we prove that

$$
\begin{equation*}
h \text { is concave on }\left[0, \frac{\pi}{2}\right] \tag{2.11}
\end{equation*}
$$

To see this, choose and fix $t_{1}, t_{2} \epsilon\left[10, \frac{\pi}{2}\right]$ with $t_{1}<t_{2}$. Now use (2.9.1) with $\alpha_{1}=\alpha_{3}=0, \alpha_{2}=t_{1}+t_{2}$ and $x=\frac{t_{2}-t_{1}}{2}$ to obtain

$$
h\left(\frac{t_{1}+t_{2}}{2}\right) \geqslant \frac{1}{2}\left\{h\left(t_{1}\right)+h\left(t_{2}\right)\right\}
$$

establishing (2.11).
Next we prove that

$$
\begin{equation*}
h(t)=-a t+b \text { for } 0 \leqslant t<\frac{\pi}{2} \tag{2.12}
\end{equation*}
$$

for two constants $a$ and $b$.

As a consequence of (2.11), we know tiat $h$ is differentiable on $\left(0, \frac{\pi}{2}\right)$ except (possibly) on a subset $\mathscr{A}$ of $\left(0, \frac{\pi}{2}\right)$, which is at most countable. Write $\mathscr{A}=\left(0, \frac{\pi}{2}\right)-\mathbb{Q}$. Choose and fix $t_{1}, t_{2} \in \mathcal{A}$ with $t_{1}<t_{2}$. Choose moreover $t_{3} \in \mathscr{A}$ with $t_{3}<t_{1}$. In (2.9.1), take now $\alpha_{1}=t_{1}-t_{3}, \alpha_{2}=2 t_{3}$ and $\alpha_{3}=t_{1}-t_{3}$ to obtain

$$
\begin{aligned}
& h\left(t_{1}\right)+2 h\left(t_{3}\right)+h\left(t_{2}\right) \\
\geqslant & h\left(x+t_{1}\right)+h\left(t_{3}+x\right)+h\left(t_{3}-x\right)+h\left(t_{2}-x\right), 0 \leqslant x \leqslant t_{3} .
\end{aligned}
$$

Thus the function $h^{*}:\left[0, t_{3}\right] \rightarrow \mathcal{T}$ defined by

$$
h^{*}(x)=h\left(x+t_{1}\right)+h\left(t_{3}+x\right)+h\left(t_{3}-x\right)+h\left(t_{2}-x\right)
$$

is maximized at $x=0$. Moreover, $h$ is differentiable at each of $t_{1}, t_{2}$ and $t_{3}$. Hence,

$$
\begin{aligned}
& \lim _{x \rightarrow 0^{+}} \frac{h^{*}(x)-h^{*}(0)}{x} \leqslant 0 \\
& \Longrightarrow h^{\prime}\left(t_{1}\right) \leqslant h^{\prime}\left(t_{2}\right)
\end{aligned}
$$

Interchanging the role of $t_{1}$ and $t_{2}$ in the argument above, we obtain

$$
h^{\prime}\left(t_{2}\right) \leqslant h^{\prime}\left(t_{1}\right)
$$

and consequently, for every $t_{1}, t_{2} \epsilon \mathscr{A}$ we obtain

$$
h^{\prime}\left(t_{1}\right)=h^{\prime}\left(t_{2}\right)
$$

This implies, in view of the concavity of $h$ on $\left(0, \frac{\pi}{2}\right)$ and the definition of $\mathcal{A}$, that $h$ is differentiable everywhere on $\left(0, \frac{\pi}{2}\right)$ with a constant derivative. Thus

$$
\begin{equation*}
h(t)=-a t+b, 0<t<\frac{\pi}{2} \tag{2.13}
\end{equation*}
$$

To complete the proof of (2.12), we how prove that $h(0)=b$. To see this, first choose three small positive numbers $\alpha_{1}, \alpha_{2}, \alpha_{3}$, and for this choice of $\alpha_{i}$ 's, use (2.9.1) with $x=\frac{\alpha_{2}}{2}$ to obtain

$$
h\left(\alpha_{1}+\frac{\alpha_{2}}{2}\right)+2 h\left(\frac{\alpha_{2}}{2}\right)+h\left(\frac{\alpha_{2}}{2}+\alpha_{3}\right) \geqslant h\left(\alpha_{1}+\alpha_{2}\right)+h\left(\alpha_{2}\right)+h(0)+h\left(\alpha_{3}\right)
$$

which implies, in view of (2.13),

$$
b \geqslant h(0)
$$

Similarly, if we choose two small positive numbers $\alpha_{1}, \alpha_{3}$, and $\alpha_{2}=0$, and for this choice of $\alpha_{1}$ 's, use (2.9.2) with $x=\begin{gathered}\alpha_{3} \\ 2\end{gathered}$ to obtain

$$
h(0) \geqslant b
$$

Thus (2.12) follows.
Next we prove that

$$
\begin{equation*}
h \text { is concave on }\left(\frac{\pi}{2}, \pi\right) \tag{2.14}
\end{equation*}
$$

Choose and fix $t_{1}, t_{2} \epsilon\left(\frac{\pi}{2}, \pi\right)$ such that $t_{1}<t_{2}$. Now use (2.10) with $\alpha_{1}=\alpha_{3}=t_{1}, \alpha_{2}=t_{2}-t_{1}$, and $x=\frac{t_{2}-t_{1}}{2}$ to obtain

$$
2 h\left(\frac{t_{1}+t_{2}}{2}\right)+2 h\left(\frac{t_{2}-t_{1}}{2}\right) \geqslant h\left(t_{2}\right)+h\left(t_{2}-t_{1}\right)+h(0)+h\left(t_{1}\right)
$$

which implles (2.14), since from (2.12) we have

$$
2 h\left(\frac{t_{2}-t_{1}}{2}\right)=h\left(t_{2}-t_{1}\right)+h(0)
$$

The next assertion is analogous to (2.12). We prove that

$$
\begin{equation*}
h(t)=-c t+d \text { for } \frac{\pi}{2}<t<\pi \tag{2.15}
\end{equation*}
$$

for two constants $c$ and $d$. This is an immediate consequence of (2.14) and of arguments similar to those required to establish (2.12).

Now we prove that

$$
\begin{equation*}
h \text { is convex on }\left(\frac{\pi}{2}-\delta, \frac{\pi}{2}+\delta\right) \tag{2.16}
\end{equation*}
$$

if we choose $\delta$ to be a sufficienty small positive number, say $\delta=\frac{\pi}{8}$. So see this choose and fix $t_{1}, t_{2} \epsilon\left(\frac{\pi}{2}-\delta, \frac{\pi}{2}+\delta\right)$ with $t_{1}<t_{2}$. Choose now $\alpha_{1}, \alpha_{2}, \alpha_{3} \in(0, \pi)$ such that $t_{1}=\alpha_{1}+\frac{\alpha_{2}}{2}, t_{2}=\alpha_{3}+\frac{\alpha_{2}}{2}, \alpha_{3}-\alpha_{1}<\alpha_{2}, \alpha_{1}+\alpha_{2}<\pi$, and $\alpha_{2}+\alpha_{3}<\pi$; such a choice is possible since $\delta$ is assumed to ho a small positive number. Now with these quautities $\alpha_{1}, \alpha_{2}, \alpha_{3}$ and $x=\frac{\alpha_{3}-\alpha_{1}}{2}$ use (2.9.1) if $t_{1}+t_{2} \leqslant \pi$, (2.10) if $t_{1}+t_{2}>\pi$ to obtaiu

$$
h\left(t_{1}\right)+2 h\left(\frac{\alpha_{2}}{2}\right)+h\left(t_{2}\right) \geqslant 2 h\left(\frac{t_{1}+t_{2}}{2}\right)+h\left(\frac{\alpha_{2}}{2}+\frac{\alpha_{3}-\alpha_{1}}{2}\right)+h\left(\frac{\alpha_{2}}{2}-\frac{\alpha_{3}-\alpha_{3}}{2}\right) .
$$

However, we may choose $\alpha_{i}$ 's in a way so tuat both $\frac{\alpha_{2}}{2}-\frac{\alpha_{3}-\alpha_{1}}{2}$ and $\frac{\alpha_{2}}{2}+\frac{\alpha_{3}-\alpha_{1}}{2}$ are in ( $0, \frac{\pi}{2}$ ), which implies, in view of (2.12),

$$
\begin{equation*}
2 h\left(\frac{\alpha_{2}}{2}\right)=h\left(\frac{\alpha_{2}}{2}+\frac{\alpha_{3}-\alpha_{1}}{2}\right)+h\left(\frac{\alpha_{2}}{2}-\frac{\alpha_{3}-\alpha_{1}}{2}\right) . \tag{2.1.72}
\end{equation*}
$$

The assrtion (2.16) is now an immediate consequence of (2.17.1) and (2.17.2)
Employing arguments simitar to those required to establish (2,12), we now obtain from (2.9.1), (2.10) and (2.16) that the graph of $h$ on $\left(\frac{\pi}{2}-\delta, \frac{\pi}{2}+\delta\right)$ is a straight line. In view of (2.12) and (2.15), this implies

$$
a=c, \quad b=d
$$

where $a, b, c, d$ are the constants obtained iu (2.12) and (2-15).
We have thus proved that
i.e.

$$
h(t)=-a t+b \text { for } 0 \leqslant t<\pi
$$

$$
g(t)=\exp (-a t+b) \text { for } 0 \leqslant t<\pi
$$

for two constants $a$ and $b$. Morover, right continuity of $f(t)$ at $t=-1$ inplies left-continuity of $g(t)$ at $t=\pi$. Hence,

$$
g(t)=\exp (-a t+b) \text { for } 0 \leqslant t \leqslant \pi
$$

Observe now that in view of the fact that $g(0) \geqslant g(x)$ for every $x \in[0, \pi]$ and stipulated non-uniformity of $f$, we obtain.

$$
a>0
$$

From what we have done so far it is now clear that

$$
p(\boldsymbol{x} ; \boldsymbol{\theta})=e^{b} e^{-a \cos ^{-1}\left(\boldsymbol{x}^{\prime} \boldsymbol{\theta}\right)}, \boldsymbol{x} \in \boldsymbol{S}^{\mathbf{1}}, a>0
$$

The fact that $e^{b}=\frac{a}{2\left(1-e^{-a \pi}\right)}$ is an easy exercise in integration and so we omit it. This completes the proof of the theorem.

Remark 2.4. The theorem is false if we require the median direction to be a maximum likelihood estimate of $\theta$ for $n=0$ samples. To see this, consider the following class $\mathcal{F}_{1}$ of circularly symmetric non-uniform densities on $S^{\mathbf{1}}$ :

$$
\mathscr{F}_{1}=\left\{p(\boldsymbol{x} ; \boldsymbol{\theta})=f\left(\boldsymbol{x}^{\prime} \boldsymbol{\theta}\right) \mid \boldsymbol{\theta} \in \mathbb{S}^{\mathbf{1}}\right\}
$$

where

$$
f(t)=K \exp \left\{h\left(\operatorname{Cos}^{-1} t\right)\right\},-1 \leqslant t \leqslant 1
$$

with

$$
\begin{gathered}
h:[0, \pi] \rightarrow \mathcal{H} \text { being defined as } \\
\begin{array}{c}
h(u)=-a u+b, 0 \leqslant u \leqslant \frac{\pi}{2} \\
\quad=-c u+d, \frac{\pi}{2} \leqslant u \leqslant \pi
\end{array}
\end{gathered}
$$

where $c>a>0, \frac{\pi}{2}(c-a)=d-b$ and

$$
\frac{1}{K}=\frac{2 e^{b}\left(1-e^{-\frac{a \pi}{2}}\right)}{a}+\frac{2 e^{a}\left(e^{-\frac{a \pi}{2}}-e^{-a \pi}\right)}{c}
$$

Obviously $f$ is not of the form as described in (2.2) and moreover it is easy to check that with this choice of $f$, the median direction is indeed a maximum likelihood estimate of $\boldsymbol{\theta}$.

Remark 2.5. The theorem is false if we require the median direction to be a maximum likelihood estimate of $\theta$ for $n=3$ samples. To see this, consider the following class $\mathcal{F}_{2}$ of densitics on $S^{1}$ :
where

$$
\boldsymbol{F}_{2}=\left\{p(\boldsymbol{x} ; \boldsymbol{\theta})=f\left(\boldsymbol{x}^{\prime} \boldsymbol{\theta}\right) \mid \boldsymbol{\theta} \epsilon \boldsymbol{S}^{\mathbf{1}}\right\}
$$

with

$$
f(t)=K \exp \left\{h\left(\operatorname{Cos}^{-1} t\right)\right\},-1 \leqslant t \leqslant 1
$$

$$
\begin{aligned}
& h:[0, \pi] \rightarrow \mathcal{Y} \text { being defined as } \\
& h(u)=a u^{2}+b u+c
\end{aligned}
$$

where $a>0,2 a \pi+b<0$ and

$$
\frac{1}{K}=2 \int_{0}^{\pi} \exp \left(a u^{2}+b u+c\right) d u
$$

Routine algebraic computation now leads to the fact that $\mathscr{F}_{2}$ serves as a counter-example to the assertion of Theorem 2.1.

Remark 2.6. In Remark 2.3, we have seen how to get rid of the nonuniqueness of median direction by choosing the median direction in a meaningful way. It should be pointed out that for the assertion of Theorem 2.1 to hold this choice is crucial. In fact, if we require any median direction (i.e. any point on $S^{1}$ satisfying Definition 2.1) to be a maximum likelihood estimate of $\theta$, then even with $n=2$ samples Theorem 2.1 holds true so that Theorem 2.1 with $n=4$ samples follows immediately and the counterexample described in Remark 2.4 ceases to be one.

In this context it is also worthwhile to mention that the theorem of Ghosh and Rao (vide Kagan et al. (1973), 413-414)) depends crucially on their choice of median and if this special care is not taken then their counter-example (vide Ghosh and Rao (1971)) ceases to be one. This fact also serves as a motivation for our choice of median direction described in Remark 2.3.

## 3. The sphertoal case

We shall discuss only the case with $S^{2}$. For $S^{p}$ with $p>2$, the discussion is essentially same.

Definition 3.1. Let $\boldsymbol{x}_{1}, \ldots, \boldsymbol{x}_{n} \in \boldsymbol{S}^{2}$. Then any point $\boldsymbol{x}_{0} \in S^{2}$ is called a spherical median of $\boldsymbol{x}_{1}, \ldots, \boldsymbol{x}_{n}$ if

$$
\begin{equation*}
\sum_{i=1}^{n} \cos ^{-1}\left(x_{i}^{\prime} x_{0}\right)=\min _{\xi \in S^{2}} \sum_{i=1}^{n} \cos ^{-1}\left(x_{i}^{\prime} \xi\right) \tag{3.1}
\end{equation*}
$$

Remark 3.1. The Definition 3.1 is due to Fisher (1985).
The extension of Theorem 2.1 to $S^{2}$ poses some special problem since the location of one possible median direction for every sample of size $n=4$ becomes difficult. However, it turns out that in order to prove a theorem analogous to Theorem 2.1 for $S^{2}$ it is enough to consider all possible sample of size $n=4$ lying on some great circle. The following remark regarding the convention about choice of median direction for samples from $S^{2}$ is worth mentioning.

Remark 3.2. A. Sample size $n=2$. Suppose $\boldsymbol{x}_{1}, \boldsymbol{x}_{2} \in S^{2}$. Denote by $C$, the great circle passing through $\boldsymbol{x}_{1}$ and $\boldsymbol{x}_{2}$. Moreover, $\left[\boldsymbol{x}_{1}, \boldsymbol{x}_{2}\right]$ denotes the are connecting $\boldsymbol{x}_{1}, \boldsymbol{x}_{2}$ and taken along $C$. Suppose the length of $\left[\boldsymbol{x}_{1}, \boldsymbol{x}_{2}\right] \leqslant$ length of $C-\left[\boldsymbol{x}_{1}, \boldsymbol{x}_{2}\right]$. Then in this case the sum appearing in the right-hand side of (3.1) remains constant for $\boldsymbol{\xi} \in\left[\boldsymbol{x}_{1}, \boldsymbol{x}_{2}\right]$, and moreover $\boldsymbol{\xi} \in\left[\boldsymbol{x}_{1}, \boldsymbol{x}_{2}\right]$, $\mu \in S^{2}-\left[x_{1}, x_{2}\right]$ implies

$$
\sum_{i=1}^{2} \cos ^{-1}\left(x_{i}^{\prime} \xi\right) \leqslant \sum_{i=1}^{2} \cos ^{-1}\left(x_{i}^{\prime} \mu\right)
$$

Therefore, we agree to take the mid-point of $\left[\boldsymbol{x}_{1}, \boldsymbol{x}_{2}\right]$, which is the same as the mean direction, as the median direction.
B. Sample size $n=4$. Suppose $\boldsymbol{x}_{1}, \ldots, \boldsymbol{x}_{4} \in S^{2}$ are such that $\boldsymbol{x}_{1}, \ldots, \boldsymbol{x}_{4}$ lie on a great circle, say $C$. Denote the circular median of $\boldsymbol{x}_{1}, \ldots, \boldsymbol{x}_{4}$ by $\boldsymbol{x}_{0}$. Then, by an argument similar to that in Part A above it makes sense to choose $\boldsymbol{x}_{0}$ as the spherical median of $\boldsymbol{x}_{1}, \ldots, \boldsymbol{x}_{4}$.

In view of our statement and proof of Theorem 2.1 and Remark 3.2 above, the following theorem is now immediate.

Theorem 3.1. Let $\left\{p(\boldsymbol{x} ; \boldsymbol{\theta})=f\left(\boldsymbol{x}^{\prime} \boldsymbol{\theta}\right) \mid \boldsymbol{\theta} \in \mathbb{S}^{2}\right\}$ be a class of rotationally symmetric non-uniform densities on $S^{2}$. Suppose $f(t)>0$ for every $t \epsilon(-1,1)$ and moveover $f(t)$ is right continuous at $t=-1$. If the median direction be a maximum likelihood estimate of $\boldsymbol{\theta}$ for $n=4$ samples, then

$$
\begin{equation*}
p(\boldsymbol{x} ; \boldsymbol{\theta})=\frac{a^{2}+1}{2 \pi\left(1+e^{-a \pi}\right)} e^{-a \cos ^{-1}\left(\boldsymbol{x}^{\prime} \boldsymbol{\theta}\right)} ; \boldsymbol{x} \in S^{2}, a>0 \tag{3.2}
\end{equation*}
$$

Remark 3.3. For $S^{p}$ with $p>2$, the density obtained in (3.2) is as follows:

$$
\begin{equation*}
\boldsymbol{p}(\boldsymbol{x} ; \boldsymbol{\theta})=\frac{\Gamma\left(\frac{p}{2}\right) \cdot I_{p_{-1}(a)}}{\pi^{p / 2}} \cdot e^{-a \cos ^{1}\left(\boldsymbol{x}^{\prime} \boldsymbol{\theta}\right)} ; \boldsymbol{x} \in S^{p}, \boldsymbol{\theta} \in S^{p}, a>0 \tag{3.3}
\end{equation*}
$$

where

$$
\begin{array}{rlr}
I_{n}(a) & =\frac{\left(a^{2}+2^{2}\right)\left(a^{2}+4^{2}\right) \ldots\left(a^{2}+n^{2}\right) a}{n!\left(1-e^{-a^{\pi}}\right)} \text { if } n \text { is even } \\
& =\frac{\left(a^{2}+1^{2}\right) \ldots\left(a^{2}+n^{2}\right)}{n!\left(1+e^{-a^{\pi}}\right)} & \text { if } n \text { is odd } \tag{3.4}
\end{array}
$$

Remark 3.4. Theorem 3.1 is false if we require the median direction to be a maximum likelihood estimate of $\theta$ for $n=2$ samples. To see this, consider the following class $\boldsymbol{f}$ of rotationally symmetric non-uniform densities on $S^{2}$ :

$$
\boldsymbol{F}=\left\{p(\boldsymbol{x} ; \boldsymbol{\theta})=f\left(\boldsymbol{x}^{\prime} \boldsymbol{\theta}\right) \mid \boldsymbol{\theta} \in \mathbb{S}^{2}\right\}
$$

where

$$
f(t)=K \exp \left\{h\left(\operatorname{Cos}^{-1} t\right)\right\},-1 \leqslant t \leqslant 1
$$

with the same $h$ as in Remark 2.4 and

$$
\frac{1}{\bar{K}}=2 \pi\left\{\frac{e^{b}\left(1-a e^{-\frac{a \pi}{2}}\right)}{a^{2}+1}+\frac{e^{d}\left(c e^{-\frac{c \pi}{2}}+e^{-c \pi}\right)}{c^{2}+1}\right\}
$$

In order now to verify that $\mathcal{F}$ indecd serves as a counter-example to the assertion of Theorem 3.1, take $x_{1}, \boldsymbol{x}_{2} \in S^{2}$. Suppose the length of $\left[x_{1}, x_{2}\right]$ $\leqslant$ length of $C-\left[x_{1}, x_{2}\right]$. Then, it is easy to see that for every $\theta \in S^{2}-C$ (for the definition of $C$ see part A of Remark 3.2), $\exists \boldsymbol{\theta}^{*} \epsilon\left[\boldsymbol{x}_{1}, \boldsymbol{x}_{2}\right]$ such that

$$
\begin{equation*}
f\left(\boldsymbol{x}_{1}^{\prime} \boldsymbol{\theta}^{*}\right) f\left(\boldsymbol{x}_{2}^{\prime} \boldsymbol{\theta}^{*}\right) \geqslant f\left(\boldsymbol{x}_{1}^{\prime} \boldsymbol{\theta}\right) f\left(\boldsymbol{x}_{2}^{\prime} \boldsymbol{\theta}\right) \tag{3.5}
\end{equation*}
$$

with (3.5) in mind, the rest of the verification consists in routine algebraic computation and so we omit it.

Remark 3.5. We have not discussed about the location of spherical median for $n=3$ samples in Remark 3.2. Therefore, the question of validity of Theorem 3.1 for $n=3$ samples remains open.

Remark 3.6. We have assumed both in Theorem 2.1 and Theorem 3.1 that $f(t)>0$ for every $t \epsilon(-1,1)$. However, none of the results mentioned in Section 1 puts any such restriction on the density to be characterized. It is, therefore, of some interest to see if this assumption can be relaxed.

## 4. Some general remarks

Remark 4.1. The three results mentioned in the introduction has the following common feature : the specific form of the maximum likelihood estimate of the location parameter can be thought of as that $x_{0}$ which minimizes

$$
\begin{equation*}
\sum_{i=1}^{n} d\left(x_{i}, x\right) \tag{4.1}
\end{equation*}
$$

over $x \in \mathscr{X}$, where $\mathscr{X}$ is the sample space under consideration and the sum in (4.1) is a measure of distance between $\left\{x_{1}, \ldots, x_{n}\right\}$ and $x$ for some $d: \mathscr{X} \times \mathscr{X}$ $\rightarrow \mathcal{Y}_{+}$, the set of non-negative numbers. For example, in Teicher (1961) $\mathfrak{X}$ $=\mathcal{X}^{1}$ and $d(x, y)=(x-y)^{2}$, in Ghosh and Rao (1971) $\mathfrak{X}=\mathcal{X}^{1}$ and $d(x, y)$ $=|x-y|$ and in Bingham and Mardia (1975) $\mathscr{X}=S^{p}$ and $d(\boldsymbol{x}, \boldsymbol{y})=\|\boldsymbol{x}-\boldsymbol{y}\|_{2}^{2}$ $=$ square of the $l_{2}-$ norm of $\boldsymbol{x}-\boldsymbol{y}$ The density characterized then turns out to be of the form

$$
A e^{-a d(x, \theta)}, \theta \in \mathscr{X}
$$

where $a>0$ and $A>0$ is a constant depending on a [The von Mises--Fisher density $A e^{b\left(x^{\prime} \theta\right)}$ is easily seen to have the alternative representation $A e^{-a\|x-\theta\|^{2}}$ since $\left.\|x\|=\|\boldsymbol{x}\|=1\right]$. Thus the way mean, median or mean direction is defined is captured in the form of the density characterized.

In the problem considered in this paper, we have $\mathscr{X}=S^{P}, d(\boldsymbol{x}, \boldsymbol{y})$ $=\cos ^{-1}\left(\boldsymbol{x}^{\prime} \boldsymbol{y}\right)=$ the geodesic distance between $\boldsymbol{x}$ and $\boldsymbol{y}$. In view of the observation mentioned in the last paragraph it is, therefore, expected that the density characterized should have the form as in (2.2) and (3.2).

Remark 4.2. In both Theorem 2.1 and Theorem 3.1, we have assume that the median direction is a maximum likelihood estimate of $\theta$ for $n=4$ samples. The same result, therefore, holds if $n$ is assumed to vary over a set of natural numbers containing some multiple of 4 . However, the question of validity of the assertion remains open if $n$ is assumed to very over a set (finite or infinite) containing no multiple of 4 . Similar remarks hold for the result of Teicher and that of Ghosh and Rao.
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