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A NOTE ON TWO STAGES AGGREGATION OF
VARIABLES THROUGH EQUAL WEIGHTING
IN EVERY STAGE’

By R.N. DE
Indian Statistical Instibule

SUMMARY. A two.stago mothod of aggregation of d has boen here
for controlling assosiations betwoon the indox to bo constructod anl tho variables according to
gome a priori hypothoses which indicate tho purpose of the index.

1. InTRODUOTION

In aggregating variables there are two syst 1 ighting
system (Kendall, 1939) and equal weighting system (Pal, 1971, 1974) Wher-)
one decides to aggregate certain variables into an index, it is necessarily with
some object in view. That is, one decides a priori what the index will indi-
cate. An order among the representations of the variables into the index to he
constructed is decided upon according to some @ priori economic considerations
or objectives. By representations of the variables into the index we mean
the associntions between the variables and the index. Representation values
obtained by the two methods which do not fulfil the a priori objectives can-
not be accepted. Even if the a priori order among the representations of the
variables is maintained by any of the two methods, representation values
relating to some variables for the unequal weighting system and to all variables
for the equal weighting system would be low and thus unacceptable in case
of a dispersed correlation matrix where there are very high as well as very
low valucs of correlation coefficients.

So, when the two methods cannot yield results which satisfy the e priors
objectives and the condition that the representation vslues are not low, we
would propose a two-stage use of the equal weighting system by judicious
choice of subgroups of the variables. In the firat stage indices for the sub-
groups are derived using the system of equal weighting and in the second
stage the indices are aggregated into & final index by the same method. Now

* Tho artiole was presonted in the dth World Congreaa of Econometrio Sooisty during
Aaguat-Soptomber 1080 held in Aix-on-Provence, Franee. The work was dono undor the Rescarch
Foll ip of tho Indian Statiatical Institute.
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one oan evaluate the assoviations between the variables and the final index.
The associations are the representations of the variables into the final index.
The use of the unequal weighting system in the two stages of aggregation
may not achieve the desired gosl as the representations of the veriables in
each of the stages remain unequal. Thus, the equal weighting system can
regulate the representations of the variables more effectively than the un-
equal woighting system.

We prove (i) some general results relating to the equal weighting systems,
(ii) some general results relating to the two-stage use of the oqual weighting
system where we shall consider two subgroups. We shall further purpose—
for certain types of correlation matrix—sufficient and necessary conditions for
total representation by the two-stage method exceeding thet by single stage
use of the equal weighting system. We shall also give & sufficient condition
in the case of the genoral correlation matrix. Lastly we shall illustrate the
proposed method with an example.

2. DETERMINATION OF RESULTS
Let z¢ (£ = 1, ..., n) be n{> 2) standardised variables with the associated
correlation matrix Ry g = ((rgg)a,mryy=1fori=j=1,..,nand 0€ry <1
for ¢ #j=1,...,n where ry stands for the correlation coefficicnt between
2y and 2z;. Replication of variable is not entertained for which 7y < 1 for

i#j=1.,n

Define
A .
" R“n—k,l R”A-l,n—n "0

for some 1 € k < n, where

Ry = {(rg)e x for 1 <4, j< &y
Ry =Ry, ={(righepx for 1 i hond k<jm;
and Ryy = ((r4))n—t, nx for k<1, j < n.

(ii) Qa, » = the matrix obtained by (a) deleting k-th row of R4 g
(b) subtracting k-th row of Ry, 5 from other rows of R, a;
and (o) introducing an unit vector of order n as the first row
of Qg, » (unit vector is defined by V,, in (v)) = ((gi))a,n

- [Qu,_k Qﬂk.n_t]
Qn,‘_._. Q”n—).n—i .n




where

and

(iii)

where

and
(iv)
v)

and

(vi)
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Qu = (g, ¥ for 1 €4, 5 ks
Qi = Qu = (@ n-r, for i<j<kondk<jm
Qun = (@Mt e for k <i, j & n.

Sp.n = the matrix obtained by (a) deleting n-th row of Rym;
(b) subtracting n-th row of Ra,n from other rows of Ry,y;
and (c) introducing an unit vector of order = as the (k41)-th

row of Sp,p

= ((s1))m.n

_ |:»S7”k_;k_ Sﬂk. n-k il

T S

a bkl 2 kinkdnn

Sy = sy & for 1€ i, j<k;
S = 81y = ((s)knr for 1< iChandk<jn;
Sp2 = ((517))n-8: nk for k<, j < n.

RY . = the matrix obtained by subtracting k-th row of Rn a from
other rows of Ry, 5.

V=0, yn

el(j) = (0,0, ..., 1,...,0,0), 5 where unity occurs in j-th position.

Here two groups are considered—one with first k variables and the other with
remaining (n—¥k) variables. Let 1,1, I, and I, be four indices dervied from
n variables, first k variables, last (n—k) variables and from I, and I, res-
pectively using the equal weighting system. They are given by the following

equations,

n n
I=% oqx, 3 L y=1,
-1 i1

with 0 < corr(xg, I) = corr{zy, [) =r =s{l) < 1for 1 {#j n and

k k
L=% Wep,d T W=,
-1 ]

with 0 & corr(zy, I,) = oorr(zs, [y =rn =8I} < Lfor 1 i #£j <k
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and

- L)
L= % Wad I Wi=1,
I=g+1 =g+l

with 0 & corr(zy, I,) = core(zy. I) = rg=8(l)) <1 for k<i#jCn

lastly
1

| 1
n 2

1,
I‘=l,'l+lzéal,+l,=1 and I, =1, =

with ry = oorr(ly, I}) = corr(Zy, Iy)

= \/%(H— }5 o W.W,ru/rlr,) =3l <

i=1 Jok1

where
(o, s @n) = Q1)Q7Y) = ek 4+1).(871)';
and
(W3, oo W) = ((QN)"s 80d (Wiyy, ..., Wa) = e, 2(1).(552);

and a(I), 3(1,), 8{1,), 8(1,) are standard deviations of f, I,, I, and I, respectively.

Proposition 1 : = ﬁ = ﬁ

Proof : In the equal weighting system,
ayptarpt . tanrgn =1t forany I <2

ie.,
2 repcofactor of ¢y,in @ | ryycofactor of g4in @
= +
19] ¢

Tgq-00fBCLOT iN gyq in Q

ek [l

_ rxcofactor of ry) in RT  ry, cofactor of ry, in RT
1e1 1ei

rin.cofactor of ryy in RT

et 141
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But note thet |RT| = |R] as RT is obtained by one elementary operation
on R a8 defined. Therefore, r! = % and sjmilarly 7* = % Thus
¢l =18l
Corollary 1: R being correlation matriz with ry <1 for Y i %5 m,
|R| > 0, therefore r* > 0; r? tends lo unity a8 | Q| decreases to | R[> 0.
Proposition 2: 1, > 1, 137, ry>r and oorr(ly, 1) > r.

Proof :

oorr(l,, I) = oov (%é) = r‘: oorr (% Wz, é)

[ 1k
= - X Woorr(zy, I) =— Z Wy
Ty i=l Ty i

ra k
= —since T Wy=1.
n (=1

Similarly, corr(J,, 1) = %
2

Since
oorr(I, I) € 1 and corr(f, I) < 1

therefore r, » r and r, > 7.

Now

oorr(Jy, I) = cov (%,é) = —11_—’ cov (I,,é)
Ll
ry '

B L1, 1 _
=T %Y (T*\' T)»tl+ll—

= rl (3, oorr(Zy, I)-+1, corr(Zy, 1))
3

- %’(IL#L).

n o n
Since
<l snd r,<1
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therefore
h [
A > I, and oy >1,
80,
Lo h
T’a+ Tals >hth=1
oorr(ly, I)jr = —- + “y‘
Therefore,
oorr(ly, I) > r.
Again,
b +I‘ >hth=1
ie.,
vy r
S
Lo ¥
13 oorr(l, 1) = = (,T+;) >
80

3>

Proofs are 80 designed that it holds good for more than two subgroups.

Proposition 3: |R+¢.V, V.| = |R|+91@Qy|[ for any soalarg.

Proof
|R+g.V,Val = | RT+ge k), ..., e,(K))| for any k

= | RT]+¢|Qul
= |R[+glQnl.
Proposition 4 : If R,y = Ry, =c.Va.V, i for 0 ¢ <1 then
—c .
y=W; m, forik
=W ri—c for k<ig n

i+ri—2
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Proof: Fori<g &k,
_ 1 _ 16l 1e.—aslelh |
“ [W 1@0] 190—0n(Q1)70:]

—w, Jen— GO0 |

Q22— Qur(Qu) Qe

whore @'/ denotos the matrix obtained by deleting i-th row and j-th column
of the matrix Q; and @4 denotes the matrix obtained by deleting j-th
column of the matrix @ and @% denotes the matrix obtained by deleting
i-th row of the matrix Q.

If Ryy = ¢.VaVpy then

(1) Que=ex(1).Va_y;

(i) @i = ((0))x-1, nu5

(iii) @y = Va_p.(c. V3—Ryy(K)), Ry,(k) heing k-th row of R,,;

and
(iv) @u=Ryu—cV, 2V,
therefore
|@u] = |Ryp—c.Va_t Vaul
= |Ryy| —¢| Sy (due to Proposition 3]
| Bl
= |8, _
I8al( 321 =)

= |8 |(ri—c) [due to Proposition 1].

Therefore,

Qul(@1) @1 = Qul@u)"ex(1)Vaa

= QuUxVp_y, where Ug = (Wy, ..., Wa)' = (@) "exl})
(nocording to the equal weighting aystem]

= VnalcVi—Ru(®)UrVaox
= Va_elcViUr—Ryy(k)Ur)Vy_y since ViUp =1

Va_sle—r5)Vas, since Ru(k)Ur =1}
[according to the equal weighting system]
= (c—VntVar
B3-19
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And finally,
| Ou'—Qn(Qu)_lQn] = |Ry~cVa Vo a—(c—)Va Vol
= | Ry +r}—26)VaaVassl
= | Ryy| +(r3—2¢)| Sgy| [due to Proposition 3)

R,
= 18al( g2 +et-20)

= | Sy |(r}+73—2¢) [due to Proposition 1).
For i § &,
| @~ 31(Q1) 04 |

= 0 0u( @ Qe
= WOl ince @ = (O)ey ae
| Qa—Qu( Q1) @1e! " e
| S (B—c) (ri—0)

=W

R T Ere g

Similarly, for k <i 2,

_ (r}—c)
“= Mg

Corollary 2: (r$+r§—2¢) > 0, where Ry, = Ry = cVaVos, 0 e < 1
Proof : From Proposition 1 and Corollary 1,
19] >0 forallr <1

|@u| >0 forallr, <1

and |8l >0 foralle, <1.
1] = 1Qul | Qua—@u(@u1) Qe | > 0 since r < 1.
Therefore
. 10— Qu(@u)'@ua| >0 since |Qy] >0
i.e.
| 84| (34 73—2¢) > 0 [due to Proposition 4]
80

(r$+r§—2c) > 0 since |Sy| > 0.

Corollary 3

o8
o ( 1:"!::-620) for Ry= Ry =c.VaVin 0 e < L.
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Proof : Note that
= ay4rgg . rpaptclarg + ...+ a,)

(r‘—c)

= W= [W|+THW,+ W)

(-

- 2c) (Wiesr. 4 Wal

_ _ritg—0) cry—c) |
T8 —2)" (F+rf=2)’

k n
since T Wyry=rfand ¥ Wy=1
(=1 k+1

_ rik—e
r$trg—2c "

Corollary 4= 2 > 0 if and only if ¢ & vyr,, where Ry = Ry = ViV,
n€e<landr < 1.

Proof :  From Corollary 3,

. TiE—c _ (nm—e)lnrte)

T2~ (rHd—2)

since (iF+r§—2¢) > 0 and (r,;7,4 ) > 0,72 > 0if and only if ¢ & ny1,.
Proposition 5 : ): (colri(X', —r%) > 0 if and only if either } > r§ and

(ri—(—k)rp) > —— (kr,—(n—k)ry)

(r+rs) +r)

or r2>72 and

(brt—(r—brd) < 2 b~y

where Ry, = Ry = cViV,,,0 K c< 1.
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Proof : Note that

P o
X L WWry
r}=| (l-l!-l+l >=|(l+c)>°

z riry

sinco rg=c¥i=1,.,kj=k+!, .., 2

l_ rrate
2

Agasin,

I

oorr(zy, Iy) %-{—iﬁ corr(zq, I} for i€ k
3 3

I

L (r+ -0—) since corr(z, I) = E rgWy=c¢
2’3 1 . ) b L ity 1y =

()

2ry Ty

Similarly for k < € n,

corr(xy, I3} = 1y

Therefore,
L
3 (oorr¥(zq, Iy)—rY)
{=1
: Ag—ct |, % o
=2 (i )+ B I i)

_Zr,ri(f,rz—c))

= kri} (r'—— 2rrdnry—r) )+(ﬂ—k)'§ (7§ o
1+Hrg—

R N ST

= kry(ri—r)n(ry 7)) — 2¢} -+ (R —R)rs(ra— 1 ){ryry +rd)— 26}
3 e )

At 2
= A ge (U= s i)

(r4r3—20) > 0 when ry <1 from Corollary 2; and 1§ > 0.
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So,
"Z" (0orr(zy, I)—1%) > 0
if und only if cither

> rfand (k¥—(n—k)rd) > — (kry—(n—k)r,)

i

or

< rjand (kri—(n—k)r}) < ——— (kry—(n—kjr,).

('+)

n
Corollary 3 : ‘2‘. {corri(zq, Is)—r*) > 0 if and only if
-1

It n—k n—k
:'-d(l, T) or [ 1)
whichever is applicable, where Ry = Ry = ((0))g, n_s.
Proof : Ryg = Ry = {((0))r. n-2 &> ¢ =0. Therefore,
n
I (oorr¥{zyq, Iy)—r?) > 0
i=1

if and only if either

3 P a—k
>1 and 1 > d iti
T n A>F [due to Proposition 5]
i.e., either
’ " n—k
rf > max (1 —r)
or
g <1 and 2 4 <1;—k
L]
or

whi-l

- < min ( 1, 'LI—‘-:)
combining two reaulta.

E (corr¥{zy, I)—1%) > 0
f=l

Fe07) - ()
whichever is applicable.

467
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n
Corollary 6: S (corr¥(z¢, I5)—r%) > 0 if and only if

1 vZ _\¢ Ve ¢
g0 )) o (520
where Ryy= R, =cViVa and k=n—k=n/2,0c < 1.
Proof :  From Proposition 5, we have, if k = n—k = #/2,

% (eorr(zy, Iy—r2) > 0
=1

iff either

1 1 and 2

;g > 1 and (ry+r)? > 2%
or ,}

;;— < ¥ and (r;+7,)? < 2.
Now,

i 2 (L)
since 0 € ¢ < 1 and 0 € r,. Therefore

2 3 N
%> L and (r,+ry)2 > 2¢ |ff-i > max (1 (\/ 4 ) )

and

ol

2, 2
I <1 and (r,4r)? < 2¢ iff g- < min(l. (‘/'—':-1) )
2

Together says that

‘n‘:'-l(ourr(z‘, IyP—% >0 iﬂ':—g ¢ (1, (ﬂ—l):J,

s
or

whichever is appliceble.
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Covollary 7 :
3
3 (corr(xq, I,t—r%) > 0 iff 1% e}
-1
when Ryy = Rey = ((0))k) n—s-
Proof : Putting ¢ =0 iu Corollury 8, proof becomes obvious.

Proposition 6: r*> 0 atteins maximum velue under

Ry =Ry =cViVyo,

iff ¢ = min(r}, rd), 1} # r}.
Proof: From Corollary 3,
_ _nd-e
(CI o
drt =2} 4ry—20)+Arir—cY)
de (i +ri—2ep?
ar?

ik 0ES cr—c{d+rd)+r = 08 ¢ = rf andjor ¢ =13

From Corollury 4, ¢ < ryr for r> 0 (r = 0iff ¢ = 1§ = #}).
Therefore if ¢ = r} then r, < ryand if ¢ = 7§ then r, < ry, 50
¢ = min(r}, 7).
Now,

e 22— (PN Hri— 20 + 40§ +ri— 20N et —elri 43+ )
det (rF+r3—2c)*

Without loss of generslity we mwy assume ry, < r, then ¢ =r} at which
dr®

& =°
@t _ 22—+ ri—orh?
de* e..-g (r'+r’ i
A= ~2q—n)® —2

= = = —_— 0.
7 A i <
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Proposition 7: A suffoient oondition f'cu-‘f:‘1 (oorx(z¢, I)—1) > 0 i
1 [),,- Fn—k)re+ % aore(zy, T+ % oore(z, I,)]—l > cor(ly, I)
n L Fa 1=k1 vl
for any oorrelation matrix R with 0 vy <1 for 1 i #5¢ n.
Proof :
|
corr(wy, Jg) = T {rytoorr(ay, 1)) for i &
3
- 21— frypoore(zy, 1)} for § > k.
Ta
Therefore,

i oorr(zg, I3)—'nr
i=1

k
= L [kr,+ 3 oorr(zyq, I)+Hn—k)ry+ £ oorr(z, Il)]—nr
2ry = =kl

13 .
1 [kr,+ S oorr(zy, I)+in—Kire+ T corr(z, 1,)-zmg]
274 f=1 k41
(due to Proposition 2)
>0
if
k
(Icr,+ % oorr(zy, Iy)+(n—k)ry+ ;I oorr(:q,],)—2m‘}) >0
=l B+l
ie.,
1 k [
- (kr‘-i—(n—l:)r,-l- S oorr(ry, I)+ E corr(zy, ll))—l > oorr(ly,1y)
i i-k+1
since

2r} = V4-oorr(],, I,).

The objective of the proposition is to state that the family of correla-
tion matrix satisfying the sufficient condition yields better results in two
stages of aggregation.
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3. IrLusTRATION
We want to estimate an index of industrial activity for the distriots in
two time points 1860-61 and 1970-71. There are 334 distriots in India, We
heve chosen six variables denoting the industrial activity. They are given
by X, to X, ss follows.
X, : Density of labour in secondury sector per sq. km,
X, : Share of labour in secondary seotor per thousand of total labour.
X, : Share of labour in large factories per thonsand of labour in second-
ary sector.
X, : Average size of labour in large factory in thousands.
X; : Density of labour in large factories per thoussnd 8q. km, and
X, : Density of large factories per thousand sq. km.

Here large factories are those which employ at least 100 labour, The data
relating to labour in large factories and number of factories in districts have
Leen collected from the Annusl Survey of Industries (unpublished). The
labour in secondary sector has been compiled from the Census of India. Since
the total labour dats are not comparable betwcen 1960-61 and 197071,

comparable estimates have been obtained from the work done by Pal, De
and Malakar (1978).

The variables X, to X, have been transformed to near-normal distribu-
tions 50 n8 to reduce the skewness of their original distributions. All variables
under consideration have been found to be lognormally distributed with
different parameters (De, 1981). The transformed forms of X's, denoted
by Yy's, are given below :

Yy =In(X;41) for £ =1,2,8; Y, = (10X +1);

¥y = In(Xs+1) and ¥, = In(10X,+1).
The correlation metrix based on 668 observations among Y’s thus obtained
is given in Table 1.

TABLE ], CORRELATION MATRIX BETWEEN VARIABLES Y, TO Y,

Y, Yy Y, Y, Y, ¥
Y, 1.00000  0.73028  0.45327  0.3959) 0.78817  0.84182
¥, 1.00000  0.38263  0.33585  0.60268  0.83520
Y, 1.00000  0.87500  0.87408  0.70147
Y, 1.00000  0.77084  0.54004
Ye 1.00000 0.94348
Y, 1.00000
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The value of r, the corrolation coefficient helween I, s defined in the preceed-
ing sections, and Y (i = 1, ..., 8) is found to be only 0-61284 which is low,
although dignificant. We have certain & priori hypotheses regarding the
index of industrisl activity to be constructed following the method of two-
stage aggregation. We have formulated three hypotheses given below.

(i) The solution should be compstible with the notion the variables
relating to large factories would be highly correlated with the index to be
constructed. Variables on large factories are given more emphasis us they
indicate a country’s potentiality in industrinl development.

(ii) The difference between the maximum nnd the minimum correlation
coefficients among the correlation cocfficients (Y, Jg) (f = 1, ..., 6) should
preferably be small 80 a8 to minimize inclination towards any particular
variable,

s )
(iil) D = X (corr®(Yy, I)—0:61204%)/6 - £ (corr®(Yy, I,)—0-37570)/6
= =

is positive and high. We cannot accept I as the index of industrisl activity
since all the variables are given an equul importance violating our first
hypothesis.

In order to obtain an I, compatible with our a priori hypotheses, we
obtain two possible I,'s either of which may be taken as the index of industrinl
activity. They are obtained from the two groupings (a) (Y, Y, Y, Yy)
and (Y, Y,), and (b) (Y, Yy, Yy) and (Y, Y, Y,). Table 2 discusses their
detail structures. In addition, the table also shows the extent of validity
of the a priori hypotheses. Both of the groupings satisfy the first hypothesis
that large industrial activity should be given more importance. The order
of representation smong the variables remains same under both groupings.
The variable—density of labour in large factories per aq. km. which indicates
the degree of areal or geographical concentration of large industrial activity
has got the highest degree of representation. The next important variable
is density of number of large factories per thousand sq. km. It has the second
highest degreec of representation in both cases. The variable share of
lsbour in lsrge factories per thousand of labour in secondary activity which
indicates the importance of industrisl activity over other aotivities in secon-
dary activity has been retained in the third position in the order of representa-
tion. Since an index of industrial activity should not only include the activity
of large factory but also the other industrial activity, density of labour in
secondary activity should have an adequate role. We find the varisble
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concerned ocoupies the fourth position in the order of representation. Next
two positions—fifth and sixth arc successively held by average size of labour
in large factory and share of labour in sccondary sector per thousand of total
labour. The order of represontation is quite justifiable as it satisfies the first
hypothesis.

Among the two groupings, the index derived from the second grouping
is more acceptable to us than the index derived from the first grouping as the
difference between the maximum and minimum correlation coefficients
(hypothesis ii) is less for the second grouping. It is also to be noted if the
unequal weighting system (Kendall, 1039) were operated on sll variables
directly, the resulting index—call it Jy—in sipte of being the best posaible
index in the sense that it explains maximum variance, may not be acceptable
as the difference between maxima and minima among correlation coefficients
(In Y3, =1,....8), ie, (0-82404, 0-70817, 0-86074, 0-76806, 0-98326,
0-93815) is 0-27509 wheress for grouping 1 and grouping 2 as given in Table 2,
it turns out to be 0-24305 and 0-21581 respectively.
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Bhimeankaran who spared his valuable time to go through the article and
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