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Abstract: A new coding scheme is proposed for two-tone image contours. The basic idea is to detect digital line
segments on the contour and code them using fixed- or variable-length codewords; the present work deals
mainly with fixed-length codewords. It is demonstrated that the conventional contour run length coding by
Freeman's chain code is a special case of this scheme. The data compressibility of the scheme is studied and the
test results on several contours are presented. The results show that the present scheme is superior to the
conventional scheme.

1 Introduction

Efficient coding for the digital transmission or storage and
retrieval of two-tone images, such as printed and hand-
written script, engineering drawing, fingerprints etc. is
useful in image-processing problems. The coding schemes
can be grouped into two classes, namely exact and approx-
imate coding. Exact coding schemes do not introduce any
distortion; i.e. from the coded data one can reconstruct the
digitised original image exactly. Approximate coding
methods, on the other hand, introduce distortion to the
reconstructed image. The work reported here falls under
the class of exact coding of two-tone images. It is assumed
that the images are already digitised in a rectangular grid
structure.

Huang [1] discussed three basic heuristic concepts for
exact coding: skipping white, coding-only boundary points
(or contour) and pattern recognition. Of these, the stan-
dard technique of coding-only boundary points is the
contour run length coding (CRLC). The literature on run
length codes is quite rich [2-5], and some run length
coding techniques can be used for contour coding.
However, Freeman's direction code [6] is almost always
used for the purpose. Both four-direction and eight-
direction Freeman's codes have been found to be popular.
Recently Saghri and Freeman proposed a generalised
direction code [7].

The concept of coding-only boundary points is used in
the new coding scheme proposed in this paper. However, a
pattern recognition concept is also incorporated in the
scheme. The pattern recognition concept concerns the
recognition of digital straight line segments on the bound-
ary. It will be shown that the conventional CRLC is a
special case of the new coding scheme, and for a contour
with many digital line segments of fine angular resolution
the data compression by the present scheme is better than
by CRLC. The scheme is discussed in Section 2, and the

a b
Fig. 1 Directions and corresponding run for a closed contour

a, b Directions of four-direction and eight-direction CRLC, respectively
c, d Representation of the same outline by four-direction and eight-direction CRLC
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code and coding algorithm are given in Section 3. The
results of using the present code on some two-tone pictures
are discussed in Section 4.

2 Contour run length and line segment coding

A closed digital contour may be defined as a string of pels
such that if a pel is in the contour, then two, and only two,
of its eight neighbouring pels are also in the contour. In
the open contour the rule is violated at the end pels where
only one of the eight neighbours is in the contour. Clearly,
a corner sharper than 90° in the contour is not allowed by
this definition.

In CRLC a pel on the contour is chosen as the initial
point. From the initial point the first run begins along the
direction of the next pel and continues so long as the sub-
sequent contour pels can be traversed along the same
direction; then a new run is started along a new direction.
In each run the direction and the number of pels, called
the run length, are noted. The process continues until the
contour is traversed. Encoding may be done either by
fixed-length or by variable-length codewords. All the con-
tours of the object can be treated in a similar manner.

Each codeword consists of two subwords, one for the
direction and the other for the run length. The binary rep-
resentation of the direction and run length is a simple way
of generating the codewords. If there are d possible direc-
tions and if / is the maximum of the run length in the
object, a fixed-length code has length bd + bt, where bd and
bt are the smallest integers greater than or equal to log2 d
and log2 /, respectively. Better compression is possible with
variable-length codes, but the coding and decoding
methods are expensive.

Usually, d = 4 or d = 8 is chosen in CRLC. For d = 4
the neighbouring directions are 90° apart, while for d = 8
the neighbouring directions are 45° apart. The directions
and corresponding runs for a closed contour are shown in
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Fig. 1, where Fig. \c is a representation for the crack code
[12]. In Figs, lc and d the solid line with the arrows shows
how the contour may be traversed for encoding. Each
arrow on the line denotes the end of a run.
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The present scheme, called digital line segment code
(DLSC), is a generalisation of CRLC. In this scheme, the
digital line segments of the contour are found and coded.
The concatenation of pels representing a string may be a
valid digital straight line under certain conditions. The
conditions stated by Freeman are [8]:

(a) at most, two basic directions are present in the string
and these differ only by unity, modulo eight

(6) if there are two directions, one of them always occurs
singly

(c) successive occurrences of the principal direction
occurring singly are as uniformly spaced as possible.

It was pointed out by Pavlidis [9] that condition (c) is
somewhat 'fuzzy'. Rosenfeld [10] defined a chord property
and showed that the necessary and sufficient condition for
a chain code being the chain code of a line is the chord
property. Recently, Wu [11] presented an algorithm that
recognises whether or not a string is the string of a digital
line.

It is easy to see from Figs. \c and d that each run
denotes a straight line satisfying the above properties.
Also, the number of runs in Fig. \d is less than in Fig. \c.
This number would reduce further if we could find some
'basic shape' of string in addition to the single pels repeat-
ing along a certain direction on the contour. This task is
equivalent to searching digital straight lines of resolution
finer than 45° if the 'basic shape' satisfies the above condi-
tions. The basic shape may be called the line segment (LS)
unit. In Fig. \d it is seen that the basic shape or LS unit of
the string AB is repeated thrice between A and C of the
outline. Thus, the portion AC could be represented by a
single run instead of six runs as in Fig. \d, and the number
of bits required to code them would become less. In fact,
the portion AC is a digital straight line.

It is possible to find an infinite number of LS units that
satisfy the chord property. However, to code an object
boundary a finite number of them can be chosen for
several practical reasons. With a larger number of different
strings, with a finer direction resolution, it requires a
bigger subword to code the direction. Also, it may be a
waste of data bits if very fine resolution is chosen when the
line segments of the objects to be encoded have a coarse
direction resolution. Lastly, the detection and subsequent
encoding of successive line segments may be more costly
and somewhat ambiguous if the direction resolution is
high. We restrict ourselves to digital line segments with
slopes ± l/(m + 1), ±(m + 1) or ±m/{m + 1), ±(m + l)/m,
m e 1 + with respect to the horizontal or vertical directions
shown in Fig. 16.

Let P and Q be the two basic directions satisfying con-
dition (a) of which Q occurs singly as in condition (b) given
previously. P, or Q, is one of the eight directions of Fig. \b
satisfying the two conditions. For a positive integer m, let
mPQ denote m successive occurrences of pels in the direc-
tion of P followed by the occurrence of a pel along Q in a
string. For the kind of line segments being considered,
mPQ is the representation of an LS unit. In fact, mPQ may
represent digital line segments with any of the slopes
± V(m + 1), ±(m + 1) or ±m/(m + 1), ±(m + l)/m
described previously. If m = 0, digital lines along the eight
directions of Fig. 16 are only accounted resulting in the
conventional Freeman's scheme.

3P

As an example, consider Fig. 2, of which the portion ab
constitutes an LS unit repeating thrice over ac. The LS
unit may be represented by 3PQ, where P denotes the hori-
zontal direction and Q denotes a direction at +45° with
respect to P. Similarly, the LS unit for the digital line AC
of Fig. \b is PQ. The slope of the line in Fig. 2 is +1/4
with respect to the horizontal and that of the line of
portion AC of Fig. Id is 1/2 with respect to the horizontal
direction.

3 DLSC and coding algorithm

For efficient coding of the digital outline the following
properties of a digital line should be considered.

First, both mPQ and QmP are the representation of an
LS unit of a line of the same slope, as shown in Fig. 3A.

Fig. 3A Representation of the same direction by direction units mPQ
and QmP

Hence, in a digitised contour a digital straight line may
begin with a singly occurring, i.e. Q-type, or multiply
occurring, P-type, direction; however, the same codeword
cannot be used for coding both mPQ or QmP because in
that case the contour string cannot be reproduced exactly
after decoding..

Secondly, as shown in Fig. 3B, the angle a(i) between
the line joining the last two pels of the previous line
segment and the line joining the last pel of the previous
line segment with the first pel of the current line segment

a(2)
a(4)

\ ' /

S \
a(3)

Fig. 2 A discrete line segment
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/ \a(5)

Fig. 3B Five possible directions of starting a new line segment

may be 0°, ±45°, ±90°. Let these angles be denoted as
a(l), a(2), a(3), a(A) and a(5), respectively.

Thirdly, there are two possible orientations of Q at
±45° with respect to P and vice versa, for which mPQ (or
QmP) is a valid LS unit. The orientations may be denoted
as 6(1) and 6(2), respectively.

Each DLSC codeword also consists of two code sub-
words. The first subword Si denotes the LS unit of the
present line segment and its relative orientation with
respect to the past line segment, while the second subword
denotes the number of times the LS unit is repeated in the
current line segment, i.e. run. Taking careful consideration
of the three properties given, it can be shown that for
digital lines denoted by LS unit mPQ (or QmP) m = 0, 1,
. . . , n the minimum number of different subwords possible
for St is [_(n - 1)4 + 1 + 2]5 = (An - 1)5. For n = 3 this
number is 55 and six bits are required to encode St. In
general, it requires q bits for St, where q is the smallest
integer greater than or equal to log2 (An — 1)5. A typical
codebook for n = 3 is given in Table 1.
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Table 1: Typical codebook for fixed-length DLSC; n = 3

Angle Angle Direction unit Code subword
a(i) b(k) P, mPQ or QmP

P 0 0 0 0 0 0

Let us examine the compressibility of the present code.
We define compression ratio SDLSC of a two-tone picture as

3(1)

3(2)

3(3)

3(4)

3(5)
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The size of the second code subword S2 depends on the
size of the run, R. If the maximum value is Rmax, a fixed
length code requires r bits to represent it, where r is the
smallest integer greater than or equal to log2 Rmax.

Therefore it requires q + r bits to represent a line
segment whose direction unit takes a value from mPQ,
m = 0, n. However, the average bit requirement can be
reduced appreciably if a variable-length code such as
Huffman code or B-code [12] is used.
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'DLSC —

total number of pels in the picture

number of bits required to represent the picture by DLSC

For a picture of size M x M with N different contours, let
there be L,, i = 1, N, line segments with direction units P
or mPQ, m = 1, n, present on the contours. It requires a
total of YJ?= I (Q + r)^i bits to represent them. Also, for
each of the N contours, a starting pel is to be coded. If it
requires K bits to code a starting pel, we have, for DLSC,
the compression ration dDLSC as:

'DLSC (1)

A picture is compressible if 0 < l/6DLSC < 1.
To compare the compression ratio of DLSC with that

of the conventional CRLC with eight directions as in Fig.
Ib, let L'i be the number of runs present in the ;th contour.
For the kind of contour defined in Section 2 it requires a
minimum of 2 bits to represent the direction of each run.
With everything else remaining constant, we have

'CRLC

The relative compressibility, drel, is given by:

-S^ ta + rJL,
DLSC can compress better than CRLC when

N IN n , „

y L / v L: > 2 —

(2)

(3)

(4)

For q = 6 and r = 8 the right-hand side of eqn. 4 is 1.4,
which means that DLSC compresses better than CRLC if
the total number of runs for CRLC is more than 1.4 times
the total number of runs for DLSC.

The coding strategy is to start with n = 0 and increase n
by one at each iteration of the algorithm DLSC given in
the following and choose the value of n for which eqn. 2 is
maximum. The value of n, the codebook and coded picture
may then be used for transmission, storage and retrieval.

The coding algorithm begins with choosing the initial
pel, x,,-. For the open contour the choice is simply one of
the two end pels of the contour. For the closed contour a
pel is to be searched so that it denotes the beginning of an
mPQ, m = 0, n, direction line segment. A simple way of
choosing the initial point is to search for a 90° bend in the
pel string. If a 90° bend is unavailable, a 45° bend may be
used. Also, at the end of each run, the strategy is to search
a line segment with unit mPQ (or QmP). Unit Q, i.e. m = 0,
is allowed only when mPQ, m > 1, is unavailable at the
current position.

Let the successive pels be denoted by x,, xl + 1, x, + 2 , etc.
Then the coding algorithm for DLSC with a given n > 1
can be described as follows.

Algorithm DLSC
Step 1: Choose x,, and code it. Denote x, = x,,. Define a

direction dt as the direction of x, from x,-_,, where x.-.j is
the contour pel previous to x,- in clockwise or anti-
clockwise sense. (The sense is maintained throughout the
execution of the algorithm).

Step 2: Find the angle a(i) between d-t and the line from
x,- to x i + 1 . Check if x,-, x, + 1 and xi + 2 are colinear. If yes,
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the LS unit is either mPQ or Q. Go to step 3. Otherwise
the LS unit is QmP. Go to step 5.

Step 3: If there exist contour pels xi+j, 7 = 0, n + 1,
along the same direction or if there exist pels xi+j, j < n,
along the same direction, but the line joining xi+j and
xi+j+i is at an angle ±90° with respect to the line joining
Xj+j-i and xi+j, the LS unit is Q. Find the run R along
the direction and code the line segment using a(i), P and R.
Go to step 6. Otherwise go to step 4.

Step 4: Find j for which the pels xi+j, j < n + 1, are
along the same direction. Replace m by the maximum
value of j . Find the angle b(k) made by the line joining xi+j

with the direction of xi+j with respect to xi+j^l. Count the
run R of mPQ and code the line segment with the current
values of a(i), b(i), mPQ and R. Go to step 6.

Step 5: Find j for which the pels xi=j+1, j < n + 1, are
along the same direction. Replace m by the maximum
value of). Find b{k) as the angle between the line joining
xi+j and xi+j+i and the line joining x,- and x i + 1 . Count R
of QmP and code the line segment with the current values
of a(i), b{k), QmP and R.

Step 6: If the last pel x, of the line segment is the last pel
of the contour, go to step 7. Otherwise let x, = x,. Replace
d{ by the direction of line joining x,- and x,_ x. Go to step 2.

Step 7: Stop
Step 8: End

The case n = 0 is not considered in the algorithm since it
denotes ordinary eight direction code and simpler algo-
rithm can be used for the coding. The algorithm can be
used repeatedly if more than one contour is present in a
picture. The number of comparisons of direction required
to find a direction unit mPQ or QmP is m + 1. If there are
Rl{ direction units in the /th discrete line segment of the ith
contour, the maximum number of comparisons C required
by this algorithm is

N

C= X LiRlJ{im+ 1)
;= I

In addition to C, some comparisons are required to find
the initial point of each contour. The number of such com-
parisons vary from contour to contour. If the average is Iav

then, for N contours, / = NIav comparisons are required.
The complexity of the algorithm is therefore of the order of
O(C)

resent the relative direction. Two instead of three bits are
used because there are only four relative directions pos-
sible in the type of contour defined in Section 2. Thus, we
tried to minimise the bit requirement in CRLC and then
test the efficiency of DLSC with respect to CRLC. The bit
requirement to represent the run in CRLC has been kept
the same as that in DLSC because R in the case of CRLC

urn /Starting pel
i i i y\

I ' 1 ' MM
i ! direction of , " }
i i ; ' .

J i contour i {
1 , 1 traversal i i

Fig. 5 Digitised outline of a chromosome

direction of
^.contour traversal

4 Results and discussion

The algorithm has been tested on the digitised contours of
a butterfly, a chromosome, a handwritten numeral '8' and
a contour map given, respectively, in Figs. 4-7. The results
have been compared with the conventional CRLC with
eight directions. In CRLC two bits have been used to rep-

direct ion of contour t raversal

starting pel

Fig. 4 Digitised outline of a butterfly
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Fig. 6 Digitised outline of a handwritten numeral '8'

* Starting pel
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,' direction of
! contour

traversal,."

i i

I I I I I I I

Fig. 7 Digitised outline of a contour map

* Starting pel

Table 2: Comparison of data compression performance for
two methods

Figure

4
5
6
7

Bits required
to represent

X a

15
15
17
15

S2

6
6
7
6

Total data
bits required in

CRLC

799
1175
2085
2537

DLSC*

531
603

1169
1509

< 5 r e i - %

150.47
194.85
179.12
168.12

* Bits required to represent S, in DLSC is 6 bits for all Figures

is greater than or equal to R in case of DLSC. The compa-
rative results are given in Table 2. It is seen that DLSC
with n = 3 performs better than CRLC in all the four
Figures. In fact, the best compression is achieved for n = 3.

In actual implementation it is necessary to code the
beginning or ending of a contour. For the codes given in
Table 1, 55 out of 64 possibilities in 6-bit representation
have been utilised. The bit representation of any of the rest
(64 — 55 = 9) of the possibilities can be used to represent
the beginning of a contour. The code used in the present
case is 111111.

The present scheme can be applied to shape description
and recognition problems. To describe the shape it is
useful to get the polygonal approximation of the contour
of the object. The polygonal approximation is inherent in
DLSC and hence the stored codewords can be used
directly for description.

In a general contour map, two contours may cross at a
certain position which has not been considered in the defi-
nition of contours given in Section 2. To code such pic-
tures, Morrin's scheme [5] may be included in DLSC
described here.

As stated earlier, further data compression is possible
by using variable-length codes. To find an efficient
variable-length code it is necessary to know the probability
of occurrences of direction units mPQ or QmP and of the
number of times a unit is repeated in a run of different
contours of a set of pictures. An optimum Huffman code
or a nearly optimum Bn-code can be constructed with sac-
rifices in coding and decoding complexity. The details of

IEE PROCEEDINGS, Vol. 131, Pt. E, No. 4, JULY 1984

DLSC with variable-length codes will be discussed in a
forthcoming paper.

The extension of the work to three-dimensional image is
an interesting problem. The problem is being studied cur-
rently in the present laboratory and the useful results will
be communicated in future.
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