


algorithms developed are based on two popular communication principles like spread spectrum (SS) [9,24,25,27,29] and

quantization index modulation (QIM) [8,19,20]. Each one of the latter two principles not only has some relative advantages

but also disadvantages too. SS watermarking is found to be efficient, robust and cryptographically secured method. But it

suffers from few drawbacks like (i) poor payload capacity (due to large bandwidth requirement), (ii) residual correlation be-

tween the host and the watermark and (iii) ineffectiveness of the correlation decoder structure for incorporating the attack

interference and fading operation. On the other hand, QIM watermarking does not suffer from payload and residual corre-

lation problem and also more robust against additive noise corruption compared to SS [8]. But it also suffers from serious

disadvantages like extreme sensitivity to valumetric scaling [19]and fading operation [28]. A good use of the characteristics

of human visual system (HVS) in both SS [35] and QIM watermarking schemes ware implemented in [19,20] in order to

achieve better imperceptibility and robustness simultaneously.

Digital image watermarking algorithms are implemented either in spatial (pixel) domain [29] or in frequency domain

using different transforms such as DCT (discrete cosine transform) [2,4,9,19,42], DWT (discrete wavelet transform) and its

variants [16,21,22,24,31], DFT (discrete Fourier transform) [38] and Fourier-Mellin [39], etc. Among transforms, DCT and

DWT are found to be more popular for implementation of compression resilient watermarking schemes mainly due to

two reasons, (i) till to date the most common image compression techniques are JPEG and JPEG 2000 which are based on

DCT and DWT, respectively, (ii) also lot of results on incorporation of characteristics of HVS are already available for both

these two transforms. The results influence their use in designing imperceptible data hiding schemes. It is also reported

in watermarking literature [11,36,37] that most wavelet-based embedding schemes (like JPEG 2000, SPIHT, EZW, etc.) are

very robust against low quality JPEG 2000 compression, but are not similarly resilient against low quality JPEG compression.

Similarly, DCT based digital watermarking methods are having exactly inverse characteristics for compression operations.

Ramkumar et al. [36,37] showed that discrete Hadamard transform (DHT) possesses low standard deviation for the process-

ing noise at low quality compression. These facts may help DHT based schemes to achieve simultaneously optimum robust-

ness against low quality compression and higher embedding capacity which show better performance compered to either

DCT or wavelet based schemes. So we conjure that it may be a good attempt to use DHT and HVS characteristics for designing

optimal data hiding scheme having good degree of robustness and imperceptibility. To the best of our knowledge, this inte-

gration has not yet been attempted so far.

This paper proposes a HVS based spread transform (ST) watermarking scheme using DHT. The use of DHT offers mainly

twofold advantages, namely (i) binary modulation effect in data hiding that leads to better robustness against noise addition,

and (ii) low visual distortion in term of Watson distance measure, when HVS characteristics with entropy masking is used.

Moreover, embedding in DHT domain improves robustness against high degree (low quality) JPEG and JPEG 2000 compres-

sion with high payload capacity. In addition to that in the proposed spread transform (ST) based watermarking, the signif-

icant transform coefficients of the host image are modulated by the corresponding watermark coefficient. This data

embedding approach not only improves fidelity of the watermarked image but also increases robustness comparable to

SS watermarking. It is also found that proposed scheme shows improved robustness performance against fading like oper-

ations compared to many SS and QIM methods. Robustness performance of the decoded multi-valued watermark is mea-

sured using mutual information. In case of binary watermark, the measurement is done in term of bit error rate (BER).

The performance of the system as envisaged by mathematical analysis is duly supported by experimental results.

The organization of the paper is as follows: Section 2 presents review of some related watermarking methods and the

scope of the present work. Mathematical models and analysis are discussed in Section 3. Section 4 describes the spread

transform watermarking technique. The proposed watermark embedding and decoding schemes are explained in Section

5. Sections 6 and 7 present simulation results with discussion and conclusions, respectively.

2. Review of related watermarking methods, limitations and scope of the present work

Literature on digital image watermarking is quite rich. In this section, we present a brief literature review related to re-

cently published DCT and DWT based SS and QIM watermarking and also some HVS based image watermarking techniques.

The objective of this review section is to discuss the merits and limitations of some related works and scope of the proposed

work.

2.1. Review of related works

Malvar et al. [29] propose an improved version of zero-rate SS watermarking. The effect of the host signal interference is

partially canceled which leads to robustness gain almost similar to that of QIM scheme against additive noise. However, per-

formance against amplitude scaling and fading operation is not improved much.

On the other hand, Li and Cox [19] propose a perceptual model based DCT domain QIM watermarking to improve fidelity

and resiliency against valumetric scaling. Suthaharan et al. [42] develop a DCT based perceptually tuned robust image water-

marking scheme using HVS. Fei et al. [11] made an extensive study on the different aspects of design of SS and QIM water-

marking algorithms and analyze how to achieve improved performance under lossy compression.

Lin and Lin [22] propose a wavelet-based copyright protection scheme where the secret key is generated during the

embedding process using local features extracted from the perceptually prominent components of the wavelet transformed
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host image. Chang et al. [7] propose a high-payload frequency-based reversible image hiding method using Haar digital

wavelet (HDWT) transform followed by adaptive arithmetic coding method to encode the HDWT coefficients in a high fre-

quency band. Paquet et al. [31] propose wavelet packet-based digital watermarking for image verification and authentica-

tion. Kumsawat et al. [16] propose an algorithm for optimization in zero-rate SS watermarking using muti-wavelet

transform and genetic algorithms (GAs). The objective function of GA uses the universal quality index (UQI), which matches

the HVS characteristics accurately.

On summarization of the review works, it is found that the watermarking methods reported in [19,42] offer better imper-

ceptibility for the hidden data. However, robustness performance against low quality JPEG 2000 operation is not good en-

ough for these methods. Similarly, the watermarking methods published in [22,16] are robust against low quality JPEG

2000 compression but could not retain good visual quality of the watermarked images. Also, they are not robust enough par-

ticularly against low quality JPEG compression. The method as proposed in [31] suffers from deficiencies like low payload

capacity, computation cost increases exponentially with the increase of payload and poor robustness against low quality

compression. The methods as reported in [29,11] can achieve good robustness performance on significant sacrifice of water-

mark payload. The reconstruction of host image in [7] from the watermarked signal transmitted through radio mobile chan-

nel at low signal-to-noise ratio is affected lot.

2.2. Scope of the work

The notable facts emerged from the above review are as follows:

(1) Dither modulation (DM) based QIM [8,19] offers greater robustness against noise addition due to binary modulation

nature in data hiding. This fact is well explained in digital communication literature that binary signaling offers reli-

able data transmission compared to M-ary signaling [14] in noisy channel. However, QIM watermarking, in general,

suffers from valumetric scaling operation.

(2) SS watermarking, although offers poor BER (bit error rate) performance against additive white Gaussian noise (AWGN)

compared to QIM, but is quite robust against forced removal operations [27].

(3) HVS model based watermarking methods improve image fidelity using contrast and entropy masking [26,42].

(4) DHT may be a good candidate as working domain for embedding watermark information in order to achieve low loss

in image information, good robustness against platform independent compression (JPEG or JPEG 2000) at low quality

factor and with high payload capacity [36,37].

The basic objective of this work is to achieve simultaneously fairly well perceptual transparency for the hidden water-

mark information, high payload capacity and greater robustness against varieties of signal processing operations. These in-

clude noise addition, scaling and platform independent lossy compression at low quality factor and typical fading like

operation experienced in radio mobile channel or time varying collusion attack. Selection of watermark embedding domain

and modulation strategy play an important role to meet the goals. The embedding domain should possess inherent property

favorable for binary data modulation. Although this two level data embedding produces low entropy value but it becomes

very effective in contrast masking in HVS based model. It is also seen that two-level change produces low variance value for

the watermarked region that results in reliable watermark decoding. Based on this observation, watermark embedding is

done on DHT domain which has bi-level integer valued kernels. It is shown both analytically as well as by simulation exper-

iment that DHT domain embedding offers better fidelity in term of low Watson value. Moreover, the orthogonal row-col-

umns of DHT offer good degree of independencies among the coefficients. Watermarking on these coefficients may be

looked like frequency diversity analogous to multiple independent paths in radio mobile channel and thus leads to robust-

ness against fading operation.

3. Mathematical models and analysis

This section highlights the advantages of DHT as signal decomposition tool for watermark casting, HVS characteristics and

subsequent generation of modulation functions.

3.1. DHT as signal decomposition tool for watermarking

Let us assume that watermark information is embedded separately in Hadamard coefficient and in other unitary trans-

form, say DCT, coefficient. Let us now examine the effect of additive watermarking that changes average gray level informa-

tion of the host image. We first write the expression of the host image f(x,y) of size (N � N) (where N = 2n) in term of

Hadamard coefficients as follows [12]:

f ðx; yÞ ¼
X

N�1

u¼0

X

N�1

v¼0

Hu;vð�1Þ

P

n�1

i¼0

½biðxÞbiðuÞþbiðyÞbiðvÞ�

: ð1Þ
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We drop the term 1/N2 from Eq. (1) as it merely represents a scale factor. Accordingly, the watermarked image after data

embedding by an amount Dw in Hj,k where j, k– 0, can be written as follows:

f1ðx; yÞ ¼ Hj;k þ Dw
� �

ð�1Þ

P

n�1

i¼0

½biðxÞbiðjÞþbiðyÞbiðkÞ�

þ
X

N�1

u¼0;u–j

X

N�1

v¼0;v–k

Hu;vð�1Þ

P

n�1

i¼0

½biðxÞbiðuÞþbiðyÞbiðvÞ�

ð2Þ

where x, y = 0,1,2, . . . (N�1). The change in the pixel values, due to watermark embedding, can be obtained by subtracting Eq.

(1) from Eq. (2) and is expressed as follows:

Df ðx; yÞ ¼ Dwð�1Þ

P

n�1

i¼0

½biðxÞbiðjÞþbiðyÞbiðkÞ�

¼ �Dw; ð3Þ

where the exponent of (�1) is 0 for half of the cases and 1 for the remaining cases, according to the property of Hadamard

kernel. As a result, the pixel values are increased or decreased by Dw, respectively. The result so obtained is valid for embed-

ding of watermark information in any coefficient with u = l, v = k where l, k– 0.

On the other hand, if watermark information is embedded in the coefficient with u = l, v = kwhere l, k– 0 for other trans-

form, say DCT, the change in pixel values can be written similar to the Eq. (3) as follows:

Df ðx; yÞ ¼ f1ðx; yÞ � f ðx; yÞ ¼ Dw cos
ð2xþ 1Þlp

2N

� �

cos
ð2yþ 1Þkp

2N

� �

: ð4Þ

Eq. (4) shows that the amount of change in the pixel values are different for different pixels. This change also depends on the

selection of the particular coefficient i.e. u and v values to be used for embedding. One of the good measure to quantify the

change in spatial correlation of the neighboring pixels is the average information (entropy) occurred by the change in pixel

values. This average information, due to Shannon [40], is given as below

H ¼ �
X

n

i¼1

pi logpi; ð5Þ

where pi is the probability of the occurrence of the event ‘i’ with 0 6 pi 6 1 and
Pi¼n

i¼1pi ¼ 1. Here pi indicates the probability of

the occurrence of the change in pixel values by the amount Dwi.

The results in Eqs. (3) and (4), when put into the Eq. (5), can be summarized as follows:

Image information is changed by less amount in case of Hadamard domain embedding compared to other popular transform

domain embedding as in the latter cases different pixel values of a block are changed by different amount due to the multi valued

kernels.

The above mathematical analysis is well supported by the simulation results for different test images and is shown in

Table 1. Furthermore, the use of Hadamard transform as signal decomposition tool offers simpler implementation (forward

and inverse kernels are identical), low computation cost (as floating point multiplication and addition not required) and ease

of hardware implementation (same hardware block can be used for both way implementation) [1,25]. It would not be out of

point to mention here that major computation in digital signal processing (DSP) is due to multiplication operation [30] and

DHT offers advantages as addition/subtraction is the key operation. The other important property is the orthogonality among

the rows (and columns) of DHT. This offers good degree of independencies among the DHT coefficients. Proposed ST water-

marking distribute each watermark information on those independent components and offers a form of benefit analogous to

frequency diversity (multicarrier concept) used to improve receiver performance (robust watermark) in radio mobile

channel.

3.2. HVS characteristics and generation of modulation functions

Any perceptual model of the human visual system (HVS) has to account a variety of perceptual phenomena, including

luminance masking, frequency sensitivity and contrast masking. We further include entropy masking to obtain modified

contrast masking. Hence, modulation function is developed here based on Watson visual [48] and entropy masking model

[49]. Watson relates frequency sensitivity (Fu,v,b), luminance masking (Lu,v,b) and contrast masking (Cu,v,b) for each DCT coef-

ficients according to the following relations:

Table 1

Entropy values before and after watermarking for different test images in a (8 � 8) blocks using DHT and DCT.

Image Test 1 Test 2 Test 3

Entropy before Entropy After DCT/DHT Entropy before Entropy after DCT/DHT Entropy before Entropy after DCT/DHT

Lena 2.96 5.26/3.70 3.62 5.78/4.23 4.96 5.90/5.10

F. boat 2.87 5.53/3.78 3.92 5.58/4.51 4.71 5.93/4.81

Bear 5.40 6.20/5.65 5.65 6.15/5.67 3.86 5.90/4.24
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Lu;v;b ¼ Fu;v;b

X0;0;b

X0;0

� �a

; ð6Þ

Cu;v;b ¼ max Lu;v;b; Xu;v;b

�

�

�

�

bu;v ðLu;v;bÞ
1�bu;v

h i

; ð7Þ

where X0,0,b is the zeroth order (DC) coefficient of the image block ‘‘b”, X0,0 is the average of all X0,0,b’s, which corresponds to

the mean luminance of the display, Xu,v,b is the (u,v)th DCT coefficient of the block ‘‘b”. The values of a and bu,v are set to 0.649

and 0.7 to control the degree of luminance sensitivity and contrast sensitivity, respectively.

We apply the same Watson model to cast (embed) watermark information in DHT as this transform also offers energy

compactness like DCT. Moreover, DHT offers ‘‘sequency” effect which packs energy of the cover signal in the low and the

middle frequency coefficients. The word ‘‘sequency” implies frequency interpretation equivalence and indicates the number

of sign changes along each row of the Hadamard matrix. The analogy between sequency and frequency leads one to believe

that most of the signal energy is packed in a particular band of sequences. This wide length of useful high magnitude middle

frequency band offers better perceptual transparency and low processing noise that leads to compression resilient water-

marking with high payload at low quality factor.

To include the correlation among the neighboring signal points, we represent contrast masking in term of entropy mask-

ing [49] according to the following relations:

Vu;v;b ¼ max Cu;v;b; Cu;v;b

�

�

�

�ðEu;v;bÞ
c� �

: ð8Þ

Eu;v;b ¼ �
X

x2Nðxu;v ;bÞ

pðxÞ log pðxÞ; ð9Þ

where Eu,v,b is the entropy of N(Xu,v,b) which is set of Xu,v,b’s eight neighbors. The c value is chosen experimentally to make

Eu,v,b value effective only when it is larger than 1.0. Since c is associated with entropy Eu,v,b, the results of Eqs. (3) and (4)

coupled with Eq. (5) when incorporated in Eqs. (8) and (9), show that Vu,v,b values for DCT would be sometimes higher com-

pared to DHT. We now define Watson distance in terms of the coefficients of the host and the watermarked images denoted

by Co and Cw, respectively and is given by

Dwatðc0; cwÞ ¼
X

u;v;b

Cw½u;v ; b� � Co u; v; b½ �

V ½u;v ; b�

� �4
( )1=4

: ð10Þ

As a result, it would not be surprised if DHT domain watermarking sometime offers slightly better visual quality of the

watermarked images in term of low Watson distance compared to DCT, although the later transform has already proven

to be efficient for source coding [48] and perceptually tuned digital watermark design [35,42]. The c values indicate how

Eu,v,b commands over Cu,v,b and can be adjusted to control robustness and perceptual transparency through the value of Vu,v,b.

We choose c value 0.5 after performing watermark embedding over large number of images. To develop the modulation

function, we use a scaled version of the popular JPEG quantization table for frequency sensitivity. The modulation function

is used for watermarking using spread-transform technique and is very briefly discussed in the next section.

4. Spread transform watermarking

Spread transform (ST) watermarking proposed by Chen and Wornell [8] is an approach to spread watermark information

over many host signal elements. Instead of embedding watermark information directly into the host signal X, it is casted into

the projection XST of X onto a random sequence t. The term ‘‘transform”, as used by Chen and Wornell is somewhat mislead-

ing as it implies pseudo-random selection of signal component X to be watermarked [8]. On the contrary, the present method

employs data embedding in projected domain. We select ‘‘s00 data elements of both the host (X) and the watermark signals

and transform them by DHT to ‘‘s” elements for each signal. The coefficients of the host and the watermark are then sorted in

ascending order. This is done in order to add relatively large watermark coefficients to the corresponding significant coeffi-

cients of the host signal.

Furthermore, to maintain imperceptibility of the hidden data, suitable weighting factors are selected using HVS (percep-

tual model). It may be mentioned here that the integration of HVS model and spread transform in DCT domain watermarking

scheme is also reported in [19,20]. This is done in order to meet fidelity as well as robustness against amplitude scaling and

JPEG compression. Although, the watermarked images look good visually, but still further improvement is possible by incor-

porating property of entropy masking. Moreover, poor robustness performance of [19,20] against JPEG 2000 compression at

low quality factor can be improved using DHT domain HVS based ST method.

The parameter ‘‘s” may be called as spreading factor and the value of ‘‘s” may be different for the host and the watermark.

The term spreading factor is used here as the information embedded in xSTl will be spread over ‘‘s” host elements by the in-

verse ST. The proposed ST method offers twofold spreading effect as both the host and the watermark are decomposed before

embedding. The spreading effect is further improved by spatial dispersion of the message vector before projection is done.

Moreover, the size of the host signals, in most cases, are larger than the auxiliary messages/watermarks and the host ele-

ments XST can be chosen with greater flexibility for data embedding. The next section describes proposed watermarking

method.

454 S.P. Maity, M.K. Kundu / Information Sciences 181 (2011) 450–465



5. Watermark embedding and decoding

We use in this work gray scale image as host image. The watermark signal may be a multivalued gray scale image or a

binary signal. Fig. 1 shows block diagram representation of the proposed watermarking method.

5.1. Watermark embedding

Step I: Spatial dispersion of watermark image

The watermark image (W) is spatially dispersed and thus converts a gray scale or binary watermark into noise-like image.

In principle, the permutation on W should cause the pixels of the watermark to be separated as far as possible. By doing

so, the process helps to preserve to a certain extent the contextual information and recognize visually meaningful water-

mark pattern. In other words, the recovery of lost pixel values for the extracted watermark image can be made more

effective.

Step II: Image transformation

The host image and the spatially dispersed watermark image are partitioned into non-overlapping blocks of size (8 � 8).

Block based Hadamard transform is then applied over both of them. The block size is chosen as (8 � 8) for compatibility

with JPEG compression.

Step III: Image dependent permutation

In order to increase imperceptibility of the hidden data, the transform coefficients of the host and the watermark image

are sorted in ascending order so that the relatively large coefficients of the message signal/watermark will modulate the

corresponding large coefficients of the host data.

Step IV: Watermarked image formation

The modulation function is formed according to the mathematical analysis as discussed in Section 3.2. Watermark infor-

mation is embedded according to the following relation. If jXu, v, bj > Vu,v,b,

Xm
u;v;b ¼ Xu;v ;b þ sgn Xu;v ;b

	 


Vu;v;b

Yu;v ;b

�

�

�

�

maxðYu;vÞ
ð11Þ

otherwise

Xm
u;v;b ¼ Xu;v ;b;

where

sgnðXu;v;bÞ ¼ �1 if Xu;v;b P 0:0

¼ 1 if Xu;v;b < 0:0

The symbol Xm
u;v ;b is the data embedded (u,v)th coefficient of block ‘‘b”. The symbol Xu,v,b is the (u,v)th coefficient of the host

image in block ‘‘b”, Vu,v,b is the modulation index obtained after frequency, luminance, contrast and entropy masking, Yu,v,b is

Fig. 1. Block diagram representation of the proposed watermarking scheme.
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the coefficient of watermark image which is responsible to modulate Xu,v,b. The symbol maxYu,v,b indicates the maximum

value of the coefficients for the watermark image.

An adaptive negative modulation technique is used for data embedding [26] in order to improve robustness performance

against lossy compression operation. In negative modulation, the sign of the cover image transform coefficient and the

respective modulation quantity are different. On the other hand, it is called a positive modulation if the sign of the two

respective coefficients are identical. Positive modulation strategy for watermark embedding preserves good visual image

quality after compression operation. But at higher compression, watermark information is lost significantly. On the other

hand, negative modulation strategy for watermark embedding decreases absolute values of the watermarked transformed

coefficients and does not permit higher compression in order to preserve commercial value of the marked data. As a result,

loss in watermark information due to quantization operation of compression is low so long watermarked image preserves its

visual quality.

We define a term as Modu where

Modu ¼ sgn Xu;v;b

	 
 Vu;v;b

maxYu;v;s

: ð12Þ

It is observed during the experiment over large number of test images that better imperceptibility and robustness results can

be achieved if we replace Modu by Modu/10, when (i) Modu.jYu,v,bj > 10.0 and Modu by Modu.3, when (ii) Modu.

jYu,v,bj < 3.0.

The modification in (i) reduces the effect of visual distortion for the relatively high transform coefficients of the water-

mark data and the modification in (ii) improves the retrieval of the relatively smaller transform coefficients of the watermark

data from the distorted watermarked image. Block based inverse Hadamard transform is then applied and the watermarked

image is formed.

5.2. Watermark decoding

The decoding of watermark information is given by the following relation:

Ye
u;v;b ¼ X 0

u;v;b � Xu;v;b

	 


:Modu; ð13Þ

where X0
u;v ;b values are the coefficients of the possibly distorted watermarked image, Xu,v,b values are the coefficients of the

host image and Ye
u;v ;b are the coefficients of the extracted watermark image. It is to be mentioned here that watermark recov-

ery process requires the host image or the side information, such as the coefficients of the host and their respective positions.

Hence the proposed watermarking method is non-blind. The transform coefficients of the extracted watermark information

are placed in the respective positions. Block based inverse transformation is then applied to obtain the watermark image. The

extracted watermark image is then spatially rearranged following the similar operation as done in step 1 of Section 5.1.

6. Results and discussions

Performance of the proposed algorithm is presented in Section 6.1, while mathematical analysis for robustness improve-

ment is shown in Section 6.2.

6.1. Simulation results of performance

This section describes image fidelity, robustness performance of the proposed method and comparison with other exist-

ing watermarking methods. Fig. 2 shows different watermarks with size (64 � 64) used to perform experiment. Fig. 2(a) is a

4 bits/pixel gray-scale image, Fig. 2(b) and (c) are 8 bits/pixel gray scale image and binary watermark, respectively. Fig. 3(a)

shows test host image Lena which is a gray-scale image of size (256 � 256), 8 bits/pixel [51,52]. Fast Hadamard transform

(FHT) based implementation requires less processing time compared to DCT and wavelet based realization. As an example,

the proposed algorithm requires approximately 4.5 s using FHT, 7 s using DCT and 10.5 s using Daubechies-2 (db2) wavelet

Fig. 2. (a) Watermark image of 4-bits/pixel. (b) Watermark image of 8-bits/pixel. (c) Binary watermark image.

456 S.P. Maity, M.K. Kundu / Information Sciences 181 (2011) 450–465



filter for watermark embedding. On the other hand, for watermark decoding, the time requirement is approximately 3 s for

FHT, 4.5 s using DCT, and 6 s for wavelet (db2 wavelet basis) based methods simulated on a Pentium III 400 MHz PC system

using visual C/C++.

The present study uses peak-signal-to-noise-ratio (PSNR) [12] and mean-structural-similarity index measure (MSSIM)

[46] as a distortion measure for the watermarked image under inspection with respect to the original host image. Similarly,

the mutual information value I(W;W0) and bit error rate (BER) are used as objective measure of robustness for the multilevel

and binary watermark image, respectively. The symbols W and W0 in I(W;W0) indicate random variables representing origi-

nal and extracted watermark, respectively.

Fig. 3(c) and (d) show the watermarked images using DHT and DCT as signal decomposition tools, respectively. PSNR

and MSSIM values between the watermarked image and the host image for DHT domain embedding are 40.02 dB and

0.9973, respectively. The respective image quality measures (PSNR and MMSIM values) for DCT domain embedding

are 38.67 dB and 0.9831, respectively. The Watson distances for Fig. 3(c) and (d) are 15 and 50, respectively. The rect-

angular boxes shown in Fig. 3(c) and (d) indicate the areas where the visually distinguishable distortions occur. The

numerical values of Watson distances are also consistent with the numerical values of other quality measures like PSNR

and MSSIM.

The rectangular zoomed regions in Fig. 3(c) are quiet identical visually to the corresponding regions in Fig. 3(a). How-

ever, the regions are shown in order to highlight how the corresponding regions in Fig. 3(d) are degraded severely. On

the other hand, there occurs very little distortions (almost non-noticeable) in one place on upper middle of right side

broader in Fig. 3(c) which, however, is not seen in Fig. 3(d). But some visually prominent distortions are seen on few

places in Fig. 3(d). The distortion occurs seemingly due to entropy masking that results from higher change in entropy

in DCT domain embedding and generates relatively high Watson distance. It is to be noted here that Watson distance,

unlike PSNR and MSSIM measures, is not normalized and hence how good or bad a numerical value is, also size

dependent.

Fig. 3. (a) Host image, (b) watermark, (c) watermarked image using DHT and (d) watermarked image using DCT.

Table 2

Comparison of perceptual transparency for the different watermarking algorithms.

Test image PSNR MSSIM

value prop. algo

PSNR MSSIM value

Suthaharan et al. [42]

PSNR MSSIM value

Li and Cox [19]

PSNR MSSIM value

Lin and Lin [22]

PSNR MSSIM value

Kumsawat et al. [16]

PSNR MSSIM value

Paquet et al. [31]

Boat 40.23 38.34 37.42 36.12 37.56 34.56

0.9981 0.9732 0.9632 0.9425 0.9521 0.9341

Bear 41.49 39.67 38.38 36.24 38.64 35.61

0.9987 0.9768 0.9534 0.9465 0.9643 0.9421

New York 39.78 37.84 37.64 36.76 37.54 34.87

0.9923 0.9645 0.9472 0.9345 0.9465 0.9402

Opera 39.56 37.45 37.42 38.24 37.68 35.45

0.9923 0.9678 0.9546 0.9621 0.9667 0.9452

Lena 40.02 37.12 38.38 37.85 38.23 35.67

0.9973 0.9621 0.9567 0.9623 0.9612 0.9524

Pill 40.12 37.87 38.21 37.21 38.23 35.76

0.9976 0.9610 0.9543 0.9436 0.9573 0.9564
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We compare the visual quality of the watermarked images for the proposed algorithm with Li and Cox [19], Lin and Lin

[22], Suthaharan et al. [42], Kumsawat et al. [16] and Paquet et al. [31] methods and the results are reported in Table 2.

Fig. 4(a)–(e) show five other test images [51,52] used for experimentation. In all cases, payload (watermark) is of size

(64 � 64) for comparing the perceptual transparency. In order to make compatibility in comparison, zero-rate SS watermark-

ing scheme [16] is modified for high payload using near orthogonal binary valued pseudo noise code patterns. Results show

that the proposed method always offers improved data imperceptibility compared to other watermarking methods. It is

found that the proposed scheme offers best data imperceptibility compared to other perceptual methods [19,42]. One of

the reasons for such outcome is due to the fact that transform coefficients of the watermark image modulate the correspond-

ing significant transform coefficients of the host image. The DHT as signal decomposition also offers benefit of low loss in

image information due to watermark embedding.

Fig. 5(a) and (c) show the watermarked images obtained after mean (PSNR value 21.41 dB) and median filtering

(PSNR value 24.03 dB) operations using window sizes (11 � 11) and (9 � 9), respectively. The extracted watermark

Fig. 4. Test images (a) F. boat, (b) pills, (c) bear (d) New York and (e) opera.

Fig. 5. (a) Watermarked image after mean filtering with window size (11 � 11), (b) extracted watermark from (a), (c) watermarked image after median

filtering with window size (9 � 9), (d) extracted watermark from (c), (e) watermarked image after histogram equalization, (f) extracted watermark from (e).

Fig. 6. (a) Watermarked image after symmetric cropping operation, (b) watermarked image after rescaling from its one-fourth size, (c) watermarked image

after sharpening operation, (d) watermarked image after noise addition, (e) extracted watermark from (a), (f) extracted watermark from (b), (g) extracted

watermark from (c), (h) extracted watermark from (d).
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images from Fig. 5(a) and (c) are shown in Fig. 5(b)(I(W;W0) value 0.1324) and Fig. 5(d)(I(W;W0) value 0.1546), respec-

tively. Fig. 5(e) shows the watermarked image (PSNR value 19.42 dB) after histogram equalization operation and the ex-

tracted watermark with I(W;W0) value 0.1123 is shown in Fig. 5(f). Fig. 6(a) (PSNR value 25.12 dB), (b) (PSNR value

18.34 dB), (c) (PSNR value 21.52 dB) and (d) (PSNR value 28.45 dB) show the watermarked images after symmetric crop-

ping, rescaling, sharpening and noise addition operations, respectively. Fig. 6(e) (I(W;W0) value 0.1252), (f) (I(W;W0) va-

lue 0.0912), (g) (I(W;W0) value 0.0903) and (h) (I(W;W0) value 0.0894) show the extracted watermarks, respectively.

Similarly, Fig. 7(a)–(d) show the watermarked images after wiener filtering, change in aspect ratio (X = 1.0,Y = 1.2),

(X = 1.2,Y = 1.0), and rotation operations with 150 angle, respectively. The watermarked images have PSNR values of

22.32 dB, 27.45 dB, 27.62 dB and 22.46 dB, respectively. Fig. 7(e)–(h) show the respective extracted watermarks with

their I(W;W0) values 0.2014, 0.1232,0.1182 and 0.1092, respectively. Fig. 8(a) (PSNR value 18.34 dB) and (c) (PSNR value

16.87 dB) show the watermarked images after JPEG and JPEG 2000 compression operations, respectively at quality factor

40. The extracted watermark images corresponding to Fig. 8(a) and (c) are shown in Fig. 8(b) (I(W;W0) value 0.1461) and

(d) (I(W;W0) value 0.1256), respectively.

Robustness performance against different attacks available in StirMark 4.0 package [32–34] for the proposed as well as

the other methods [16,19,22,31] are reported in Table 3. The overall performance improvement of the proposed method is

due to the combined effect of spread transform and DHT. While ST scheme offers a flavor of spread spectrum, DHT offers

binary modulation benefits, which is similar to dither modulation system. Moreover, DHT coefficients being relatively inde-

pendent offers a form of diversity which also increases robustness. As a matter of fact, the proposed method is robust against

varieties of operations.

Fig. 9(a) and (b) show graphically the robustness performance against JPEG and JPEG 2000 compression operations,

respectively along with comparison with the methods in [16,19,22,42]. In all cases, we embed binary watermark of 4096 bits

in (256 � 256) host image. Numerical results show that the methods in [19,42] offer better robustness for JPEG compared to

Fig. 7. (a) Watermarked image after wiener filtering with window size (5 � 5), (b) watermarked image after change in aspect ratio (X = 1.0,Y = 1.2), (c)

watermarked image after change in aspect ratio (X = 1.2,Y = 1.0), (d) watermarked image after 150 rotation (e) extracted watermark from (a), (f) extracted

watermark from (b), (g) extracted watermark from (c), (h) extracted watermark from (d).

Fig. 8. (a) Watermarked image after JPEG compression at quality factor 40, (b) extracted watermark image from (a), (c) watermarked image after JPEG 2000

compression and (d) extracted watermark from (c).
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[22,16] methods at low quality factor. This is quite expected as the former two are DCT based methods. It is to be noted here

that the proposed method also shows comparable robustness performance similar to [19,42] methods at low quality factor.

On the other hand, the methods in [22,16] offer better performance at low quality JPEG 2000 compression compared to

[19,42] methods. The present method shows comparable performance similar to first two methods at low quality factor JPEG

2000. Simulation results support that the selection of Hadamard transform as signal decomposition tool shows better per-

formance with higher payload at low quality compression compared to DCT and DWT, when both JPEG and JPEG 2000 com-

pression operations are taken into consideration. This improved robustness performance for the proposed method is also due

to negative modulation strategy used for data embedding.

We also show the sensitivity of this method to additive white Gaussian noise (AWGN) along with the methods in

[16,29,19,42]. The results are shown in Fig. 10(a). As expected, the method in [16] shows the best BER performance with

the increase of standard deviation of AWGN due to inherent noise immunity of QIM watermarking. On the other hand,

the methods in [16,29] show relatively poor BER performance as they are developed based on SS concept and suffer from

residual correlation i.e. host signal interference (HSI) problem. Among the two SS methods, algorithm [29] shows better

BER performance at high standard deviation of noise, as this method removes partially HSI effect. The algorithm in [42]

and the proposed method offer comparable BER performance, while the latter offers little better due to the advantage of

spread transform concept. It is quite clear from the simulation results that BER performance for the proposed method against

AWGN is little inferior to that of QIM method but far better than SS methods.

We also study the robustness performance of all the above watermarking methods against amplitude scaling. Watermark

embedding strength for the algorithms are adjusted in such a way that PSNR values for the watermarked images are of the

order of 35 dB. Once again, we find that Li and Cox [19] method offers the best BER performance against the change in scaling

unlike other QIM methods that severely suffer from scaling operation. The relatively good performance of [19] method

against scaling operation is due to the combination of modified Watson method, soft decoding and rational dither modula-

tion. On the other hand [42] and the proposed one offer almost similar BER performance. At relatively high scale change, this

method offers little better performance compared to [42] due to image dependent modulation for watermarking. It is inter-

esting to note that even at scale factor 1, BER values for the extracted watermarks in [29,16] are fairly high i.e. BER perfor-

mance is poor. This is due to the fact as both the algorithms were originally developed for zero-rate i.e. single bit SS

watermarking and are modified here as high payload watermarking system for compatibility in performance comparison.

The mutual interference among the code patterns used i.e. the cross-correlation values are highly affected due to scaling

operation. This multiple bit interference effect causes inferior detection performance for both the system. Here also we

see that proposed algorithm shows almost similar performance like [19] method which is resilient to scaling and offers much

better BER performance compared to SS methods.

Table 3

Experimental results with StirMark 4.0 for the proposed, Kumsawat et al. [16], Li and Cox [19], Lin and Lin [22], Paquet et al. [31].

Name of attack I(W;W0) value

prop. algo.

I(W;W0) value Kumsawat

et al. [16]

(W;W0) value Li and

Cox [19]

I(W;W0) value Lin and

Lin [22]

I(W;W0) value Paquet

et al. [31]

Median filt. (9 � 9) 0.2114 0.1652 0.1758 0.1432 0.1104

Rotation-scaling

0.25

0.1244 0.0942 0.0834 0.0867 0.7562

Rotation-scaling

�0.25

0.1283 0.0864 0.1143 0.0832 0.1067

Rotation-cropping

0.25

0.1537 0.1032 0.1345 0.08976 0.1134

Rotation-cropping

�0.25

0.1427 0.0876 0.1956 0.1234 0.1456

Rotation (0.25) 0.1426 0.1245 0.1056 0.0789 0.1143

Rotation (5) 0.1224 0.1106 0.1056 0.0956 0.0967

Rotation (90) 0.1964 0.1256 0.1434 0.0425 0.0657

LATESTRNDDIST

(1)

0.0972 0.0663 0.0578 0.0385 0.0212

LATESTRNDDIST

(1.05)

0.0886 0.0131 0.0342 0.0213 0.0134

Remov-lines (10) 0.1864 0.1189 0.1056 0.0546 0.6321

Remov-lines (50) 0.1732 0.1023 0.0564 0.0234 0.0324

Remov-lines (70) 0.1715 0.1242 0.1564 0.0965 0.0732

Remov-lines (100) 0.1476 0.1127 0.1023 0.1232 0.1324

JPEG (80) 0.1657 0.1275 0.1734 0.0856 0.1423

JPEG (50) 0.1387 0.1056 0.1434 0.0345 0.0243

Cropping (50) 0.0424 0.0243 0.0123 0.0215 0.0134

Croppig (75) 0.2134 0.1689 0.0956 0.1125 0.1045

AFFINE (2) 0.1834 0.1489 0.0956 0.1145 0.1024

AFFINE (4) 0.1743 0.1345 0.1034 0.1235 0.1045

AFFINE (6) 0.1745 0.1287 0.1026 0.1015 0.1125

CONV (1) 0.1868 0.1349 0.1056 0.1023 0.1012
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Finally we study performance of this and the other methods against fading operation. The reason behind considering fad-

ing as a typical attack is due to the fact that in [17] the authors hypothesize that many common multimedia signal distor-

tions, including cropping, filtering, and perceptual coding, are not accurately modeled as narrow band interference. They

have argued that such signal modifications appear as fading like on the watermark. The widely used correlation receiver

for SS watermark detection is not effective in the presence of fading like attack [17,27]. In the context of collusion attack

on continuous media such as audio and video, the estimation of time varying weights become important which is analogous

to different gains in fading channels. Fading in the context of wireless mobile channel means unpredictable variation in re-

ceived signal strength due to vector sum of multiple copies of the same message signal received over variable path lengths

[14]. During recent times, watermarking finds typical application in error concealment for image and video transmission

through fading channel [28]. Transmission of watermarked data over radio mobile channel would retain watermark infor-

mation provided the watermarking method is robust against fading operation.

Simulation is done here by transmitting watermarked data in Rayleigh fading channel using MC (multicarrier)-CDMA

(code division multiple access) scheme [28]. Different values of signal-to-noise ratio (SNR) indicate the relative status of

the wireless channel. Fig. 11(a) shows BER performance along with comparison with other methods [16,19,29,3,7]. In [3],

a novel robust MC-CDMA based fingerprinting against time-varying collusion attack, which is similar to fading operation,

is proposed. The algorithm uses novel communication tool sets, namely, multicarrier approach for codeword generation

(Hadamard-Walsh codes are used), time varying channel response for colluder weight estimation and maximal ratio com-

bining (MRC) detector. Graphical results shown in Fig. 11(a) reveal the fact that proposed watermarking scheme offers im-

proved BER performance compared to all other methods except [3]. The slightly better performance of [3] is due to parallel

interference cancelation for the embedded messages and this performance improvement is achieved at the cost of much in-

creased computation cost for decoding �O(n2) (where ‘n’ is the number of embedded watermark bits). Proposed algorithm

offers almost similar BER performance but at much lower computation cost due to MC-spread spectrum flavor which is the

Fig. 9. BER performance against lossy (a) JPEG compression operation and (b) JPEG 2000 compression operation.

Fig. 10. BER as a function of (a) additive white Gaussian noise and (b) amplitude scaling.
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result of combination of spread transform technique and independencies among Hadamard coefficients. The relative poor

performance of other methods is due to the absence of diversity concept which in one form or other is a potential tool of

improved detection performance against fading channel (operation). Relative performance shown in Fig. 11(a) is also re-

flected by the visual quality of the extracted watermarks shown in Fig. 11(c)–(h). Fig. 11(b) shows one representative form

of the received watermarked image (using proposed watermarking scheme) transmitted through Rayleigh fading channel at

SNR 6 dB. It is expected that similar degraded watermarked images (using other watermarking methods) would be received

under the same channel state condition. The watermark images are extracted from the corresponding degraded water-

marked images and they are shown in Fig. 11(c)–(h), respectively. It is seen that although Cha and Jay Kuo [3] method offers

relatively better performance compared to proposed method against fading operation but the former shows worse perfor-

mance against valumetric scaling, additive noise, low quality lossy JPEG and JPEG 2000 compression operations compared to

the former.

6.2. Mathematical analysis for robustness improvement

The following two subsections show mathematically how DHT improves robustness compared to DCT or other multi-val-

ued kernels.

6.2.1. Robustness analysis for multivalued watermark

We will now show that I(W;W0) values for the extracted watermarks with respect to the original one are always high in

case of DHT domain implementation compared to DCT domain, after some signal processing operations (attacks) applied on

the watermarked signal. The mathematical form of I(W;W0) [10] can be written as

IðW;W 0Þ ¼ HðWÞ � HðW=W 0Þ; ð14Þ

where H(W) and H(W/W0) indicate entropy and conditional entropy, respectively. Let us assume that jth pixel value of the

decoded and the embedded watermarks are related as w0
j ¼ wj þ Dwj, where Dwj is the amount of change in jth pixel values.

We denote here wj(u) as jth transform coefficient of watermark, while wj(x) or simply wj represents jth pixel value of the

watermark image. We write entropy H(W/W0) in terms of conditional probabilities and joint probabilities [13,40] as follows:

HðW=W 0Þ ¼
X

i

X

j

p wi;w
0
j

� �

log
1

p wi=w
0
j

� � ðin absence of attackÞ; ð15Þ

¼
X

i

X

j

pðwi;Dw
0
jÞ log

1

pðwi=Dw
0
jÞ
ðin presence of attackÞ: ð16Þ

The conditional probabilities pðwi=w
0
jÞ or pðwi=Dw

0
jÞ can be obtained from the channel matrices as shown below:

pðw0
0=w0Þ pðw0

1=w0Þ . . . pðw0
M�1=w0Þ

pðw0
0=w1Þ pðw0

1=w1Þ . . . pðw0
M�1=w1Þ

.

.

.
.
.

.

pðw0
0=wM�1Þ pðw0

1=wM�1Þ . . . pðw0
M�1=wM�1Þ

0

B

B

B

B

@

1

C

C

C

C

A

ðin absence of attackÞ

Fig. 11. (a) BER performance comparison as variation with SNR values, (b) representative watermarked image received through fading channel at

SNR = 6 dB, (c)–(h) extracted watermarks for [3], proposed, [19,7,29,16].
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and

pðDw0
0=w0Þ pðDw0

1=w0Þ . . . pðDw0
M�1=w0Þ

pðDw0
0=w1Þ pðDw0

1=w1Þ . . . pðDw0
M�1=w1Þ

.

.

.
.
.

.

pðDw0
0=wM�1Þ pðDw0

1=wM�1Þ . . . pðDw0
M�1=wM�1Þ

0

B

B

B

B

@

1

C

C

C

C

A

ðin presence of attackÞ:

If there is no attack distortion i.e. no loss in watermark transform coefficient w(u), we can write for the watermark pixel val-

ues as w0
j ¼ wj irrespective of the choice of transform for decomposition of watermark signal. Thus all the elements of the

upper channel matrix will have either of the two values; pðw0
j=wiÞ ¼ pðwj=wiÞ ¼ 0 when j– i, otherwise ‘1’. The value of

H(W/W0) is ‘0’ (zero) and the value of I(W;W0) is equal to H(w) according to Eq. (14).

Let us assume that jth transform coefficient of watermark signal wj(u) is changed byDwj(u) due to some signal processing

operation. Under such situation, it is more appropriate to calculate the value of H(W/w0) using Eq. (16) and the conditional

probabilities from the last channel matrix (in presence of attack). According to Eq. (3), as the watermark pixel values are

changed by Dwj for all ‘‘i”, p(Dw0/wi) values of channel matrix are finite and non-zero for all ‘‘i” i.e. only a particular column

corresponding to Dw0
j of lower channel matrix will have finite and non-zero values. On the other hand, for similar situation

and in case of DCT (according to Eq. (4)), it is expected that most of the elements, if not all, of the channel matrix i.e. the

conditional probabilities p(Dwj/wi) for the lower channel matrix would be non-zero and finite for all combination of ‘‘i”

and ‘‘j”. So the value of H(W/W0) will be larger in case of DCT or other multivalued kernels compared to DHT. This in turn

shows, according to Eq. (14), that I(W;W0) value is higher for DHT domain embedding compared to DCT or any multivalued

kernel based embedding method.

6.2.2. Robustness analysis for binary watermark

The results of Eqs. (3) and (4) show that the effect of embedding process may be thought as analogous to M-ary pulse

amplitude modulation (PAM), where DHT domain embedding indicatesM = 2 value and higher values ofM indicate the same

operation for DCT or other multi-valued kernel based method.

The probability of error Pe, for more general case of M-PAM signaling [45], is expressed as:

Pe ¼
2ðM � 1Þ

M
Q

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

Nd
2
0=4r

2
x

q
� �

; ð17Þ

where ‘N’ indicates repetition of watermark (spreading factor s), r2
x is the variance for the change in pixel values of the host

image due to watermark embedding, ‘M0 is the number of levels in which the transform coefficients change due to embed-

ding. This mathematical expression shows that DHT domain embedding offers twofold benefits for detection improvement

compared to DCT. The first benefit is achieved due to ‘‘M” value, which is 2 for DHT and higher for DCT or multi-valued kernel

and leads to lower pe value for the former compared to later. The second benefit is achieved from the lower variance (r2
x ) of

DHT coefficients compared to DCT coefficients. This in turn shows that argument of ‘Q’-function in Eq. (17) is higher in case

of DHT domain embedding compared to DCT domain embedding and leads to lower pe value for the former compared to lat-

ter. This improvement in BER performance can also be shown in other way. The watermarking process can be analysed as

communication channel, where the watermark is the signal and the host image is the noise. The simplest communication

model is the additive white Gaussian noise (AWGN) channel that has the capacity C [10,50] defined by

C ¼
1

2
log2ð1þ S=NÞ ¼

1

2
log2 1þ

r2
w

r2
X

� �

; ð18Þ

where S and N are the signal (watermark) and noise (host) variances i.e. r2
w (watermark power) and r2

X (host signal power),

respectively. Since variance of DHT coefficients is lower compared to DCT coefficients, for the same data hiding capacity,

watermark power for DHT can be made much higher compared to watermark power in case of DCT. This higher watermark

power helps to achieve greater robustness for DHT domain embedding compared to DCT.

7. Conclusions

The paper describes a perceptually adaptive and robust watermarking in digital images. The use of HVS characteristics

and spread transform approach improves resiliency against various unintentional as well as deliberate attacks. The algo-

rithm shows superiority in terms of robustness similar to SS watermarking scheme and data imperceptibility like perceptual

based approaches. The use of fast Hadamard transformation not only reduces the computation cost due to its simplicity of

kernel but also improves robustness against platform independent lossy compression which is further improved by attack

adaptive negative modulation scheme. It is also shown that for a given embedding strength i.e. watermark power, Hadamard

domain embedding causes smaller change in image information that results low Watson distance and better robustness

compared to DCT and wavelet domain embedding. All these facts are duly verified by the standard bench marking software

accepted internationally.
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