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the nearest neighbor [18, 19] or minimum distance classifiers are used. As in still-to-still face
recognition, a popular way for video face classification is to form the face space using any
of the dimensionality reduction techniques [1, 2]. To avoid the curse of dimensionality the
image space is converted to face space and each gallery face frame is transformed to a face
point in the face space. In case of video the difference in information in two consecutive
frames in a video is small (except for the presence of a key frame), and hence the intra
personal variations are smooth. Due to this property the inter cluster distances of the face
points of different classes should be larger than the distances of intra class face points. Thus
the use of class specific thresholds for gallery face frames is appropriate in this context, and
it may result in increasing the speed of the recognition method.

Literature shows that both the still to still and video to video biometric authentication
methods [6, 7, 8] are similar in nature. Most of the video face recognition systems are based
on the closed set, the classical approach of verification where the test face always exists in
the client database. However, in a real life scenario the identification system may face a
situation where the query face image may not be present in the database, i.e. often referred
by the biometric researchers as the open set identification. In the current problem we are
interested in finding proper threshold values for the face classes which can be used for both
open and closed set identification.

As in the literature the threshold value is determined using receiver operating character-
istic (ROC) curve which in turn, is based on the different values of false acceptance rate
(FAR) and by false rejection rate (FRR) [8] discussed by Mansfield et al [9]. The point
on the ROC curve that satisfies the condition of the equal error rate (EER), when FAR
= FRR, is selected as the operating threshold for subsequent tests. Finding a good esti-
mate of FAR is not always possible, because in reality, a system can have extremely few
examples of genuine access and relatively few imposter accesses as found in the literature.
As a result user specific threshold selection is very unreliable to involve FAR and FRR.
Again the common practice is to use the global threshold for a system rather than using
user dependent versions of ROC. Another way of putting class specific priori threshold is
suggested by Padilha et al [10] for the video face sequences.

In the current problem we are interested in finding the threshold values using set estima-
tion method, for the facial classes of the gallery video frames. The set estimation method
has been tackled by several authors in literature [11, 12, 13, 14, 15]. The method of set
estimation is mainly used to find the pattern class and its multivalued shape/boundary
from its sample points in the two dimensional feature space <2 [11]. Some investigation on
estimation of α-shapes for point sets in <3 had been proposed by Edelsbrunner [12] later
Mandal [13, 14] extended the method to <m dimensions and found it very useful in devel-
oping a multivalued recognition systems. As one can get the shape or boundary of a given
set then that procedure of set estimation also generates the intuition for determination of
the class thresholds of the set. As a tool of set estimation, minimal spanning tree (MST) is
proposed to calculate threshold value [11]. In this paper we propose user specific threshold
for the video face sequence in a well known VidTIMIT database [17]. For the purpose of
reducing the dimensionality, we need to extract features by using any one of the subspace
methods. The feature extraction methods are explored here namely principal component
analysis (PCA) in frequency domain. The magnitude spectrum has several advantages in
case of video face recognition because of its shift invariant nature.

The paper is organized in five sections. After an introductory section, Section 2 deals
with the mathematical preliminaries of the set estimation method. Section 3 contains the
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threshold incorporated face classification using set estimation method. Section 4 contains
the proposed method of intra class threshold calculation for facial classes, Section 5 is for
verification and results analysis.

2. Mathematical Preliminaries for Threshold Selection

The intuition for the proposed threshold selection mechanism is provided in the next sub-
section. We assume that the feature extraction step has already been carried out either in
spatial or in the frequency (magnitude) domain using any subspace method.

2.1 Intuition for The Method

In each class of the video database we may have large number of frames containing smooth
changes, such as video frames of same person having different expressions with smooth
changes as temporal information. The images of the same person, giving the same expression
at different times, may differ even if the lighting and other peripheral conditions remain
invariant. This is due to the fact that, for the same expression, there may be different small
changes in muscle movements in face video. For example, movement of eye brows, different
locations of iris, twitching of nose, different muscle movements in cheeks and mouth portions
etc. Let us assume that we have n images corresponding to a particular expression P of a
particular person. Note that, for the same expression P, the corresponding set, intuitively,
is to be connected too since for two different chosen frames of the same expression, we must
be able to provide the intermediary frames of that expression (a path connecting the two
points is completely contained in the set.). If we represent an image of an expression of P by
a vector x0 then the set corresponding to the small variations in the same expression may be
assumed to be a disc of radius ε > 0 around x0 . The set corresponding to an expression of
the same person P may be taken as

⋃n
i=1

x ∈ <m : d(xi, x) ≤ ε where x1, x2, . . . , xn are the
n vectors corresponding to the given n images of the same expression for the same person
and the dimension of the vectors is assumed to be m . The set corresponding to the union
of all possible expressions of a person may also be taken as a connected set. The face class
of a person is nothing but the set of all possible expressions of that person.

2.2 Mathematical Formulation of Threshold

A general formulation of the face class, probably, would have the radius value depending on
the center of the disc. Here, that possibility is not considered because of the complicated
nature of the formulation. The radius value is taken to be independent of the the center of
the disc here. In the above formulation, as the number of face images of the same person
increases, we shall be obtaining more information regarding the face class, and hence the
radius value needs to be decreased. Thus the radius value needs to be a function of the
number of images. Usually one may want to ”estimate” a set on the basis of the given
finitely many points. Grenander has formulated the set estimation problem as the problem
of finding consistent estimate of a set [15].

Definition. Let X1,X2,. . . ,Xn be a sequence of independent and identically distributed
random vectors which follow some continuous distribution over the set α ⊆ <m , where
α is an unknown quantity. Let αn be an estimated set based upon the random vectors
X1,X2, . . . ,Xn. Then αn is said to be a consistent estimate of α , if Eα[µ(αn∆α)] → 0 as
n → ∞ , where ∆ denotes symmetric difference, µ is the Lebesgue measure and Eα denotes
the ”expectation” taken under α.

Result. Let X1,X2,. . . ,Xn be independent and identically random vectors, which follow
uniform distribution over α ⊆ <2 where α is unknown. Let α be such that cl(Int(α)) = α
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and µ(δα = 0) where δα denotes the boundary of α, cl denotes closure, and Int denotes the
interior. Let {εn} →0 be a sequence of positive numbers such that εn → ∞ and nε2

n → ∞
as n → ∞. Let

αn =

n
⋃

i=1

{x ∈ <2 : d(x,Xi) ≤ εn} (1)

where d denotes the Euclidean distance. Then αn be a consistent estimate of α.

Remarks. (i) The above result did not mention a way of finding . (ii) The intuition, which
was discussed earlier, is reflected in equation 1. (iii) There are several sequences of {εn}
which provide consistent estimate. Thus, one needs to choose the radius judiciously.

Murthy [11] developed a way of finding {εn} for points in two dimensional spaces. He
also generalized the method to any continuous density function on α, where α is a path
connected set. His method, its applications in different fields, and a few of its modifications
are well documented in literature [11, 12, 13, 14].

3. Threshold Incorporated Face Classification Using Set Estimation

Method

In the present problem, a dimensionality reduction method is implemented initially. It is
followed by the set estimation method. The estimated set is to be path connected and con-
nectivity is preserved by MST. There are several ways in which we can make the estimated
set connected. We shall describe a generic way of making the estimated set connected,
where only finite union of disks is considered.

Method. (a) Find minimal spanning tree (MST) of S = {X1,X2, . . . ,Xn} where the edge
weight is taken to be the Euclidean distance between two points. S is a finite set of points

(b) Take εn as maximum of the (n − 1) edge weights of MST.
(c) Take the estimate An as

An =

n
⋃

x∈S

{y : d(x, y) ≤ εn} (2)

εn is not dependent on the dimension m.

The reason behind choosing the above is given here. Note that, if we take as maximum
of the (n-1) edge weights, An would be path connected. Note also that, in order to have
the connectivity of the graph, εn is to be at least the maximum of (n-1) edge weights.

To establish the usefulness of the above method in face classification problem, several
face images for the same human being are considered. The number of classes is same as the
number of human beings. Let us consider M human beings and for each human being we
have N face images of same size and same background. If we represent an image by a vector
x, then we are considering all possible such vectors corresponding to a human being. Let
us represent such a set by α . This set denotes the face class of that human being. Only a
few points of α like the different expressions of a face are known to us. Initially we apply
one of the feature extraction methods described earlier to reduce the number of dimensions
for m. Thus every face now is an m dimensional vector. For every one of M human beings,
we have N number of such m dimensional vectors.
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3.1 Local Threshold Based Recognition Method

We assume that we have M classes, each class denoting a human being. Each class consists
of N vectors of m dimensions. Here for each class we calculate MST of the respective
N vectors and find its maximal edge weight. Let us denote the maximal edge weight of
the MST of the ith class by ξi for any m dimensional vector x in the following way. The
recognition method is described as:

1. The total number of given vectors is MN. For each class i, find the minimum distance
of x with all the N points in the class. Let the minimal distance be ρi

2. If there exists an i such that ρi ≤ ξi then put x in the ith class.

3. If there does not exist any i such that ρi ≤ ξi then the given image does not fall in
any one of the given face classes.

Fig. 1: Explanation for ξ1, ξ2 and classification.

The process of applying local thresholds is depicted in Fig. 1 where black discs denote
points in training set from class 1. Black discs with holes denote points in training set from
class 2. ξ1 is the maximal edge weight of 4 edges of MST of 5 points in class 1. ξ2 is the
maximal edge weight of 4 edges of MST of 5 points in class 2. The point with rings is the
point to be classified. Its nearest neighbor is at a distance ρ1 from class 1, where ρ1 ≤ ξ1 .
Note that the nearest neighbor of that point from class 2 is at a distance ρ2 from it, where
ρ2 > ρ1 and ρ2 > ξ2 . Thus, that point will be classified to class 1.

4. Experimental Design and Result Analysis on Video Face Database

4.1 Video Face Dataset Description

The proposed method of threshold based classification has been used for face recognition and
tested over the VidTIMIT dataset [17] was created for both audio and video applications.
The recorded dataset allows for changes in the hair style, clothing and mood. Additionally,
the zoom factor of the camera was randomly perturbed after each recording. The creators
of the data set considered 43 volunteers (19 female and 24 male). For each volunteer, a
folder is created. Thus there are 43 folders. Each folder has an audio part and a video
part. Each such video has minimum two subfolders and maximum eight sub folders. But
each such video has two subfolders common to all of them. They are ‘head’ and ‘sa1’. The
‘head’ folder does not have any speech component in it. It has frames containing movement
of head to the left, right, back to the center, up, then down and finally returns to center.
Except head movement, there is no change in the appearance of the volunteer in the ‘head’
folder. The ‘sa1’ folder contains the frontal face frames with mouth and eye movements
of a volunteer. From the whole dataset only the ’head’ folders and ’sa1’ folders for each
person are selected. The other sub-folders are not considered since they are not available for
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each person. All the video frames have single person with same background. No tracking
method is applied. Before inputting the frame gallery and probe frames the face portions
are manually cropped to dimension 64X64 for each of 43 classes and all the color frames are
converted to gray. To form the face space from the image space we have used the simple
principal component analysis (PCA) on magnitude in Fourier domain. PCA with nearest
neighbor classifier is compared with the proposed class specific threshold based classifier
method.

Fig. 2: Selected face frames of a subject in VidTIMIT database: ‘head’ folder (up) and ‘sa1’ folder (below).

4.2 Formation of Frequency Domain Magnitude Face Space

The face image data is typically represented in a very high dimensional space hence the
dimension needs to be reduced. Several techniques have been proposed in the literature
as PCA (principal component analysis), LDA (linear discriminant analysis), kernel PCA
etc. These methods are widely applied on spatial domain. The concept of applying these
methods for the still images in frequency domain is discussed [16].

For PCA application in frequency domain, required reduced dimension of the face space
can be achieved by the highest m eigenvalues of the eigenproblem given by

Sfwf = λfwf (3)

where λf is the eigen value and wf is the corresponding eigenvector and the covariance
matrix is Sf in the Fourier domain. The eigenvalue problem in Fourier space is given by

Sf =
1

n

n
∑

i=1

F (xi − µ)F (xi − µ)′ (4)

where F is two dimensional Fourier transform. xi is the ith face frame, µ is the mean of
face frames, and n is the total number of face frames in the gallery.

If the faces in gallery videos are shifted due to the head movement etc, that shift will
translate into a linear phase change in frequency domain but that will not effect on the
magnitude. In case of videos these kind of shift can occur very often. So the extracted
magnitude spectra in frequency domain makes the system robust and with less error. Among
the 43 subjects, we have taken first 20 subjects for this experiment. For each subject, 10
consecutive frames are chosen in the training set, and the next consecutive 200 frames of
each class are used as test set.

4.3 Threshold Based Close and Open Set Identification Method

The proposed method derives user specific thresholds. The probe and the gallery frames
are projected to the Fourier face space and from the gallery face point the user class specific
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Table 1: Formation of face space.

Database VidTIMIT Number of subjects Number of frames Reduced Dimension of face space
in video / subject in frequency domain

head folder 20 10 180
sa1 folder 20 10 180

Table 2: Comparison of proposed method with PCA and nearest neighbor and minimum distance classifier.

Database Folders Used PCA with Nearest PCA with Minimum Proposed Method with
Neighbor classifier Distance Classifier local threshold

head folder 91 % 92 % 95 %
sa1 folder 94 % 93.5 % 97 %

thresholds are derived by the proposed method discussed in Section 3. The face frame may
be put in more than one class according to the proposed formulation. In such a case, to
get unique classification, we used the nearest neighbor (NN) [18, 19] and minimum distance
classifier rule for all those classes to which the frame is classified. Nearest neighbor (NN)
classifier (parameter free classifier) and minimum distance classifier are used to compare
with the proposed method where the class specific threshold values are used for identifica-
tion. It is observed from Table 2 that the recognition rate with threshold performs better
than the non threshold based systems.

Test of significance: From Table 2, the proposed method is found to give better results
than the usual NN classifier. Additionally, we checked whether the performance of the
proposed method is significantly different from the other. We employed the z-test for the
equality of proportions. The test statistic is

a =
p1 − p2

√

p(1 − p)(( 1

n1
) + ( 1

n2
))

(5)

where p1 = x1

n1
, x1is the number of correctly classified images out of n1images using the

PCA NN classifier and p2 = x2

n2
, p = x1+x2

n1+n2
.

The observed value of a is 8.3. This observed value lies outside not only the 95 confidence
interval (-1.96, 1.96) but also the 99% confidence interval (-2.575, 2.575). Thus, we reject
the hypothesis that the two proportions are same.

Table 2 describes the close set identification used for the proposed method and the usual
PCA method. The ’head’ folder is used here. Both tables show that the threshold based-
PCA outperforms the PCA method and higher the number of frames used for PCA pro-
jection, higher the recognition rate achieved. The experiment is carried out in Frequency
domain.

4.4 Open Test Identification in Face Space

For Open test identification two separate face class sets are used to verify the utility of the
method formulated in Section 3. For any frame in the test set, one needs to decide whether
person in that frame belongs to the training set or outside it. Identification rate is defined
as

(the number of correct decisions) * 100/ (number of frames in the test set).
It is apparent from Table 3 that in case of NN classifier the faces not present in the training

set will be wrongly identified. The proposed threshold based system in this context performs
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Table 3: Open set identification results.

Training Dataset Test Dataset No. of training Identification rate Identification rate
frames per class Using NN classifier Using Class

specific thresholds

First 20 persons First 20 persons 10 (ordered) 0 98 %
from Head folder sa1 folder

Last 20 persons Last 20 persons 10 (unordered) 0 99 %
from Head folder sa1 folder

First 20 persons Last 20 persons 10 (ordered) 0 97 %
from sa1 folder Head folder

First 20 persons Last 20 persons 10 (unordered) 0 98 %
from sa1 folder from Head folder

First 20 persons Last 23 persons 10 (ordered) 0 98 %
from Head folder from Head folder

First 20 persons Last 23 persons 10 (ordered) 0 97 %
from Head folder from sa1 folder

more efficiently. The proposed method for any real life application proves its utility where
the test set can be any thing (face or non face).

The Data division is shown clearly in Table 3. The ordered frames are the 10 consecutive
frames chosen as training dataset. 10 frames with 25 frame gap are chosen as unordered set.
Next 30 frames of each class are used as test phase. 60% of the total number eigenvectors
with the highest eigenvalues are used for subspace projection.

5. Conclusions and Discussion

In this paper we emphasized on the video-to-video face verification because for the proposed
method the temporal information can easily be added. And the use of this temporal infor-
mation helps to calculate the threshold value using set estimation. The result shows that in
each case the proposed threshold PCA method outperforms the traditional PCA and with
less time complexity. In the system the magnitude spectra plays an important role in videos
as the facial movements are inherent nature of video face sequences. As an extension of
the whole process phase spectra can also be tested with the other dimensionality reduction
techniques like PCA-LDA, kernel PCA. The VidTIMIT dataset is designed on the near field
effects with only one person in on the scene and with same background. The far field exper-
iments can be applied with face tracker. We have probably taken the lowest possible such
value for the number of training points of each class for video training. It is expected that
the results can improve if the size of the training set is larger. For future work, one can try
the proposed method on other PCA based subspace methods like 2DPCA, KPCA, 2DLDA,
KLDA, modular PCA. The proposed threshold selection mechanism can be developed for
those schemes with suitable modifications. Probably, the proposed method can be extended
to other color spaces as well. For finding the MST of n points using Kruskal’s method, the
complexity is O(n2 log n). The complexity of the classifier to be used (in our method it is
the Nearest Neighbor classifier) is to be added to the complexity of MST calculation for
obtaining the complexity of the complete classification system.
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