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A BST RACT

Presenting a general procedure of eliciting a tandomized response (RR ) 

from selected persons in order to estimate the total of a sensitive variable related 

to a finite survey population, we consider two estimators along with variance 

estimators treating the case of sampling with probabilities proportional to 

(known) size measures (PPS) with replacement (W R ), drawing analogies with 

multi-stage sampling and note their relative efficacies.

1. IN T RODU CT IO N

Let the values Y of a sensitive variable v, defined on a finite survey

population I = (1 ........ i........  N) of N identifiable and labelled person? be

supposedly unavailable through a direct response (D R ) survev when one intends 
N

to estimate Y =  E Y: on choosing a sample s from I with a probability p(s) 
i =  l

According to a design p. Instead, let a randomized response (R R ) R; be available 

tn independent manners from the respective persons i, on request if sampled, in 

such a way that their expectations, variances, covariances (E R, VR , CR) 

respectively satisfy Er (R|) =  Y ; , V R(R j) =  a;Y? + 0iYi + flj =  V2 (say).



CR(R j,R j) =  0, for i ^  j  such that q 1(> 0 ) . J t. 0% an- known for every i =  1.....N.

for example, a sampled person labelled i may be requested to choose 

independently at random two tickets numbered a (> 0 )  and bk out of two boxes, 

presented by the investigator, respectively containing the tickets numbered ( 1)

* A p  ..., A m w ith mean A and variance <r2 and B j .......  B T w ith mean B and

variance p-g and report R R  as Z, =■ ajYj + bk leading to  E R (Z ,) =  A Y j + B 

giving ^  =  (Z , - B )/A  w ith E r (R ,)  =  Y ,, V r (R ,) =  (<r2Y 2 + «x|)/(A )2 for each 

i. In the general case it follows tha t we have ER (E 2) =  V 2 where

E2 =  (« , R 2 + 0. R. + <?,)/( 1 + a ,)

which is thus an unbiased estim ator for V 2 . Suppose th a t normed size-ineasmes
N 1 

Pj(0 <  P-, <  1, E  P| =  1) are ava ilab le  for the  in d iv id u a ls  i =  1, __  N and a

P P S W R  sample s is taken in n draws. Two estim ators for V based on R  =  (ftj 

, Rj R n ) from such a sample are considered in the next section along with 

their unbiased variance estimators followed by a discussion of their uses in 

section 3.

2. E S T IM A T O R S  F O R  T O T A L  A N D  V A R IA N C E  E S T IM A T O R S  

M ethod I. Each time a  person is selected in the n draws an independent 

R| is obtained and the estimator for Y is taken as

ei  =  5 k| j  f t  giving ER (ex) =  i  ^  ^

say and

E (ei )  =  EpE R(e1) =  Ep( t 1) =  Y  (-.>.1)

w riting y^Cr^, p k) as the value of y (R R , normed size-measure) for the person 

selected on the kth draw, E (E p ) as over-all (design) expectation so th a t ej >= 

unbiased (random ization and design-based) for Y .

W rit in g  V (V p) as the over-all (design) variance operator and d2 for 

V r (R|) ^  k th  draw yields i, the variance of ex may be taken as

V (ei )  -  E PE Ft(el  - Y )2 =  EpE R[(e i - t x) + ( t j  - Y )]2



= EpVR(et ) + Vp<«,) = l .P( 1, ‘-5 ) + Vc(| f  j £ )  (.' >>
M 1 I', 1

It is easy to  check tli a l Kp Kw( r , i  V (r j i where

v -  1 P- ('*■ 1 r*
1 n ( n  • 1) Y  \Pi

Tbus u j may be taken k* an unbiased estim ator for V (e j). I he results (2.1) • 

(2.3) parallel the corresponding re»ult» Riven by Kaj (1968) in multi-sWifti; 

sampling where the prim ary sam pling  units ( I ’ S l  ) are chosen by I ' l ’S U  li 

Brtbod, each time a P S t ’ is drawn it is independently sub-sampled in subsequent 

stages and sam pling in subsequent stages is so implemented that independent 

unbiased estimators Y  . say. for PSU to ta ls Y, are available.

Method II. A practical lim ita tion  of Method I is that a person repeatedly 

sampled may refuse to  im plem ent the random ization experiment more than once. 

Similarly, it may be infeasible and it is expensive to independently sub-sample a 

Aosen PSU more than  once in case o f multi-stage sampling. A cost-cffective and 

Practicable but less efficient alternative m ay be to employ instead the following 

°timator e2 which requires only one R R  from each sampled person, namely.

, N R
e2 =  A . ^  p-' fj,. "  here fsi =  frequency of i in » . 

i =  1 *i

Tken, E R (e2) =  £ fc X ' fs, =  t2 (say).

E (e2) — E pE R (e2) — E p( t2) — Y

the variance of e2 is

V (e2) =  E pER (e2 - Y )2 =  E pV R(e2) + Vp( t2)

=  Ep( \  S  y  fs2i )  + V p (t2) =  X  |  ^  [nPj( l  - Pi) + n2P2 
X n 1 P: ' n 1 P:



M V '2
» 1 /  t-> i V ^ \  —  1 (  V' » i. 1 v* * 4 . H 1 V’ \.’ 2

+ n ^ - p - ~ Y ) - n l i 1' T S 7 _ '  ) + n -  T5- + t t  -  '  i

=  V (e l )  + TT - V ? (2-t)

Then.

2
=  ___!___ r  ( !1' _  ,, V  fs + 1 v  J  fs

n(n-l) ] V 2) 1 n T f>‘ 1

may be taken as an unbiased estim ator for V (e2) because

. N / Y 2 + V 2 .

e ( , 2) =  e pe r ( , 2) =  ^  [Ep s

N V 2s
-  n E pE R (e2)] + 1 E p ( S  fs, -pi)

=  ( ^ 1) '  E S ~ y 2 +  E T p I "  V ( C 2 ) 1+  e v ?

=  [(n- l)V (e j) -  (n-1) S V 2] + £ V 2 = V ( f-2) .

The estim ator e2 and v2 were earlier mentioned briefly by Chaudhuri (19 8 /) and 

C haudhuri and Mukerjee (1988).

3. A  THEORECT1CAL JUSTIFICATION  F O R  M ETH OD II.

Adhikary , Chaudhuri and V ijayan (1984) and Chaudhuri (1987) am ong  

others investigated optim al strategies for estim ating Y  using suitably gathered 

R R  relating to  sensitive variables. In developing theoretical results they

postulated super-population models concerning Y  =  (Y ^ ......... Y j .........  Y'N).

perm itted non-linear functions o f R  =  (R j ,  ..., R ;, R N) based on R|, i € s as 

estimators for Y  and frequently utilized technical analyses employed by 

Godam be and Joshi (1965) and Godambe and Thom pson (1977) and while so 

doing required th a t the operators E p and E R should com m ute in the sense that, 

for an estim ator e =  e (s ,R ) for Y  based on R  but free of Rj for j 0 s it is 

necessary to  have (i) E pE R(e) =  E REp(e) and (ii) E pE R(e - Y )2 =  E R E p(e - Y ) 2. 

Several op tim a l strategies derived by them relate to  classes of strategies which 

are required to  satisfy this “com m utativ ity property” . W e shall see below that 

the M ethod II satisfies “com m utativ ity” while Method 1 does not. W e note tha t



E p(ei)  =  E R; and so E ^ p ^ )  =  ER ( E R , j  =  V =  £(6 !.! =  E p E R(ex)

but

E R E p(ei - Y ) 2 =  E RE p[(e i - R ) + (R  - Y)]2 =  ERV p(e i ) + V r (R )

w N R  ,
- E —  — R  
11 V T Pi

+ E V 2 =  i  ^  -  v i n

Y 12) + n s-pi + (i -±)ey2

=  V (* l)  + ^  SV2 #  V (ex) =  E pE R (e i -  Y 'r  (3.1)

and hence the ‘non-com m utativ ity ’. O n  the other hand , E D(e3) =  ER: giving 
N

ER Ep(e2) =  E r ( E R|) =  Y  =  E(e2) =  EpE R(e2) and also,

E R E p(e2 - Y ) 2 =  E REp[(e2 - R ) + (R  - Y)]2 =  E R Y p(e2) + Y R(K )

=  E c i E ^ < n Pi( l - Pi) } - i  ? E  5 j n PjPj + E V 2

=  i  E r ( ?  ^  -  E R 2 -  ? E .  R jR j)  + ?  V?

y2  y2

= ifE fri + E-fTi - E Y ? - E V 2 -EE Y:Y:) + E V2 
n V; Pi ; Pi ; ' j < i ^ j  ' i)  i i

Y 2 y2

=  5 ( S  p f -  Y 2) + i  E p i + (1 - i )  E V 2 =  V (e2) =  E pE R(e2 -  Y )2

and hence the  “com m uta tiv ity ” . Consequently, the strategy I of employing 

"P P S W R  sam pling  and e ^ ’ is not adm itted  as a com petitor w ith in  the class of 

strategies wherein optim al ones are sought by A dh ikary  et al (1984) and 

Chaudhuri (1987) dem anding “com m u ta tiv ity ” for every member o f the class 

while the S trategy II of “P P S W R  sam pling and e2” is adm itted  w ith in  it. Hence 

a theoretical use o f the inefficient (relative to Method I) M ethod 11 which was 

noted in Section 2 above to have its practical advantage over M ethod I.

R em ark  I. If  optim al strategies are investigated in multi-stage sampling 

and if a sim ilar “com m u ta tiv ity ” among operators E x and E L o f expectations in 

the first and later stages of sampling is required o f a class o f strategies within 

which o p tim a l ones are to be sought then the one due to R a j (1968) mentioned



in Section 2 has also to  be similarly discarded and a modification as in Method II 

should be helpfu l.

Rem ark  II. W riting  \ L for the variance operator for later staees of

sam pling an im po rtan t well-known advantage of Raj (196$) strategy is that in

variance estim ation  no estimator for V l ( Y j) =  VVj, say, is required just as for

Method I, u, does not contain anv 'unbiased estim ator’ term for V? . But for
i

Method II, in i/2 there is a term involving E? subject to E R (E ^) =  V? . Similar 

will be a requirem ent of a term like W j subject to  EL(W j) =  VVj in an analogous 

m odification o f Method II and that will be an insurmountable problem in the 

context o f multi-stage sampling if sampling, for example, a t any of the later 

stages is ‘system atic’ w ith a single start. But in the context of R R  survey this 

causes no problem so long as the R R  procedure is followed in the manner 

described above in Section 1 adm itting  E^ with ER (E ? ) =  V? .

Rem ark III. It may be easily checked (details om itted  to save space) that 

the ‘co m m u ta tiv ity ’ property referred to above is satisfied for the strategies 

derived from the well-known ones due to  Horvitz and Thompson (1952) and 

Rao , Hartley and Cochran (1962) among many others on replacing Y j in the 

latter by Rj , where for each sampled individual only one R R  is required. It  is 

possible, though we are as yet unable to prove so, tha t the only reason 

responsible for ‘non-com m utativ ity ’ is “repeated” procurement o f independent. 

R R ’s from indiv iduals repeatedly sampled.
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