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EFFICIENT ESTIMATION WITH M A N Y  
NUISANCE PARAM ETERS

(Part II)

By J. BHANJA and J. K. GHOSH
Indian Statistical Institute

SU M M ARY. In  Part II, we shall construct an efficient estimate for the fixed set-up 
Neyman-Scott model where the nuisance parameters are unknown constants. This part 
also contains two special cases where we have orthogonality o f  6 and G(Gn) or partial 
likelihood factorisation o f  / .  A summary o f  the main results appear in the Introduction 
to Part I.

4*. F ixed  set-up

In this section, we shall state the analogues of Lemma 3.1, Theorem 
3.2 and Theorem 3.3 in the fixed set-up. However, we apply a random 
permutation n  to the original sample (X 1; X 2, ..., X n) and base the analysis 
on (X ^ ,  X n(2), ..., Xm,^). Let sn denote the group of all permutations 
of {1,2, and P n denote the probability distribution of II. Later we
shall make an appropriate choice of P n for the asymptotically efficient 
estimate so that the empirical distribution functions (or the empirical 
probability measures) of £n(i)’s based on odd and even indices will be close 
to each other.

Let us start with the following definitions.
Definition 4.1. Let (Y, y), (Z, 2£) be measurable spaces. For any 

n 1, 2-valued statistic Vn on (Y, y ) n and probability measure P n 
on sn, call the statistic sending (yv y2, y n) to Vn{yna), ym2), ...,ymn)) 
the randomisation of the statistic V„ corresponding to P n and denote it
by v*n(Pn).

In practice, we shall take (Y, y )  to be (S, &) or (E, (3)), Z  to be 0, 
£  or 0X.S and SC to be &{Z).
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Definition 4.2. Let (Y, p) and $ be as considered in Definition 2.1. For 
any n >  1, estimate Vn of Gn) in Model I G0) in Model II) and pro
bability measure P n on sn we shall call the 7-valucd statistic V*n(Pn) as defined 
in Definition 4.1 a randomised estimate of </>{0o, Gn) in Model I  (0(<9O> ^o) 
Model II).

As a special case of the above definition, we can define the notions of 
randomised estimates of 0O> Gn or (60, Gn) in Model I (<90, G0 or (0O> G0) in 
Model II) (cf Definition 2.1).

Note that (1) non-randomised estimates are special cases of randomised 
estimates. Also for any n ^  1, Z-valued statistic Vn on (8 , S)n and proba
bility measure Pn on sn, the following hold

( =  J ( f?xPV « ( J ({ ^ e^ })dP>) -  (4J)

for all A  in 60 in © and ^ „ in S* and

r*e0,Go({V*n(Pn) e A}) =  P i 'Go({Vn eA}) ... (4.2)

for all A  in SC, 60 in 0  and G0 in

(2) In view of relations (4.1)—(4.2), there are extensions of Definitions
2.1—2.4 for randomised estimates and in view of observation (1), for any 
property P  defined in Definitions 2.1—2.4 and statistic V n, P  holds for F n 
if and only if it holds for all possible randomisation F*(P j’s of it, both in 
Model I and Model II.

(3) As in observation (2), the notion of efficiency (I) ((II)) has obvious 
extensions for randomised estimates and one can easily prove that in the 
extended sense, regularity (I) implies regularity (II). So the problem o f 
efficiency (I) reduces to finding a randomised estimate which is efficient (II) 
and regular (I).

For the remaining part of this section, we shall need the following 
Model I-analogue of assumption (Bl).

(Cl) (a) There is a uniformly yVconsistent (I) estimate Un of 60 (vide
Definition 2.2) and (b) there is a uniformly consistent (I) estimate Gn of On 
(vide Definition 2 .1). ~



Convention 1 : For any n ^  1, let PJJ denote the uniform distribution 
over sn. From now on we shall use the shorthand notation V* for (P»). 
Let ^  be a kernel. Our goal is to solve the following randomisation of equa
tion (3.1).

ir (X*, n, (&)*)+-+=■ s MX*, 0, (G°S) =  0 ... (3.1)’
» odd i evm

where {G°)* and (G„)* are obtained from Gn using (11) of Section 2 and Defini
tion 4.1 with P„ =  PjJ. is defined in analogy with Tn(ft) by replaoing
(3.1) and Un by (3.1)* and U*n, respectively in Definition 3.1. Clearly T'n(ijf) 

equals (T n{ f ))*. Note that
(4) Theorems 3.2—3.3 and relation (4.2) together imply that Z'n is 

efficient (II) under assumptions (B l)—(B3 ) and T*(ifr) is efficient (II) under 
assumptions (Bl), (B2) and (B3s).

In view of observations (1)—(4), it remains to show that Z'n and T'J r̂) 
are regular (I). Naturally, we shall prove an analogue of Lemma 3.1 when 
we have Model I instead of Model II and randomised estimates. Before stating 
the required lemma we need two more auxiliary results namely the folowing 
proposition and Lemma 4.1(t).

Proposition 4.1. Let G(l and be empirical distributions of £i’s based

on odd and even numbered observations (vide (II) of Section 2, of course they are 
not observable since £i’s are unknown constants). For any e >  0 

sup P%{d((G°)\ (G*)*) >  e})-> O asn->co

ivTiere d denotes the Prohorov metric on SI as defined in (10) of Section 2.
The proof is given in Appendix C.
Corollary 4.1.1. There is a sequence {e°n}n ̂  j d e c r e a s i n g  to zero such that 

sup P un({d{(G°)*, (Gf)*) >  <})-> 0 as n->  oo.
*>Sn — —"i i-S, n

Proof. The result follows trivially from the proposition.
In view of the corollary it is natural to consider for any n >  1 and e >  0

: « ,  Of) .< e} -  (4‘3)
Fix any sequence {en}n ^ i deoreasing to zero. Let 0O e 0. Let 

{im}1 6 i ^ , o i b e  a triangular array of elements in S such that

{ U . s i s » ^ . W  -  (4'4)



Corollary 4.1.1 leads to an analysis of the following triangular array ver
sion of Model 1 .

Model I(t). Let {X n iji^ jS „jn ? ib e a  triangular array of rowwise indep
endent random variables with X nt following the distribution P^ , where

dQe© and the triangular array {£ni}i »s n,« 2= i satisfies (4.4).

Convention 2 : Let (Y , '#) and (Z, S£) be as considered in Definition 4.1. 
Let {yni}i ^ ^  n 551 be a triangular array of elements in Y. For any n ^  1 
and Z-valued statistic Vn on (Y, y ) n, we shall denote F„({?/Wi}i<j,• ̂ n) by F„,„.

The above convention suggests obvious Model I(t)-analogue of equation
(3.1) which we shall denote by (3.1)(t).

(5) As in observation (2 ), Definitions 2 .1 —2.4 have obvious Model I(t)- 
analogues, and for any property P  defined in Definitions 2 .1 —2.4 and statistic 
V„, Vn satisfies P(I) only if V„in satisfies P(I(t)).

Let tjf be a kernel. Fix 60 in 0  and {£ni}i« i s  #,nsi satisfying relation (4.4). 
The following is the Model I(t)-analogue of relation (3.2)

Dnin (6) : =  ~  i S { f{X ni,d, GZn)-4r(X ni, 60, Gn>n)
i odd

-\-(d—60) J 60, Gntn)f'(., 60i Gn,r>)dfi(.))

+  6, G%n)—i/r(Xni, 60, Gn n)
i even

+ (0-<?o) J f U  {0* e0, o n,nW{-)} • • • (4-5>
for all 6 in 0 .

In order to state Lemma 4.1(t) we need new conditions in which G0 has 
to be replaced by G% n and then Gn,n in the conditions (i)—(v) and
U(i)—TJ(vi) of Section 3. The exact conditions to be referred to as (i)*—(v)f 
and U(i){—U(vi){ which are somewhat artificial, are given in Appendix C. 
However Lemma 4.1(t) is only an auxiliary result needed to prove our main 
result, namely Lemma 4.1(IV), the assumptions for which are only slightly 
stronger than those of Lemma 3.1(IV), vide observation (6) preceeding 
Lemma 4.1.

Lemma 4.1(t). Assume (Cl)(b). Fix any sequence {en}n a 1 decreasing to 
?.ero. Fix 60 in 0  and {£n<}i =s i n ,  n 2= 1 satisfying (4.4). Let i]r be kernel. Let



Dn n be as defined by relation (4.5). Also, whenever it makes sense, let Tn,n('ft) 
be the estimate defined through Definition 3.1 and Convention 2. We can con
clude the following.

(I) I f  conditions (iy—(iiiy hold, then for all c >  0 and e >  0 .

sup ( U P  ) ({| Dni1l{6) | >  e})-> 0 as » - »  oo.
{0:|0-0ol<c/x/«> \<-i *••*■*/

(II) I f  conditions (i)1—(ivy hold, then

A) for any sequence {cn}n 3  1 increasing to infinity  ̂ II P e^ ^  j ({There

is a solution of (3.1)((?) lying in (6^—cJ^/n, d0-\-cJ\/n)}) 1 as w~> 00 and

(B) under assumption (01) (a), T nn(r]r) is a \/n-consistent solution (I(t)) 
of (3.1 )(t).

(III) I f  condition (iy~(vy hold, then

(A) for any c >  0 an e >  0,

( ( { {9 :I«-»7 s ^ > |5” (9)I > e ! ^ °  < w c 0
and

(B) under assumption (Cl)(a),

! ( i  .̂C- ) M T nM - 0 o) < x})—<t>(xjV(Q0, Gn,n, f)) -> o
1

as n—> co
where V is the positive real-valued function defined in (9) of Section 2 .

(IV) As in Lemma 3.1 (IV), for any conclusion C among (I)—(III), let 
UC denote the conclusion that C holds uniformly with respect to 60 in compact 
subsets of 0  and ^ jSnilj i  satisfying (4.4). Then, U(I), U(II) and 
V(III)(A) hold if the relevant conditions among U(iy—U(v)1 hold whereas 
U(III)(B) holds if U(iy-V(vi)t hold.

We ca n  prove this b y  an e a s y  modification of the proof of L e m m a  3.1.

Let us now consider the original set-up, namely Model I with randomised 
estimates.

For a n y  n >  1 an d  in 3 ”, define
An({£*}i< i^n) =  {ft e sn : » e &n(en)}> (4-6)

where the sequence {e“} B3sl is defined in Corollary 4.1.1.



Let ^  be a kernel. Fix 0Q in 0  and {£„}„ 3 1 in H®. Consider the following 
analogue of (4.5) in the present context.

K { 6) : =  j -  _£ M X l  0, & * ) • ) - f (X \ , 0O, GJ
i odd

+  ( 0 - e o) J f ( . ,  00, <?.)/' (-, 00. On) d/I (.)}

+  ^  I  {f{X ie ,{Q O n) * ) ~ f { X l d 0,Q n)
i  even

+  {8- d 0) j1 f  (., eQ, On) f  (., 0O> Gn)d{i(.)} (4-7)
for all 0 in 0 .

Consider the following conditions uniformly with respect to n in

(i)* (a) lim limsup 
6->d0 n-* co

dfi(-) = 'o

where s9 denote the kernel defined by relation (2 .2 ), and

(b)
r {f% ,e0, G ) - f ' ( . ,e 0,G n)} 
J tt a a. \f ( ;  0̂> @n) e-(SS)*or(§f5)*

d/i(.)—> 0 as w-»oo.

(ii)* (a) There is 80 >  0 such that

limaup sup j- Q, 0O, G)d/i{.)
n-+ oo (6,G')eB({0o,G),9o) 0-{Q°)*or(ai)*

<  oo

and
(b) limsup sup j1 {f(., 0, G')—f( ., 0o,G)}Hn(.)

n - f  oo {0,G')e B{{Oa,G),eo) 0»(O^)or(O®)

(iii)* Assumption (Cl)(b) holds with a choice of Gn so that

=  0

limsup |_ pup 
n -► oo {0 : 10—-0O| <  cj^ n ]

( £  P« o .e i )^ l  <?')/(•, W (-)|  > e } ) ]= 0

where (fit, G') =  ((G°)*, (<%)*), ((&«)*, 0 n), ((GEn)*, (G°)*) or ((G%)*, GJ.

(iv)* (a) There S0 >  0 and n0 >  1 such that for all n >  n0, a: in S and G 
in J3((?n, 60),

ilr(x,.,G)eC(B(0o,So))

(b) limsup [f f 2{., 0O, Gn)f(., 0O, Gn) <  oo
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(This condition follows from (ii)* (a) but is given aeparately for ease in later 
references.)
and (c) lira inf | J f ( „  dQ, Gn)f'(„ d0> Gn)dfi(.)\ >  0.

(v)* There is 80 >  0 and A(„ &0, Gn) e £*(/(., 0O, Gn)) auch that 

\ f{ .,& ,G )~ir(.,e ,G ) ( < | d '-e \ A ( . ,e 0,G n)

for all 0, 6 ’ in £(0O, SQ) and G in B(Gn, d0)

Analoguous to the formulation of the conditions U(i)—U(v) on the basis 
of the conditions (i) to (v) in Section 3, we formulate the condiions U(i)* — 
U(v)*. An additional condition XJ(vi)* is given below.

U(vi)* (a) There is $0 >  0 such that 

limsup sup f ( f f\.,0,G)f(., 0,G)dfi(.)\lJ(d,G,ft)]-> °
n~* oo > jf}» -> .  oo ($ ,G )e  B ( (0 0>G „ ) ,  <S0) L >  -K )

as K -*c o

and (b) (0, G)-> J(0, G, f )  ia continuous, where J denote the non-negative 
real-valued function defined in (8) of Section 2 which is positive y p 
this condition.
Note that

(6) Any condition among U(ii)*-U(vi)* is equivalent to the oorrespon 
ing condition among U(ii) -U (vi) of Section 3 whereas U(i)* is a stronger v 
of condition U(i) of Section 3 with U(i)* (a) equivalent to it.

The following is the required analogue of Lemma 3.1. ^  ^
Lemma 4.1. Assume (01) (b). Fix 0O »» ® an^ 3=1 “

a kernel. Let D ‘n be as defined in relation (4.7). Also, whenever it
let T'n(i/r) be the estimate defined in Convention 1. We can draw e /
conclusions.

(I) I f  conditions (i)*—(Hi)* hold then for all c >  0 and e >

I n Pg
{0: |0-0„|<c/Vw} <=1

(II) I f  conditins (*)*-(*«)* 71013 then
(̂ 4) for any sequence { c j » ? i  increasing to infinity

( n P 6q ^  ({There is a solution of (B.iriyir^ in (0o~cJVn, d0+ c j V ^ ) } ^ 1



and (B) under assumption (£71)(a), T ^ r) is a randomised i/n-consistent 
solution (I) of (3.1)*.

{Ill) I f  conditions (i)*—(v)* hold then
(4) for any c >  0 and e >  0

( n  .P . ) ( {  swp |2);(0)| > e } ) - * ( > < » » - * 0 0
V < = 1 0 ,  » /  \ \ 0 -e 0\ ^ cl^ n ) } '

and (B ) under assumption ((71) (a)

«*p|( n  P e . )  ( { y /n ( T M ) - 60) <  x})-<t>(xlV{d0,G n,f)) ->0
X e R  1 '  i = i  V  —

as n—>oo where V denote the positive real-valued function defined in (9) of Section 2.
(IV) As in Lemma 3.1 {IV), for any conclusion C among (I)— {III),

UG denote the conclusion that G holds uniformly with respect to {60, {£n}n̂ i) 
compact subsets o /0 x S ” . Then U(I), U(II) and TJ(I11) (A) holds if the relevant 
conditions among U{i)*— U(v)* hold whereas U(III)(B) holds if conditions 
TJ(i)*-U{vi)* hold.

Proof. Observe that for all n >  1 ,d({G°)*, (G%)*) <  e® if and only if 
{ £ } * « » « «  n(e°) (vide relation (4.3)) so that Corollary 4.1.1 can be restated aa 

sup [1—P “(/?n({^ }i«i6»))]-> 0 as n->co ■■■ (4-8)
{ & } l s S i * « e E ”

where /?n’s are as defined in relation (4.6).
We shall now prove part (I) of the lemma and then indicate a proof of 

part U(I) of it. The other parts can be proved similary.
For this purpose note that conditions (i)*—(iii)* imply that for any d0 in®, 

{£«}« ̂  i  in S00 and sequence of permutations {7Tn}n5Jl with nn in Pn({ii}i î^n)> 
conditions (i)*—(iii)* with en — e® hold at the point d0 in 0  and triangular 
array {£„n(j)}i which statisfi.es (4.4) by the choice of 77̂ ’s. Hence by
part (I) of Lemma 4.1(t) for any c >  0 and e >  0

sup sup
»  *  Pn ( { 5 i } l  S  » )  ( 0 ; I® — 0 o ]  <(>lyjn}

( n  Pe0ti{) ({D'AO) I >e| n =  77}) -> 0 as w->oo. ... (4.9) 

Let A n =  S». For any a in A n and n in /?„ (a), let

f n{n, a) : =  sup ( n  P , ) ({|Z);(0) | >  e| n =  it}).
{6 : I 0—0OI < e/\n} '<=1 <

By (4.9)
SUP fn  (n > a )-> 0 05 00

n * fin (a)
and/n is [0, l]-valued.



Hence, by (4.8)

J /„(•, * ) d P “ =  J /„(.,a )<ZP “ +  J f n ( .,a )d P Z -> Q a sii-> c o
®" Pn (a) 0® (a)

proving part (I). Part U(I) follows similarly from the uniform versions of 
(4.8) and (4.9) provided A n is replaced by relevant compact subset 
of © xS®.

Definition 3.2 has an obvious extension for randomised estimates. The 
following is the Model I-analogue of the extension.

Definition 4.3. Any kernel ijr satisfying U(ii)*—U(vi)* will be called an 
estimable kernel in Model I  (or. in short, an E K  (/)) and any randomised uni
formly Vn-conaiatent solution (I) of (3.1), i.e. any uniformly y'w-consistent 
solution (I) of a randomisaton of (3.1) namely,

.0T {Pn)’ (p»))+  (^ )*( p j ) = °
i odd i even

for some probability measure Pn on sn will be called a generalized C^estimate 
in Model I  corresponding to rjr (oi>, in short, a OCx(I) estimate).

There ia an obvious analogue of Lemma 3.1a for Model I and randomised 
estimates and in view of observation (6), we can make the following 
remark.

Remark 4.1. For any kernel ijr, ijr is EK(I) if and only if it is EK(II) 
whereas for any randomised estimate Vn of dQ, Vn is GC^I) only if it is GCX(II). 
Also, one can easily verify that Example 3.1 and 3.2, with TJiJr) replaced by 
Tt (i/r) for the latter one, remain valid for Model I.

The following ia the Model I-analogue of Remark 3.3.

Remark 4.2. If (S, &) — (Rp, &p) and assumptions (Al) and (B2) (a) 
hold then Corollaries 2.1.1 and 2.1.2 enable us to drop assumption (Cl) (b) 
even if © ia unbounded.

Let us now write down the analogues of Theorems 3.2 and 3.3.

Theorem 4.2. Assume (01), (B2) and (B3). The (randomised) estimate 
of d0, as defined through relations (3.3)—(3.4), Definition 4.1 and Convention 1 
is UAN (I) with A V  (1/1).

Theorem 4.3. Assume (Cl), (B2) and (BSs). The (randomised) estimate 

T*(ft) of d0, as defined through Definitions 3.1, 4.1 and Convention 1 is UAN (I) 
with A V (1/1). • - ' -  : : '



Remark 4.3. Theorems 4.2 and 4.3 tell us that Z*n and T* (ijr) have the 
most limiting concentration around 60 among the randomised regular (I) esti
mates, i.e. the following holds.

For any (60, {£„}„» i) in 0 x 2 ® , randomised regular (I) estimate Vn of 60 
and convex symmetric set A  in

lim ( n  Po {<) ( {V »  ^ /2(^o. Gn)(Wn~ 0o)eA}) =  P(7l(0, l)e^)
n —► «o ' ^ - l  w* V

>  Kmsup ( j j  Peo*()(W n Iv *(00, Gn)(Vn- d 0)e A})

where W n =  Z* or T*n(\jr).

Remark 4.4. It has been pointed out by van der Vaart (1987) as criticism 
of regular estimates that given any regular estimate one can construct a non
regular asymptotically normal estimate which is better. To some extent the 
idea of such a construction is implicit in a grouping technique introduced in 
a paper of Chatterjee and Das (1983) as variance estimation. However, such 
better estimates due to van der Vaart are, of necessity, non-symmetrio in

..., X n. This makes one reluctant to use them. Moreover, from a techni
cal point of view, one should compare its maximum risk, over permutations 
of £1; ..., with the risk o f a regular estimate. This is a matter that requires 
further examination. In this connection it would be interesting to study the 
efficient regular estimate in Example 1.2 with the best equivariant estimate 
that exists if (£1; ..., £n) is known up to a perjnutation. We hope to study 
this in a further communication.

Remark 4.5. There can be no asymptotic improvement over efficient 
regular estimates of the kind discussed in the previous paragraph, i f  the 
optimal kernel does not depend on G. Typical situations where this happens 
are discussed in Lindsay (1980) and Pfanzagl (1982) (see also Section 5(b)). 
In particular, this holds for the estimate in Example 1.1. We omit proof.

Remark 4.6. H the dimension qt of Xt is not constant one can group 
the observations according to their dimensions. Let us now consider the 
special case where the distinct values qu i running from 1 to n, remain 
fixed as n tends to infinity, in other words, there are finitely many such groups.



Let us rearrange the observations to get an array o f independent random 
variables

Yu y 12 ... Ylni

Y u ...

Yn Yr, • ••
•

Yrnf

with Yfl s following / ( . ,  d0, fa, kj) and nj's being non-negative integers with 
t

7ij — n. Without loss of generality let us assume that kx <  k2 <  ... <  kr

and liminf (nj/n) >  0 for all j , so that each group represents a distinct 
fixed set-up model by itself. Call an estimate o f 0O regular (in the new model) 
if  it is uniformly asymptotically equivalent to a pooled mean of regular esti
mates (including the randomised ones) as defined through Definitions 1.1,
4.1—4.2 and observation (2), corresponding to each component fixed set up
submodel. For the j-th submodels let \jrf denote optimal kernel as defined 
through (2.2)—(2.4) Un) and Gnj denote, respectively, the uniformly \/n 
consistent estimate of 0O and uniformly consistent estimate of Gnj : —

« £ nj) (vide Definitions 2.1—2.2) as considered in assumption

(Cl) the superscript *j stands for the operation of randomisation as defined 
in Definition 4.1 and the superscripts O and E  stand for the operations defined 
in (11) o f Section 2. Then an efficient regular estimate will be a solution of

which is nearest to Un% if  there is a solution of (4.10) lying in [?7n —log n/\/ n,
—  _  _  1  r
^n.+log nIV n] and equal to Un otherwise ; where J7n : == -  S n Unj.

71

Remark 4.7. In, view of remarks 4.2 and 3.4, for Euclidian S and expon
ential/, it is enough to check assumption (Cl)(a), i.e. the existence of a uni
formly \ /w-consistent (I) estimate of &0, and (B3) Or (B3s), i.e. smoothness 
properties of the optimal kernel (cf Remark 3.8).

5. TWO SPECIAL CASES 

In this section, we shall discuss the special oases referred to in Section 1 
where the optimal kernel -jr is “ smooth” . Throughout the discussion, we 
are assuming the validity of awurngtioos (A2) and (A3) and compact
ness o f SI.



(a) Orthogonal case. This is a generalised version of the symmetric 
location-scale problem with known functional form of the density / ,  as in 
Example 1.2. Here, for all (Q, O), s$(., 6, 0) belongs to the orghogonal com
plement of the space NSi g, so that sg itself is a version of the optimal kernel.

Let us assume that

(Dl) (a) Eor all x in 8 , f{x, ., .)e Ca,0 (0 x E ) and (b) for any compact subset 
©0 of © the following statements hold 

(i) there ia 80 >  0 such that
(a) the following two families of functions

{ •• 0' ^ th  | 0 - 6 '  [ < 80, G e  .fi}

and {si (. , 6\ G ')f{. , 6 ,G ) : (0, G), (0\ 6*')e0oX ^  with 16 -6 '  | +d{G,G') <  S0} 
are uniformly integrable with respect to fi and

(b) sup [ f ( K l ) (•> B{ (6, G), 80) ') / ( . ,  6, G)d/i ( .) ]  <  oo 
(0,G)eaox.g

Assumption (Dl) and orthogonality together imply assumptions (B2) 
and (B3s). Hence by the theorems proved in Sections 3 and 4, Zn and 
are efficient (II) and, ZTn and T^rfr) are efficient (I) as well as efficient (II), 
both under assumptions (Cl) and (Dl).

We have verified assumptions (Al) and (Dl) for Euclidean 8  and 
exponential /  as considered in Remark 3.4. In particular, they hold for 
Example 1.2 with p  >  2.

Example 1,2 with p — I does not fall in the exponential families des
cribed in Remark 3.4. However in this case one can easily verify assumption 
(Dl). The verification of assumption (Al) is as follows : Let (6, G), (O', G1) 
be such th a t /( ., 6, G) =  / ( . ,  6', G') a.e. [A]. By symmetry of the norma]
density function we get that Q == O'. So, it remains to prove, for all 6 in ©, 
the identifiability of G. In this respect, let us observe that conditions (b)—(d] 
of Remark 3.4, have obvious modifications guaranteeing, for any 6 in ©, the 
identifiability of G. We have verified these conditions for Example 1.2 sc 
that (? =  (?' and hence the validity of assumption (Al).



In view of Remark 4.7 and observation (1) of Section 2, it remains 
check assumption (Cl) (a) for Example 1.2 and in this respect the grand mean

= 1 n n 
x  =  — s  S  X a  

np (=i / - i
is a natural choice for Un.

In view of the last paragraphs, Theorems 3.2, 3.3, 4.2 and 4.3 hold for 
Example 1.2 with arbitrary p. An asymptotically efficient estimate for 
Example 1.2 with arbitrary p  can also be obtained from the results of van der 
Vaart (1987, 89-93).

(b) Case of partial likelihood factorization. This case in the present 
context was first considered by Lindsay (1980). Here the likelihood function 
/  factorizes in the following manner.

There are Borel-measurable functionsp ■ S x  0 —> R + an(  ̂<!'■ S x & x  a -* R + 
such that

f(x, 8, |) =  p(x, 6) q(x, 0, £) for all (x, 6, £ ) e S x ® x Z  ... (5.1)

and fp ( .,0 ')g ( .,0 ,| )< Z M -)  =  I f o r a l l ( 0 ,0 ', f ) e 0 x 0 x 3  ... (5.2) 
In cases where (5.1) and (5.2) hold we call p  a partial-likelihood function. 

In applications, for (5.1) and (5.2) to hold one assumes the existence of 
either a partially sufficient statistic t for $ or a ^-ancillary statistic c. In the 
first case q is the marginal of t and in the second p  is the marginal of c. 
Example 1.1 falls in the first case with t(X{) — (An example of the 
other kind is Example 9.4 of Lindsay, 1980, 654-655).

1 1 6 1 6  -  < M )
9 p  q

Assume that

(D2) (a) For all x in S, p(x, .) e 0 2 (0) and q(x, . ,  .) e Oa,0 (© X •&) 
and (b) for any compact subset 0 O of 0  t h e  f o l l o w i n g  statements hold 

(i) there is 50 >  0 such that
(a) the following three families of functions

f (??(■ , : 0O with \ 0- 6' \ <  So and Qeg\
v p(. , 0) q(., B, G)



and
{(p'lp)2 (., 6') p(., 6) ?(., 0, G) : 0, ff e 0 O with [ 0 -0 'j  <  & and GeS} 

are uniformly integrable with respect to ji, and

(b) sup | f( | p"jp |)(., B(d, 80))p(., 6)q(., 6, G)d /*(•) <  co 
(6, <?)e®0 X S.

and sup U((p'IPm-> B(6, S0)) p(., 0)q(„ 0, G)d /*(.)] <  oo
(0, 0)60 0X £ 

[J Q)>-d  /»(.)]-*-> 0 as K - ■» 00.
J p ( ; 0)

(D3) For any (0, G) in 6 xSt, there is M g<Q e such that

i jE ’p O )  =  gjg» ^  j for all (x, 0, G) in S x d x S .  
q{x, 0, G) q{x, 0, G)

Clearly, assumption (D2) implies assumption (B2). From assumption

(D3) and relation (5.3) we have x[r =  p'jp so that assumptions (D2) and (D3) 
together imply assumption (B3s). Hence we get the required efficiency of Zn

and r nW  *n both of the set-ups under assumptions (Cl) (a), (D2) and (D3).

Note that in this case Z* =  Zn and T*( r̂) =  Tn(rjr).

Let us note the following
Remark 5.1. If assumption (D2) holds and equation (3.1) with =  

p' jp, has a unique solution (the latter holds for Examples 9.2-9.S of Lindsay

(1980) which includes Example 1.1) 6n (say), then part U(III)(B) of
T'. A

Lemma 3.1 (equivalently, that of Lemma 4.1) holds with TJtfr) replaced by 8n, 

in other words, 9n is UAN(I) with AV F(., . ,  i}r), guaranteeing assumption 

(Cl) (a) with Un =  0n (which, in turn, implies Tn(ijr) — 0n).

We are now going to check assumptions (Cl) (a), (D2) and (D3) 
for Example 1.1. In view of Remark 5.1, it is enough to check assumptions 
(D2) and (D3). We have verified assumption (D2) for more general case of 
Euclidean 8  and exponential p, q provided assumptions: (a), (b)* and (d)—(f)

of Remark 3.4, with 0  X  H and 0 ^  (0 x  S) replaced by © and C9 (0), res



pectively, hold for p and assumptions (a), (e) and (f) o f this remark hold 
for q. A  proof of assumption (D3) is given in Lindsay (1980, | 8.1 —8.2).

Example 1.1 can also be handled in a slightly different way, vide 
Pfanzagl (1982). Pfanzagl assumes the existence of a partially sufficient 
statistics t(x) of £. Instead of assumption (D3) he assumes the completeness 
of t with respect to the family {Pe {  : £ e 3  } for all 6.

Note that in this ease s9 is given by (5.3) and the functions of N 9iq depend 
on x only through t. One can use the latter fact and sufficiency of t to con
clude that

p ' { . , 6)lp{., 6) eN i'B Y  {6, 0 ).
Therefore,

=  +  ••• (5-4)
where xjrt denote the optimal kernel in the mixture model induced by the 
marginals (J* e) of t.

Therefore, using Lemma 2.1 for the marginal model, one observes that, 
under assumptions (A2)-(A4)

Ep‘ 0 *  (•> °> G)} =  0 a.e. [P‘ G] V  {6, G, O')If%Qf

Hence, by completeness of t,

ft(. , 6 , 0 )  =  0 a.e. [P‘ >(Jj Y  {&, G) 

i.e. f^t{.), 6, G) =  0 a.e [Pe<a\ Y  (6,Q} 

proving, in view of (5.4), that f  =  p'jp.

Note that for any 6 in © one can easily weaken the condition of complete
ness of {P9t( : f  e E} by -^-completeness of it, in other words, it is enough 
to assume that for any 6 in © and function of t,

o„iy i f f m n m
0  =  0  a.e[Pfc, ] Y f

(see also Definition 5.12 of van der Vaart (1987, 107)).
If, in the above, one allows t to be a /-dimensional real-vector depending 

on 6, i.e., t =  t(x, 6), essentially the same calculations imply that the 
optimal kernel is

? - < r t » +  i  j ■ ) { ( « » ■ ) - * ( ®  *[*) ' )

—a result due to van d® VaaEt



Our calculations are somewhat different from the above authors (i.e. 
Pfanzagl and van der Vaart). Assumptions needed for applying Theorems 
3.2, 3.3, 4.2 and 4.3 for Pfanzagl’s case are (Cl)(a) and (D2) whereas those for 
van der Vaart’s case are (Cl) and an obvious generalisation of (D2). In this 
connection, it may be pointed out that van der Vaart’s method, based on a 
generalisation o f Pfanzagl’s model, is a powerful one yielding a solution for 
Examples 1.1, 1.2 as well as Example 9.6 of Lindsay (1980, 656-657) and 
the symmetric looation-scale model of Bickel and Klaassen (1986). However 
his X2-oompleteness condition does not apply to Example 9.4 of Lindsaj 
(1980) mentioned earlier in this section. His estimate is different from ouri 
and requires fewer regularity conditions.

Appendix C*
We shall need the following auxiliary result.
Lemma C.l. Let(Y, p) be a compact metric space. Let denote the set of 

dll Borel probability measures on Y. Let £v  £a> ■. ■, £n ben independent Y-valued 
random variables with following the distribution Pi- Then for all e >  0,

sup ( ft P4) Pnj >  e } j - > 0  as n->co

1 ^
where P„ denote the measure — 2  Pi on "P and d denote the Prohorov metric 

n n » _ i
on 7s as defined in (10) of flection 2.

Proof. First let us observe that for any function /  in C(Y) and e >  0,

sup ( II Pt) ( f  | J / «* (* „-? ,,)| >  A )  -»0a«M->oo ... (C.l)

Next, we shall extend (C.l) to the following 
For any compact subset &  of C( Y) and e >  0,

sup ( II P*) ({. sup I f /  d { F —P )  | >  el W o  as n->co
I * ,* .* * * '* " 1 "  ... (0.2)

This can be proved as follows.
Let &  be a given compact subset of C(Y) and e be a given positive real 

number. Using compactness of ■& get hold of an (e/4)-net (f1; U  •••» /*) 
of <9̂ . Then _  __

sup \ fd {F n- P n) I < e /2 +  max | f  / ,  d{Fn- P n) |

♦Appendices A  and B appeared in Part I ,  February 1092 issue o f Sankhya.



Therefore

sup ( n  Pi) ( { sup 1/ d{Fn—P n) | >  fi] )
^  fe&

<  sup ( II P < )(( max | / / ;  d{Fn—P n)\ >  £fi\)  ®

as «->  oo, by (C.l).

As &  and e were arbitrary, this proves (C.2).

Let us now consider the function <j> : Jft —» [0, 1] defined by,
'  1 if t <  0

4>(t ) = <  l - f  i f O < J < l  (C-3)

0 if  1 <  t
Then (j) is bounded and uniformly continuous as it is a continuous func

tion with a compact support.

For any e >  0 and closed subset F  of Y, we shall denote the funotion

0 ^ ) from Y  to [0, 1] by f e>p and consider

&  : =  {fe,F ’• F  a closed subset of Y} (C.4)

Let us now observe that for any x, y  m Y  and closed subset F  of it,

d(x, z) <  d(x, y)+d(y, z) 
and V for all z m i .

d{y, z) <  d(y, x)+d(x, z) J

Therefore taking the infemum over z in F  and using the symmetry of d. 

d(x, F) <  d(x, y)+d(y, F) 

and d{y, F) <  d{x, y)+d(x, F).

Hence | d(x F)—d(y,F)\ <  d(x,y).

As x, y and F  were arbitrary this proves that the family of functions 

{d(., F) : F  a closed subset of Y} ••• (@-6)
ia equicontinuous on Y.

From now on we shall assume that e is a preassigned positive number.

From (C.3)—(C.5) and boundedness and uniform continuity of we 
can easily conclude that is uniformly bounded and equicontinuous.
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Therefore by Arz61a-Ascoli Theorem <9̂  is compact. Hence, by (C1.2).

8UP *■»( P<) ( (  s1lp 11 d<Pn- P n) I >  e\) ^  ° as w->co ... (C.6)
<=i fe & e 1

Let us 'now  observe that the Prohorov metric d as defined in (10) of 
Section 2 can easily be redefined using closed sets only, i.e., for any P,QeiP,

d(P, Q) =  inf {v >  0  : P(F) <  Q{F")+ii Q{F) <  p{F")+ri Y  F, F closed}, 

Therefore, for any P, Q in P
d(P, Q ) >  e

- ■  ̂there ia a olosed subset F  of Y (possibly depending on P, Q and e) 
Such that

P(F) >  Q(F*)+e or Q(F) >  P{Fe)+ e  ... (0.7)

. = 4  there is a closed subset F  c f Y such that

,  ,  (C .4) (C .7 ) (0 .4 )
, . If*,!?*? >  P(F) >  Q(F°)+e >  y e,pdQ+e

(C-7) (C.4)
or iL.pdQ >  Q(J’) >  P(F*)+e >  

there is a closed subset F  of Y such that

I Sft.FdP— lfe,vdQ | >  e 
-  }  sup | $fd(P—Q) | >  e, where <9  ̂ is the family of continuous functions 

jffi <5̂c
defined by (0.4).

Therefore, for any P , Q ' m p  and {P ^  ̂ ^  „ in P n,

(  n  Pi) {{d(P, Q) >  e}) < ( n P , ) ) ( (  suplJ/ d(P -Q ) I >  4 )  -  (0-8)
1=1 '  / e ^ E

Taking supremum over {Pt}i ̂  i «  n in we get for any P, Q in T3,

■■■ <0 -9

Xte result follows from (C.6) and (C.9) with P  =  Fn and Q =  P„.



The following is an immediate corollary to the lemma.
Corollary C.1.1. Let (Y, p), P, (glt g2, ..., i n) and d be as considered in 

Lemma 0.1: Let P^ denote the uniform distribution on sn as defined in Conven
tion 1 of Section 4. Then for any e >  0,

sup X ( n  P ntt)) ({d(F°, F*) >  e}) dP%n)~* o

as n—> oo.

Proof. In view of Lemma C.l, it ia enough to show that for any e >  0, 

PS({rf((P2)*,(PSn>e})->0 as »-♦<». ... (C. 10)
1  nF ix /e  C(F). Let us denote IfdPi by a* and — D a< by a. Then

1 i ^ = m >  i  I .  w iP ^ Y d^
i odd i even

~r~ J { 7 p icyi\ ^ — f—/cri ^ I \ (n — [n l2 ] ) iodd [n l2 ]iod d  } >

<  - r - 4 - 7 2 T v { - s  («^ -«)2 }  -  (0 ,u )(n—[nj2]) U  ( 4  : i

since the variance under sampling without replacement ia less than the vari 
ance under sampling with replacement.

By (0.11) with arbitrary/, we n o t e - that the following analogue of {C.l) 
holds : namely, for any feC(X)  and e >  0

Pun({\$fd((P%)*-& % )*)I > e } ) - > °  asn->°o. -  (C-12)
(C.10) follows from (C.12) exactly as in Lemma C.l.

Proof of Proposition 4.1. The given expression

=  sup >{<$)*) > ^
<  i <  «e£1

(where * denote the operation of randomisation as defined in Definition 4.1)
—  S U P  l r . T / / ~ 0 \ * / ^ E u * W < A  W )d P n(7T)
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(where denote the degenerate distribution at {£})

< sup J ( n £„<„)({«, G*) > e}) dPSin)--> 0
h )  '* - »  > ~  ~  

as n—* oo by Corollary C. 1.1 with Y  — S  and (hence) P  =  G.

Let ijr b e  a  kernel. Fix 60 in 0  and triangular array << » ,«s i
elements in 3  satisfying relation (4.4). The following are the conditions (i)*— 
(«)* and U(i)*—U(vif, referred to in the discussion preceeding L e m m a  4.1 (t).

(i)* (a) Condition (i) o f Section 3 holds, with C?0 replaced by (?*,„ or £*»• 
uniformly with respect to n >  1 and

(h) r ( A - ^  G ) - f ( . , 0 o, Gn.n)f
J f i - d o , G nj

0 as 7i - t  cc-
«=<« or <»

(ii)* The following two statements hold uniformly in n ^  1

(a) there is S0 >  0 such that condition (ii) (a) of Section 3 holds with G0 
replaced by G^n or G%n and

(b) (i) 60, Gn,n)}2 /(■ A > 0  M  •)-----► 0

as (0, G )---- >W0,G$,n) and

(ii) m - ,  0> do /(•» Gin) d/i ( . ) - - *  0
as (0 , < ? )— >(<?„, G % ) .

(iii)4 Condition (iii) of Section 3 holds with (Gn, G0) replaced by 

(Gin, G °J  or (Gn>n, G °J  or (G°,H, G*n) or (Gn,n, «?,„).

(iv)‘ (a) There is £0 >  0 such that condition (iv) (a) of Section 3 holds 
with G0 replaced by Gn<n,

(b) condition (iv) (b) of Section 3 holds, with G0 replaced by G„jn, 
uniformly in % >  1 and

(°) {J f(-> @o> ®n,»)/'(•> ©0. Gn,n) dpi*) • n >  1} do®8 not contain zero 
as a limit point.

(v)* there ia S0 >  0 such that condition (v) of Section 3 holds, with G 0 
replaced by uniformly in n >  1.



Let 50 >  0 be as considered in (ii)£, (iv)4 and (v)4. As before, for any 
condition C among (i)*—(v)*, UO denotes the condition that condition C 
holds, with 60, 6 and 6' replaced by 6, 6’ and 6" , respectively, uniformly 
with respect to 9 ,6’ and 6"  in B{6Q, dQ), G in B(Gn,n, S0) and

{£»>«} i « i ^ »  in <xn(en). The Condition U(vi)f is given below.
U(vi)* (a) sup sup

(<?>{lm} x^  ^  M ) eB(OoM  X cc„(en)

[S 1 i m , e A , n)\> K l (*• 6- <ln,n) f ( * , 0 , G n . » )  dM ” )

as K —> oo and (b) U(vi) (b) holds.
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	: «, Of) .< e}	- (4‘3)
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