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SUMMARY. In Part II, we shall construct an efficient estimate for the fixed set-up Neyman-Scott model where the nuisance parameters are unknown constants. This part also contains two special cases where we have orthogonality of $\theta$ and $G\left(\underline{G}_{n}\right)$ or partial likelihood factorisation of $f$. A summary of the main results appear in the Introduction to Part I.

## 4*. Fixed set-up

In this section, we shall state the analogues of Lemma 3.1, Theorem 3.2 and Theorem 3.3 in the fixed set-up. However, we apply a random permutation $\Pi$ to the original sample ( $X_{1}, X_{2}, \ldots, X_{n}$ ) and base the analysis on ( $\left.X_{\mathrm{II}(1)}, X_{\Pi(2)}, \ldots, X_{\Pi\left(n_{2}\right)}\right)$. Let $s_{n}$ denote the group of all permutations of $\{1,2, \ldots, n\}$ and $P_{n}$ denote the probability distribution of $\Pi$. Later we shall make an appropriate choice of $P_{n}$ for the asymptotically efficient estimate so that the empirical distribution functions (or the empirical probability measures) of $\xi_{\Pi(i)}$ 's based on odd and even indices will be close to each other.

Let us start with the following definitions.
Definition 4.1. Let $(Y, \mathscr{Y}),(Z, \mathscr{Z})$ be measurable spaces. For any $n \geqslant 1, Z$-valued statistic $V_{n}$ on $(Y, \mathscr{Z})^{n}$ and probability measure $P_{n}$ on $s_{n}$, call the statistic sending $\left(y_{1}, y_{2}, \ldots, y_{n}\right)$ to $V_{n}\left(y_{\Pi(1)}, y_{\Pi(2)}, \ldots, y_{\Pi(n)}\right)$ the randomisation of the statistic $V_{n}$ corresponding to $P_{n}$ and denote its by $V_{n}^{*}\left(P_{n}\right)$.

In practice, we shall take $(Y, \mathscr{Y})$ to be $(S, \mathcal{S})$ or $(\Xi, \mathcal{B}(\Xi)), Z$ to be $\bar{@}$, $\mathcal{G}$ or $\bar{\Theta} \times \mathcal{G}$ and $\mathscr{C}$ to be $\mathcal{B}(Z)$.
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Definition 4.2. Let ( $Y, \rho$ ) and $\phi$ be as considered in Definition 2.1. For any $n \geqslant 1$, estimate $V_{n}$ of $\phi\left(\theta_{0}, G_{n}\right)$ in Model I $\left(\phi\left(\theta_{0}, G_{0}\right)\right.$ in Model II) and probability measure $P_{n}$ on $s_{n}$ we shall call the $Y$-valued statistic $V_{n}^{*}\left(P_{n}\right)$ as defined in Definition 4.1 a randomised estimate of $\phi\left(\theta_{0}, G_{n}\right)$ in Model $I\left(\phi\left(\theta_{0}, G_{0}\right)\right.$ in Model II).

As a special case of the above definition, we can define the notions of randomised estimates of $\theta_{0}, \underline{G}_{n}$ or $\left(\theta_{0}, \underline{G}_{n}\right)$ in Model I $\left(\theta_{0}, G_{0}\right.$ or $\left(\theta_{0}, G_{0}\right)$ in Model II) (cf Definition 2.1).

Note that (1) non-randomised estimates are special cases of randomised estimates. Also for any $n \geqslant 1, Z$-valued statistic $V_{n}$ on $(S, \mathcal{S})^{n}$ and probability measure $P_{n}$ on $s_{n}$, the following hold

$$
\begin{equation*}
\left(\prod_{i=1}^{n} P_{\theta_{0}, \xi_{i}}\right)\left(\left\{V_{n}^{*}\left(P_{n}\right) \in A\right\}\right)=\int\left(\prod_{i=1}^{n} P_{\theta_{0}, \xi_{n(i)}}\right)\left(\left\{V_{n} \in A\right\}\right) d P_{n}(\pi) \tag{4.1}
\end{equation*}
$$

for all $A$ in $\mathcal{Z}, \theta_{0}$ in $\bar{\Theta}$ and $\left\{\xi_{i}\right\}_{1 \leqslant i \leqslant n}$ in $\Xi^{n}$ and

$$
\begin{equation*}
P_{\theta_{0}, G_{0}}^{n}\left(\left\{V_{n}^{*}\left(P_{n}\right) \in A\right\}\right)=P_{\theta_{0}, G_{0}}^{n}\left(\left\{V_{n} \in A\right\}\right) \tag{4.2}
\end{equation*}
$$


(2) In view of relations (4.1)-(4.2), there are extensions of Definitions 2.1-2.4 for randomised estimates and in view of observation (1), for any property $P$ defined in Definitions 2.1-2.4 and statistic $V_{n}, P$ holds for $V_{n}$ if and only if it holds for all possible randomisation $V_{n}^{*}\left(P_{n}\right)$ 's of it, both in Model I and Model II.
(3) As in observation (2), the notion of efficiency (I) ((II)) has obvious extensions for randomised estimates and one can easily prove that in the extended sense, regularity (I) implies regularity (II). So the problem of efficiency (I) reduces to finding a randomised estimate which is efficient (II) and regular (I).

For the remaining part of this section, we shall need the following Model I-analogue of assumption (B1).
(C1) (a) There is a uniformly $\sqrt{ } n$-consistent (I) estimate $U_{n}$ of $\theta_{0}$ (vide Definition 2.2) and (b) there is a uniformly consistent (I) estimate $\hat{G}_{n}$ of $\underline{G}_{n}$ (vide Definition 2.1).

Convention 1: For any $n \geqslant 1$, let $P_{n}^{u}$ denote the uniform distribution over $s_{n}$. From now on we shall use the shorthand notation $V_{n}^{*}$ for $V_{n}^{*}\left(P_{n}^{u}\right)$. Let $\psi$ be a kernel. Our goal is to solve the following randomisation of equation (3.1).

$$
\begin{equation*}
\frac{1}{\sqrt{n}} \sum_{\substack{i=1 \\ i o d d}}^{n} \psi\left(X_{i}^{*}, \theta,\left(\hat{G}_{n}^{E}\right)^{*}\right)+\frac{1}{\sqrt{\bar{n}}} \sum_{\substack{i=1 \\ i \text { even }}}^{n} \psi\left(X_{i}^{*}, \theta,\left(\hat{G}_{n}^{O}\right)^{*}\right)=0 \tag{3.1}
\end{equation*}
$$

where $\left(\hat{G}_{n}^{o}\right)^{*}$ and $\left(\hat{G}_{n}^{E}\right)^{*}$ are obtained from $\hat{G}_{n}$ using (11) of Section 2 and Definition 4.1 with $P_{n}=P_{n}^{u} . \quad T_{n}^{*}(\psi)$ is defined in analogy with $T_{n}(\psi)$ by replaoing (3.1) and $U_{n}$ by (3.1)* and $U_{n}^{*}$, respectively in Definition 3.1. Clcarly $T_{n}^{*}(\psi)$ equals $\left(T_{n}(\psi)\right)^{*}$. Note that
(4) Theorems $3.2-3.3$ and relation (4.2) together imply that $Z_{n}^{*}$ is is efficient (II) under assumptions (B1)-(B3) and $T_{n}^{*}(\bar{\psi})$ is efficient (II) under assumptions (B1), (B2) and (B3s).

In view of observations (1)-(4), it remains to show that $Z_{n}^{*}$ and $T_{n}^{*}(\bar{\psi})$ are regular (I). Naturally, we shall prove an analogue of Lemma 3.1 when we have Model I instead of Model II and randomised estimates. Before stating the required lemma we need two more auxiliary results namely the folowing proposition and Lemma $4.1(\mathrm{t})$.

Proposition 4.1. Let $\underline{G}_{n}^{0}$ and $\underline{G}_{n}^{\boldsymbol{E}}$ be empirical distributions of $\xi_{\xi}$ 's based on odd and even numbered observations (vide (II) of Section 2, of course they are not observable since $\xi$ 's are unknown constants). For any $\epsilon>0$

$$
\sup _{\left\{\xi_{\}_{1}}{ }_{1 \leqslant i \leqslant n}{ }^{\varepsilon s_{n}}\right.} P_{n}^{u}\left(\left\{d\left(\left(G_{n}^{O}\right)^{*},\left(\underline{G}_{n}^{E}\right)^{*}\right)>\varepsilon\right\}\right) \rightarrow 0 \text { as } n \rightarrow \infty
$$

where d denotes the Prohorov metric on $\mathcal{G}$ as defined in (10) of Section 2.
The proof is given in Appendix $C$.
Corollary 4.1.1. There is a sequence $\left\{\epsilon_{n}^{0}\right\}_{n} \geqslant 1$ decreasing to zero such that

$$
\sup _{\left\{\xi_{i}\right\}_{1 \leqslant i \leqslant n}{ }^{8} \Xi n} P_{n}^{u}\left(\left\{d\left(\left(\underline{G}_{n}^{o}\right)^{*},\left(\underline{G}_{n}^{E}\right)^{*}\right)>\epsilon_{n}^{o}\right\}\right) \rightarrow 0 \text { as } n \rightarrow \infty
$$

Proof. The result follows trivially from the proposition.
In view of the corollary it is natural to consider for any $n \geqslant 1$ and $\epsilon>0$

$$
\begin{equation*}
\alpha_{n}(\epsilon):=\left\{\left\{\xi_{i}\right\}_{1 \leqslant i \leqslant n}: d\left(\underline{G}_{n}^{0}, \underline{G}_{n}^{\mathbb{R}}\right) \leqslant \epsilon\right\} \tag{4.3}
\end{equation*}
$$

Fix any sequence $\left\{\epsilon_{n}\right\}_{n \geqslant 1}$ decreasing to zero. Let $\theta_{0} \in \Theta$. Let $\left\{\xi_{n i}\right\}_{1 \leqslant i \leqslant n, n \geqslant 1}$ be a triangular array of elements in $\Xi$ such that

$$
\begin{equation*}
\left\{\xi_{n t}\right\}_{1 \leq i \leq n} \in \alpha_{n}\left(\epsilon_{n}\right) \quad \forall n \tag{4.4}
\end{equation*}
$$

Corollary 4.1.1 leads to an analysis of the following triangular array version of Model 1.

Model $I(t)$. Let $\left\{X_{n i}\right\}_{1 \leqslant i \leqslant n, n \geqslant 1}$ be a triangular array of rowwise independent random variables with $X_{n i}$ following the distribution $P_{\theta_{0}, \boldsymbol{s}_{n i}}$, where $\theta_{0} \epsilon \Theta$ and the triangular array $\left\{\xi_{n i}\right\}_{1 \leqslant i \leqslant n, n \geqslant 1}$ satisfies (4.4).

Convention 2: Let $(Y, \mathscr{Y})$ and $(Z, \mathscr{Z})$ be as considered in Definition 4.1. Let $\left\{y_{n t}\right\}_{1 \leqslant i \leqslant n, n \geqslant 1}$ be a triangular array of elements in $Y$. For any $n \geqslant 1$ and $Z$-valued statistic $V_{n}$ on $(Y, \mathcal{Y})^{n}$, we shall denote $V_{n}\left(\left\{y_{n i}\right\}_{1 \leqslant i \leqslant n}\right)$ by $V_{n, n}$.

The above convention suggests obvious Model $I(t)$-analogue of equation (3.1) which we shall denote by (3.1)(t).
(5) As in observation (2), Definitions 2.1-2.4 have obvious Model $I(t)$ - t)analogues, and for any property $P$ defined in Definitions 2.1-2.4 and statistic $V_{n}, V_{n}$ satisfies $P(I)$ only if $V_{n, n}$ satisfies $P(I(t))$.

Let $\psi$ be a kernel. Fix $\theta_{0}$ in $\Theta$ and $\left\{\xi_{n i}\right\}_{1 \leqslant i \leqslant n, n \geqslant 1}$ satisfying relation (4.4). The following is the Model $\mathbf{I}(\mathrm{t})$-analogue of relation (3.2)

$$
\begin{align*}
\widetilde{D}_{n, n}(\theta):= & \frac{1}{\sqrt{n}} \sum_{\substack{i=1 \\
i 00 d d}}^{n}\left\{\psi\left(X_{n i}, \theta, \hat{G}_{n, n}^{E}\right)-\psi\left(X_{n i}, \theta_{0}, \underline{G}_{n, n}\right)\right. \\
& \left.+\left(\theta-\theta_{0}\right) \int \psi\left(., \theta_{0}, \underline{G}_{n, n}\right) f^{\prime}\left(., \theta_{0}, \underline{G}_{n, n}\right) d \mu(.)\right\} \\
& +\frac{1}{\sqrt{n}} \sum_{\substack{i=1 \\
i=v e n}}^{n}\left\{\psi\left(X_{n i}, \theta, \hat{G}_{n, n}^{o}\right)-\psi\left(X_{n i}, \theta_{0}, \underline{G}_{n, n}\right)\right. \\
& +\left(\theta-\theta_{0}\right) \int \psi\left(.,\left(\theta_{0}, \underline{G}_{n, n}\right) f^{\prime}\left(., \theta_{0}, \underline{G}_{n, n}\right) d \mu(.)\right\} \tag{4.5}
\end{align*}
$$

for all $\theta$ in $\Theta$.
In order to state Lemma $4.1(\mathrm{t})$ we need new conditions in which $G_{0}$ has to be replaced by $\underline{G}_{n, n}^{E}, G_{n, n}^{0}$ and then $\underline{G}_{n, n}$ in the conditions (i)-(v) and $\mathbf{U}(\mathbf{i})-\mathrm{U}(\mathrm{vi})$ of Section 3. The exact conditions to be referred to as (i) $)^{t}-(\mathbf{v})^{t}$ and $\mathrm{U}(\mathrm{i})^{t}-\mathrm{U}(\mathrm{vi})^{t}$ which are somewhat artificial, are given in Appendix $\mathbf{C}$. However Lemma $4.1(t)$ is only an auxiliary result needed to prove our main result, namely Lemma $4.1(I V)$, the assumptions for which are only slightly stronger than those of Lemma 3.1(IV), vide observation (6) preceeding Lemma 4.1.

Lemma $4.1(\mathrm{t})$. Assume $(C 1)(b)$. Fix any sequence $\left\{\epsilon_{n}\right\}_{n} \exists_{1}$ decreasing to zero. Fix $\theta_{0}$ in $\Theta$ and $\left\{\xi_{n i}\right\}_{1 \leqslant i \leqslant n, n \geqslant 1}$ satisfying (4.4). Let $\psi$ be kernel. Let
$\widetilde{D_{n, n}}$ be as defined by relation (4.5). Also, whenever it makes sense, let $T_{n, n}(\psi)$ be the estimate defined through Definition 3.1 and Convention 2. We can conclude the following.
(I) If conditions (i)t-(iii)t hold, then for all $c>0$ and $\epsilon>0$.

$$
\sup _{\left\{\theta:\left|\theta-\theta_{0}\right| \leqslant c / \sqrt{ } n\right\}}\left(\prod_{\{=1}^{n} P_{\theta_{0}, \xi_{n i}}\right)\left(\left\{\left|\widetilde{D}_{n, n}(\theta)\right|>\epsilon\right\}\right) \rightarrow 0 \text { as } n \rightarrow \infty .
$$

(II) If conditions $(i)^{t}-(i v)^{t}$ hold, then
A) for any sequence $\left\{c_{n}\right\}_{n} \geqslant 1$ increasing to infinity $\left(\prod_{i=1}^{n} P_{\theta_{0}, \xi_{n 1}}\right)(\{T$ There is a solution of $(3.1)(t)$ lying in $\left.\left.\left(\theta_{0}-c_{n} / \sqrt{ } n, \theta_{0}+c_{n} / \sqrt{ } n\right)\right\}\right) \rightarrow 1$ as $n \rightarrow \infty$ and
(B) under assumption $(C 1)(a), T_{n, n}(\psi)$ is a $\sqrt{ } n$-consistent solution $(I(t))$ of $(3.1)(t)$.
(III) If condition $(i)^{t-(v)^{t}}$ hold, then
(A) for any $c>0$ an $\epsilon>0$,

$$
\left(\prod_{i=1}^{n} P_{\theta_{0}, \xi_{n i}}\right)\left(\left\{\left.\begin{array}{c}
\left\{\theta:\left|\theta-\theta_{0}\right| \leq c \mid \sqrt{ } n\right\} \\
\end{array} \widetilde{D}_{n, n}(\theta) \right\rvert\,>\varepsilon\right\}\right) \rightarrow 0 \text { as } n \rightarrow \infty
$$

and
(B) under assumption ( $\left.C_{1}\right)(a)$,

$$
\sup _{x \in \boldsymbol{R}}\left|\left(\prod_{i=1}^{n} P_{\theta_{0}, \xi n t}\right)\left(\left\{\sqrt{ } n\left(T_{n, n}(\psi)-\theta_{0}\right) \leqslant x\right\}\right)-\phi\left(x / V\left(\theta_{0}, \underline{G}_{n, n}, \psi\right)\right)\right| \rightarrow 0
$$

where $V$ is the positive real-valued function defined in (9) of Section 2.
(IV) As in Lemma 3.1 (IV), for any conclusion $C$ among (I)-(III), let UC denote the conclusion that $C$ holds uniformly with respect to $\theta_{0}$ in compact subsets of $\Theta$ and $\left\{\xi_{n i}\right\}_{1 \leq i \leqslant n, n \geqslant 1}$ satisfying (4.4). Then, $U(I), U(I I)$ and $U(I I I)(A)$ hold if the relevant conditions among $U(i)^{t-U(v)^{t}}$ hold whereas $U(I I I)(B)$ holds if $U(i)^{t}-U(v i)^{t}$ hold.

We can prove this by an easy modification of the proof of Lemma 3.1.
Let us now consider the original set-up, namely Model I with randomised estimates.

For any $n \geqslant 1$ and $\left\{\xi_{i}\right\}_{16 i \leq n}$ in $\Xi^{n}$, define

$$
\begin{equation*}
\beta_{n}\left(\left\{\xi_{i}\right\}_{1 \leq i \leq n}\right)=\left\{\pi \in s_{n}:\left\{\xi_{\pi(i)}\right\}_{1<i \leq n} \in \alpha_{n}\left(\epsilon_{n}^{o}\right)\right\}, \tag{4.6}
\end{equation*}
$$

where the sequence $\left\{\epsilon_{n}^{0}\right\}_{n \geqslant 1}$ is defined in Corollary 4.1.1.

Let $\psi$ be a kernel. Fix $\theta_{0}$ in $\Theta$ and $\left\{\xi_{n}\right\}_{n \geqslant 1}$ in $\Xi^{\infty}$. Consider the following analogue of (4.5) in the present context.
for all $\theta$ in $\Theta$.

$$
\begin{align*}
\widetilde{D}_{n}^{*}(\theta): & =\frac{1}{\sqrt{n}} \sum_{\substack{i=1 \\
i \text { odd }}}^{n}\left\{\psi\left(X_{i}^{*}, \theta,\left(\hat{G}_{n}^{E}\right)^{*}\right)-\psi\left(X_{i}^{*}, \theta_{0}, \underline{G}_{n}\right)\right. \\
& \left.+\left(\theta-\theta_{0}\right) \int \psi\left(., \theta_{0}, \underline{G}_{n}\right) f^{\prime}\left(., \theta_{0}, \underline{G}_{n}\right) d \mu(.)\right\} \\
& +\frac{1}{\sqrt{n}} \sum_{i=1}^{n}\left\{\psi\left(X_{i}^{*}, \theta,\left(\hat{G}_{n}^{o}\right)^{*}\right)-\psi\left(X_{i}^{*}, \theta_{0}, \underline{G}_{n}\right)\right. \\
& \left.+\left(\theta-\theta_{0}\right) \int \psi\left(., \theta_{0}, \underline{G}_{n}\right) f^{\prime}\left(., \theta_{0}, \underline{G}_{n}\right) d \mu(.)\right\} \tag{4.7}
\end{align*}
$$

Consider the following conditions uniformly with respect to $\pi$ in $\beta_{n}\left(\left\{\xi_{i}\right\} 1<i<n\right)$
(i)* (a) $\lim _{\theta \rightarrow \theta_{0}} \limsup _{n \rightarrow \infty}$

$$
\int\left[\left\{\frac{\Lambda\left(., \theta_{0}, G, \theta, G\right)-1}{\left(\theta-\theta_{0}\right)}-s_{\theta}\left(., \theta_{0}, G\right)\right\}^{2} f\left(., \theta_{0}, G\right)\right]_{G=\left(G_{n}^{0}\right)^{*} \circ r\left(G_{n}^{E}\right)^{*}} d \mu(.)=0
$$

where $s_{\boldsymbol{\theta}}$ denote the kernel defined by relation (2.2), and
(b) $\left.\int \frac{\left\{f^{\prime}\left(., \theta_{0}, G\right)-f^{\prime}\left(., \theta_{0}, \underline{G}_{n}\right)\right\}^{2}}{f\left(., \theta_{0}, \underline{G}_{n}\right)}\right|_{G=\left(\underline{G}_{n}^{0}\right)^{*} \operatorname{or}\left(\underline{G}_{n}^{E}\right)^{*}} d \mu(.) \rightarrow 0$ as $n \rightarrow \infty$.
(ii)* (a) There is $\delta_{0}>0$ such that

and
(b) $\left.\limsup _{n \rightarrow \infty} \sup _{\left(\theta, G^{\prime}\right) \in B\left(\left(\theta_{0}, G\right),,_{n}^{o 0}\right)} \int\left\{\psi\left(., \theta, G^{\prime}\right)-\psi\left(., \theta_{0}, G\right)\right\}^{2} d \mu()\right|_{.G=\left(\theta_{n}^{0}\right) o r\left(Q_{n}^{E}\right)^{*}}=0$
(iii)* Assumption (C1)(b) holds with a choice of $\hat{G}_{n}$ so that
$\limsup _{n \rightarrow \infty}\left[\sup _{\left\{\theta:\left|\theta-\theta_{0}\right|<c \mid \sqrt{ } n\right\}}\left(\prod_{i=1}^{n} P_{\theta_{0}, \xi_{i}}\right)\left(\left\{\sqrt{ } n\left|\int \psi\left(., \theta, G^{\prime}\right) f(., \theta, G) d \mu().\right|>\epsilon\right\}\right)\right]=0$
where $\left(G, G^{\prime}\right)=\left(\left(\underline{G}_{n}^{o}\right)^{*},\left(\hat{G}_{n}^{E}\right)^{*}\right),\left(\left(\underline{G}_{n}^{o}\right)^{*}, \underline{G}_{n}\right),\left(\left(\underline{G}_{n}^{E}\right)^{*},\left(\hat{G}_{n}^{o}\right)^{*}\right)$ or $\left(\left(\underline{G}_{n}^{E}\right)^{*}, \underline{G}_{n}\right)$.
(iv)* (a) There $\delta_{0}>0$ and $n_{0} \geqslant 1$ such that for all $n \geqslant n_{0}, x$ in $S$ and $G$ in $B\left(\underline{G}_{n}, \delta_{0}\right)$,

$$
\psi(x, ., G) \in C\left(B\left(\theta_{0}, \delta_{0}\right)\right)
$$

(b) $\limsup _{n \rightarrow \infty}\left[\int \psi^{2}\left(., \theta_{0}, \underline{G}_{n}\right) f\left(., \theta_{0}, \underline{G}_{n}\right) d \mu().\right]<\infty$
(This condition follows from (ii)* (a) but is given separately for ease in later references.)
and $(c) \liminf \left|\int \psi\left(., \theta_{0}, \underline{G}_{n}\right) f^{\prime}\left(., \theta_{0}, \underline{G}_{n}\right) d \mu().\right|>0$.
$(v)^{*}$ There is $\delta_{0}>0$ and $A\left(., \theta_{0}, \underline{G}_{n}\right) \in L_{1}\left(f\left(., \theta_{0}, \underline{G}_{n}\right)\right)$ such that

$$
\left|\psi\left(., \theta^{\prime}, G\right)-\psi(., \theta, G)\right| \leqslant\left|\theta^{\prime}-\theta\right| A\left(., \theta_{0}, G_{n}\right)
$$

for all $\theta, \theta^{\prime}$ in $B\left(\theta_{0}, \delta_{0}\right)$ and $G$ in $B\left(G_{n}, \delta_{0}\right)$
Analoguous to the formulation of the conditions $U(i)-U(v)$ on the basis of the conditions (i) to (v) in Section 3, we formulate the condions $\mathbb{U}(i)^{*}$ $\mathrm{U}(v)^{*}$. An additional condition $\mathrm{U}(\mathrm{vi})^{*}$ is given below.
$\mathrm{U}(\mathrm{vi})^{*}(\mathrm{a})$ There is $\delta_{0}>0$ such that

$$
\limsup _{n \rightarrow \infty} \sup _{(\theta, G) \in B\left(\left(\theta_{0}, G_{n}\right), \delta_{0}\right)}\left[\left\{\int_{\left\{\psi^{2}(. \theta, G)>K\right\}} \psi^{2}(., \theta, G) f(., \theta, G) d \mu(.)\right\} / J(\theta, G, \psi)\right] \rightarrow 0
$$

and $(b)(\theta, G) \rightarrow J(\theta, G, \psi)$ is continuous, where $J$ denote the non-negative real-valued function defined in (8) of Section 2 which is positive by part (a) of this condition.

## Note that

(6) Any condition among $U(i i)^{*}-\mathrm{U}(\mathrm{vi})^{*}$ is equivalent to the corresponding condition among $\mathrm{U}(\mathrm{ii})-\mathrm{U}(\mathrm{vi})$ of Section 3 whereas $\mathrm{U}(\mathrm{i})^{*}$ is a stronger version of condition $\mathrm{U}(\mathrm{i})$ of Section 3 with $\mathrm{U}(\mathrm{i})^{*}(\mathrm{a})$ equivalent to it .

The following is the required analogue of Lemma 3.1.
Lemma 4.1. Assume $(C 1)(b)$. Fix $\theta_{0}$ in $\Theta$ and $\left\{\xi_{n}\right\} \geqslant 1$ in $\Xi^{\infty}$. Let $\psi$ be a kernel. Let $\widetilde{D}_{n}^{*}$ be as defined in relation (4.7). Also, whenever it makes sense, let $T_{n}^{*}(\psi)$ be the estimate defined in Convention 1. We can draw the following conclusions.
(I) If conditions $(i)^{*}-(i i i)^{*}$ hold then for all $c>0$ and $\epsilon>0$
$\sup _{\left\{\theta:\left|\theta-\theta_{0}\right| \leqslant c / \sqrt{ } n\right\}}\left(\prod_{i=1}^{n} P_{\theta_{0}, \xi_{i}}\right)\left(\left\{\left|\bar{D}_{n}^{*}(\theta)\right|>\epsilon\right\}\right) \rightarrow 0$ as $n \rightarrow \infty$.
(II) If conditins (i)*-(iv)* hold then
(A) for any sequence $\left\{c_{n}\right\}_{n \geqslant 1}$ increasing to infinity
$\left(\prod_{i=1}^{n} P_{\theta_{0}, z_{i}}\right)\left(\left\{\right.\right.$ There is a solution of $(3.1)^{*}$ lying in $\left.\left.\left(\theta_{0}-c_{n} / \sqrt{ } n, \theta_{0}+c_{n} / \sqrt{ } n\right)\right\}\right) \rightarrow 1$ as $n \rightarrow \infty$
and (B) under assumption $(C 1)(a), T_{n}^{*}(\psi)$ is a randomised $\sqrt{ } n$-consistent solution (I) of (3.1)*.
(III) If conditions $(i)^{*}-(v)^{*}$ hold then
(A) for any $c>0$ and $\epsilon>0$

$$
\left(\prod_{i=1}^{n} P_{\theta_{0}, z_{i}}\right)\left(\left\{\sup _{\left\{0:\left|0-\theta_{0}\right| \leqslant c \mid \sqrt{ } n\right\}}\left|\widetilde{D}_{n}^{*}(\theta)\right|>\epsilon\right\}\right) \rightarrow 0 \text { as } n \rightarrow \infty
$$

and ( $B$ ) under assumption ( $C 1)(a)$

$$
\sup _{x \in \boldsymbol{R}}\left|\left(\prod_{i=1}^{n} P_{\theta_{0}, \xi_{i}}\right)\left(\left\{\sqrt{ } n\left(T_{n}^{*}(\psi)-\theta_{0}\right) \leqslant x\right\}\right)-\phi\left(x / V\left(\theta_{0}, \underline{G}_{n}, \psi\right)\right)\right| \rightarrow 0
$$

as $n \rightarrow \infty$ where $V$ denote the positive real-valued function defined in (9) of Section 2 .
(IV) As in Lemma 3.1 (IV), for any conclusion $C$ among (I)-(III), let UC denote the conclusion that $C$ holds uniformly with respect to $\left(\theta_{0},\left\{\xi_{n}\right\}_{n \geqslant 1}\right)$ in compact subsets of $\Theta \times \Xi^{\infty}$. Then $U(I), U(I I)$ and $U(I I I)(A)$ holds if the relevant conditions among $U(i)^{*}-U(v)^{*}$ hold whereas $U(I I I)(B)$ holds if conditions $U(i)^{*}-U(v i)^{*}$ hold.

Proof. Observe that for all $n \geqslant 1, d\left(\left(\underline{G}_{n}^{o}\right)^{*},\left(\underline{G}_{n}^{E}\right)^{*}\right) \leqslant \varepsilon_{n}^{o}$ if and only if $\left\{\xi_{i}^{*}\right\}_{1 \leqslant i \leqslant n} \varepsilon \alpha_{n}\left(\epsilon_{n}^{o}\right)$ (vide relation (4.3)) so that Corollary 4.1 .1 can be restated as

$$
\begin{equation*}
\sup _{\left\{\xi_{i}\right\}_{1 \leq i \leq n} \varepsilon E^{n}}\left[1-P_{n}^{u}\left(\beta_{n}\left(\left\{\xi_{\xi}\right\}_{1 \leq i \leq n}\right)\right)\right] \rightarrow 0 \text { as } n \rightarrow \infty \tag{4.8}
\end{equation*}
$$

where $\beta_{n}$ 's are as defined in relation (4.6).
We shall now prove part ( $\mathbf{I}$ ) of the lemma and then indicate a proof of part $U(I)$ of it. The other parts can be proved similary.

For this purpose note that conditions (i)*-(iii)* imply that for any $\theta_{0}$ in $\Theta$, $\left\{\xi_{n}\right\}_{n} \geqslant 1$ in $\Xi^{\infty}$ and sequence of permutations $\left\{\pi_{n}\right\}_{n \geqslant 1}$ with $\pi_{n}$ in $\beta_{n}\left(\left\{\xi_{i}\right\}_{1 \leq i \leq n}\right)$, conditions (i) $)^{t}-(\mathrm{iii})^{t}$ with $\varepsilon_{n}=\varepsilon_{n}^{o}$ hold at the point $\theta_{0}$ in $\Theta$ and triangular array $\left\{\xi_{\pi_{n}(i)}\right\}_{1 \leq i \leq n, n \geqslant 1}$ which statisfies (4.4) by the choice of $\pi_{n}{ }^{\prime}$ 's. Hence by part (I) of Lemma 4.1(t) for any $c>0$ and $\epsilon>0$
$\sup _{\pi \varepsilon \beta n\left(\left\{\xi_{i}\right\} 1 \leqslant i \leqslant n\right)}\left\{\theta:\left|\theta-\theta_{0}\right|<c / \sqrt{ } n\right\}$

$$
\begin{equation*}
\left(\prod_{i=1}^{n} P_{\theta_{0}, i_{i}}\right)\left(\left\{\widetilde{D}_{n}^{*}(\theta)|>\varepsilon| \Pi=\pi\right\}\right) \rightarrow 0 \text { as } n \rightarrow \infty . \tag{4.9}
\end{equation*}
$$

Let $A_{n}=\Xi^{n}$. For any $\alpha$ in $A_{n}$ and $\pi$ in $\beta_{n}(\alpha)$, let

$$
f_{n}(\pi, \alpha):=\sup _{\left\{\theta:\left|\theta-\theta_{0}\right|<c / \backslash n\right\}}\left(\prod_{i=1}^{n} P_{\theta_{0}, d_{i}}\right)\left(\left\{\left|\widetilde{D}_{n}^{*}(\theta)\right|>\epsilon \mid \Pi=\pi\right\}\right) .
$$

By (4.9)

$$
\sup _{\pi \in \beta_{n}(\alpha)} f_{n}(\pi, \alpha) \rightarrow 0 \text { as } n \rightarrow \infty
$$

and $f_{n}$ is $[0,1]$-valued.

## Hence, by (4.8)

$$
\int_{s_{n}} f_{n}(., \alpha) d P_{n}^{u}=\int_{\beta_{n}(\alpha)} f_{n}(., \alpha) d P_{n}^{u}+\int_{\beta_{n}^{c}(\alpha)} f_{n}(., \alpha) d P_{n}^{u} \rightarrow 0 \text { as } n \rightarrow \infty
$$

proving part (I). Part U(I) follows similarly from the uniform versions of (4.8) and (4.9) provided $A_{n}$ is replaced by relevant compact subset of $\Theta \times \Xi^{n}$.

Definition 3.2 has an obvious extension for randomised estimates. The following is the Model I-analogue of the extension.

Definition 4.3. Any kernel $\psi$ satigfying $\mathrm{U}(\mathrm{ii})^{*}-\mathrm{U}(\mathrm{vi})^{*}$ will be called an estimable kernel in Model $I$ (or, in short, an $E K(I)$ ) and any randomised uniformly $\sqrt{ } n$-consistent solution (I) of (3.1), i.e. any uniformly $\sqrt{ } n$-consistent solution (I) of a randomisaton of (3.1) namely,

$$
\frac{1}{\sqrt{ } n} \sum_{i=1}^{n} \psi\left(X_{i}^{*}\left(P_{n}\right), \theta,\left(\hat{G}_{n}^{E}\right)^{*}\left(P_{n}\right)\right)+\frac{1}{\sqrt{ } n} \sum_{i=0,1}^{n} \psi\left(X_{i}^{*}\left(P_{n}\right), \theta,\left(\hat{G}_{n}^{o}\right)^{*}\left(P_{n}\right)\right)=0
$$

for some probability measure $P_{n}$ on $s_{n}$ will be called a generalized $C_{1}$-estimate in Model I corresponding to $\psi$ ( ov , in short, a $G C_{1}(I)$ estimate).

There is an obvious analogue of Lemma 3.1a for Model I and randomised estimates and in view of observation (6), we can make the following remark.

Remark 4.1. For any kernel $\psi, \psi$ is EK(I) if and only if it is EK(II) whereas for any randomised estimate $V_{n}$ of $\theta_{0}, V_{n}$ is $\mathrm{GC}_{1}(\mathrm{I})$ only if it is $\mathrm{GC}_{1}(\mathrm{II})$. Also, one can easily verify that Example 3.1 and 3.2, with $T_{n}(\psi)$ replaced by $T_{u}^{*}(\psi)$ for the latter one, remain valid for Model I.

The following is the Model I-analogue of Remark 3.3.
Remark 4.2. If $(S, \mathcal{S})=\left(\mathbf{R}^{p}, \mathbb{B}^{p}\right)$ and assumptions (A1) and (B2) (a) hold then Corollaries 2.1.1 and 2.1.2 enable us to drop assumption (C1) (b) even if $\Theta$ is unbounded.

Let us now write down the analogues of Theorems 3.2 and 3.3.
Theorem 4.2. Assume (C1), (B2) and (B3). The (randomised) estimate $Z_{n}^{*}$ of $\theta_{0}$, as defined through relations (3.3)-(3.4), Definition 4.1 and Convention 1 is UAN (I) with $A V(1 / \mathrm{I})$.

Theorem 4.3. Assume (C1), (B2) and (B3s). The (randomised) estimate $T_{n}^{*}(\bar{\psi})$ of $\theta_{0}$, as defined through Definitions 3.1, 4.1 and Convention 1 is UAN (I) with $A V(1 / I)$.

Remark 4.3. Theorems 4.2 and 4.3 tell us that $Z_{n}^{*}$ and $T_{n}^{*}(\bar{\psi})$ have the most limiting concentration around $\theta_{0}$ among the randomised regular (I) estimates, i.e. the following holds.

For any $\left(\theta_{0},\left\{\xi_{n}\right\}_{n \geq 1}\right)$ in $\Theta \times \boldsymbol{\Xi}^{\infty}$, randomised regular (I) estimate $V_{n}$ of $\theta_{0}$ and convex symmetric set $A$ in $\mathcal{B}(\boldsymbol{R})$,

$$
\begin{aligned}
& \lim _{n \rightarrow \infty}\left(\prod_{j=1}^{n} P_{\theta_{0}, \xi_{i}}\right)\left(\left\{\sqrt{ } n I^{1 / 2}\left(\theta_{0}, \underline{G}_{n}\right)\left(W_{n}-\theta_{0}\right) \varepsilon A\right\}\right)=P(\gamma t(0,1) \in A) \\
\geqslant & \limsup _{n \rightarrow \infty}\left(\prod_{i=1}^{n} P_{\theta_{0}, \varepsilon_{i}}\right)\left(\left\{\sqrt{ } n I^{1 / 2}\left(\theta_{0}, \underline{G}_{n}\right)\left(\nabla_{n}-\theta_{0}\right) \varepsilon A\right\}\right)
\end{aligned}
$$

where $W_{n}=Z_{n}^{*}$ or $T_{n}^{*}(\bar{\psi})$.
Remark 4.4. It has been pointed out by van der Vaart (1987) as criticism of regular estimates that given any regular estimate one can construct a nonregular asymptotically normal estimate which is better. To some extent the idea of such a construction is implicit in a grouping technique introduced in a paper of Chatterjee and Das (1983) as variance estimation. However, such better estimates due to van der Vaart are, of necessity, non-symmetric in $X_{1}, \ldots, X_{n}$. This makes one reluctant to use them. Moreover, from a technical point of view, one should compare its maximum risk, over permutations of $\xi_{1}, \ldots, \xi_{n}$, with the risk of a regular estimate. This is a matter that requires further examination. In this connection it would be interesting to study the efficient regular estimate in Example 1.2 with the best equivariant estimate that exists if $\left(\xi_{1}, \ldots, \xi_{n}\right)$ is known up to a permutation. We hope to study this in a further communication.

Remark 4.5. There can be no asymptotic improvement over efficient regular estimates of the kind discussed in the previous paragraph, if the optimal kernel does not depend on G. Typical situations where this happens are discussed in Lindsay (1980) and Pfanzagl (1982) (see also Section 5(b)). In particular, this holds for the estimate in Example 1.1. We omit proof.

Remark 4.6. If the dimension $\boldsymbol{q}_{i}$ of $\boldsymbol{X}_{\mathbf{t}}$ is not constant one can group the observations according to their dimensions. Let us now consider the special case where the distinct values of $q_{4}, i$ running from 1 to $n$, remsin fixed as $n$ tends to infinity, in other words, there are finitely many such groaps.

Let us rearrange the observations to get an array of independent random variables

$$
\begin{array}{cccc}
Y_{11} & Y_{12} & \ldots & Y_{1 n_{1}} \\
Y_{g 1} & Y_{\mathrm{zg}} & \ldots & Y_{9 m_{2}} \\
\dot{Y_{r 1}} & Y_{r 2} & \ldots & Y_{r n_{r}}
\end{array}
$$

with $Y_{n_{1}}$ 's following $f\left(., \theta_{0}, \xi_{j l}, k_{j}\right)$ and $n_{j}$ 's being non-negative integers with $\sum_{j=1}^{r} n_{j}=n$. Without loss of generality let us assume that $k_{1}<k_{2}<\ldots<k_{r}$ and liminf $\left(n_{j} / n\right)>0$ for all $j$, so that each group represents a distinct fixed set-up model by itself. Call an estimate of $\theta_{0}$ regular (in the new model) if it is uniformly asymptotically equivalent to a pooled mean of regular estimates (including the randomised ones) ae defined through Definitions 1.1, 4.1-4.2 and observation (2), corresponding to each component fixed set up submodel. For the $j$-th submodels let $\overline{\psi_{j}}$ denote optimal kernel as defined through (2.2)-(2.4) $U_{n j}$ and $\hat{G}_{n, j}$ denote, respectively, the uniformly $\sqrt{ } n$ consistent estimate of $\theta_{0}$ and uniformly consistent estimate of $\underline{G}_{n j}:=$ $\boldsymbol{F}_{n j}\left(\left\{\xi_{f l}\right)_{1 \leq l \leq n_{j}}\right)$ (vide Definitions 2.1-2.2) as considered in assumption (C1) the superscript * $j$ stands for the operation of randomisation as defined in Definition 4.1 and the superscripts $O$ and $E$ stand for the operations defined in (11) of Section 2. Then an efficient regular estimate will be a solution of

$$
\begin{equation*}
\sum_{j=1}^{r}\left[\sum_{i=1}^{n_{j}} \psi_{j}\left(Y_{j l}^{* j}, \theta,\left(\hat{G}_{n j}^{* j}\right)^{B}\right)+\sum_{i=1}^{n_{j}} \bar{\psi}_{j}\left(Y_{j i}^{* j}, \theta,\left(\hat{\theta}_{n j}^{* j}\right)^{o}\right]=0\right. \tag{4.10}
\end{equation*}
$$

which is nearest to $\bar{U}_{n}$. if there is a solution of (4.10) lying in $\left[\bar{U}_{n},-\log n / \sqrt{ } n\right.$, $\left.\bar{U}_{n .}+\log n / \sqrt{ } n\right]$ and equal to $\bar{U}_{n .}$ otherwise ; where $\bar{U}_{n .}:=\frac{1}{n} \sum_{j=1}^{r} n U_{n j}$.

Remark 4.7. In view of remarks 4.2 and 3.4, for Euclidian $S$ and exponential $f$, it is enough to check assumption (CI)(a), i.e. the existence of a uniformly $\sqrt{ } n$-consistent (I) estimate of $\theta_{0}$, and (B3) or (B3s), i.e. smoothness properties of the optimal kernel (cf Remark 3.8).

## 5. Two sphotal oasie

In this section, we shall discuss the special cases referred to in Section 1 where the optimal kernel $\bar{\psi}$ is "smooth" :Throughout the discussion, we are assuming the validity of sasumptions (A2) and (A3) and compactness of $\boldsymbol{g}$.
(a) Orthogonal case. This is a generalised version of the symmetric location-scale problem with known functional form of the density $f$, as in Example 1.2. Here, for all $(\theta, G), s_{0}(., \theta, G)$ belongs to the orghogonal complement of the space $N_{\theta, \theta}$, so that $s_{\theta}$ itself is a version of the optimal kernel.

Let us assume that
(D1) (a) For all $x$ in $S, f(x, \ldots,.) \in C_{2,0}(\bar{\Theta} \times \Xi)$ and (b) for any compact subset $\Theta_{0}$ of $\Theta$ the following statements hold
(i) there is $\delta_{0}>0$ such that
(a) the following two families of functions

$$
\left\{\frac{\left(f^{\prime}\right)^{2}\left(., \theta^{\prime}, G\right)}{f(., \theta, G)}: \theta, \theta^{\prime} \in \Theta_{0} \text { with }\left|\theta-\theta^{\prime}\right| \leqslant \delta_{0}, G \in \mathcal{G}\right\}
$$

and $\left\{s_{8}^{2}\left(., \theta^{\prime}, G^{\prime}\right) f(., \theta, G):(\theta, G),\left(\theta^{\prime}, G^{\prime}\right) \epsilon \Theta_{0} \times \mathcal{G}\right.$ with $\left.\left|\theta-\theta^{\prime}\right|+d\left(G, G^{\prime}\right) \leqslant \delta_{0}\right\}$ are uniformly integrable with respect to $\mu$ and

$$
\text { (b) } \sup _{(\theta, G) \in \theta_{0} \times \mathcal{G}}\left[\int \overline{\left(\left|s_{\theta}^{\prime}\right|\right)}\left(., B\left((\theta, G), \delta_{0}\right)\right) f(., \theta, G) d \mu(.)\right]<\infty
$$

and
(ii) $\sup _{(\theta, G) \in \theta_{0} \times \mathcal{G}^{\prime}}\left[\left\{\int_{\left\{1_{\theta}(., \theta, G) \geq E\right\}} \frac{\left(f^{\prime}\right)^{2}(., \theta, G)}{f(., \theta, G)} d \mu().\right\} / I(\theta, G)\right] \rightarrow 0$ as $K \rightarrow \infty$

Assumption (D1) and orthogonality together imply assumptions (B2) and (B3s). Hence by the theorems proved in Sections 3 and $4, Z_{n}$ and $T_{n}(\bar{\psi})$ are efficient (II) and, $Z_{n}^{*}$ and $T_{n}^{*}(\bar{\psi})$ are efficient (I) as well as efficient (II), both under assumptions (Cl) and (D1).

We have verified assumptions (Al) and (DI) for Euclidean $S$ and exponential $f$ as considered in Remark 3.4. In particular, they hold for Example 1.2 with $p \geqslant 2$.

Example 1.2 with $p=1$ does not fall in the exponential families described in Remark 3.4. However in this case one can easily verify assumption (Dl). The verification of assumption (Al) is as follows: Let $(\theta, \theta),\left(\theta^{\prime}, G^{\prime}\right)$ be such that $f(., \theta, G)=f\left(., \theta^{\prime}, G^{\prime}\right)$ a.e. [ $\left.\lambda\right]$. By symmetry of the norma] density function we get that $\theta=\theta^{\prime}$. So, it remains to prove, for all $\theta$ in $\bar{\Theta}$, the identifiability of $G$. In this respect, let us observe that conditions (b)-(d) of Remark 3.4, have obvious modifications guaranteeing, for any $\theta$ in $\bar{\Theta}$, the identifiability of $G$. We have verified these conditions for Example 1.2 sc that $G=G^{\prime}$ and hence the validity of assumption (Al).

In view of Remark 4.7 and observation (1) of Section 2, it remains to check assumption (C1) (a) for Example 1.2 and in this respect the grand mean

$$
\overline{\bar{X}}=\frac{1}{n p} \sum_{i=1}^{n} \sum_{j=1}^{n} X_{i j}
$$

is an natural choice for $U_{n}$.
In view of the last paragraphs, Theorems 3.2, 3.3, 4.2 and 4.3 hold for Example 1.2 with arbitrary $p$. An asymptotically efficient estimate for Example 1.2 with arbitrary $p$ can also be obtained from the results of van der Vaart (1987, 89-93).
(b) Case of partial likelihood factorization. This case in the present context was first considered by Lindsay (1980). Here the likelihood function $f$ factorizes in the following manner.

There are Borel-measurable functions $p: S \times \bar{\Theta} \rightarrow \boldsymbol{R}^{+}$and $q: S \times \bar{\Theta} \times \Xi \rightarrow \boldsymbol{R}^{+}$ such that

$$
\begin{equation*}
f(x, \theta, \xi)=p(x, \theta) q(x, \theta, \xi) \text { for all }(x, \theta, \xi) \in S \times \bar{\Theta} \times \Xi \tag{5.1}
\end{equation*}
$$

and

$$
\begin{equation*}
\int p\left(., \theta^{\prime}\right) q(., \theta, \xi) d \mu(.)=1 \text { for all }\left(\theta, \theta^{\prime}, \xi\right) \varepsilon \bar{\Theta} \times \bar{\Theta} \times \Xi \tag{5.2}
\end{equation*}
$$

In cases where (5.1) and (5.2) hold we call $p$ a partial-likelihood function.
In applications, for (5.1) and (5.2) to hold one assumes the existence of either a partially sufficient statistic $t$ for $\xi$ or a $\xi$-ancillary statistic $c$. In the first case $q$ is the marginal of $t$ and in the second $p$ is the marginal of $c$. Example 1.1 falls in the first case with $t\left(\boldsymbol{X}_{\boldsymbol{i}}\right)=\bar{X}_{\mathbf{i}}$. (An example of the other kind is Example 9.4 of Lindsay, 1980, 654-655).

Here

$$
\begin{equation*}
s_{\theta}=\frac{p^{\prime}}{p}+\frac{q^{\prime}}{q} \tag{5.3}
\end{equation*}
$$

Assume that
(D2) (a) For all $x$ in $S, p(x,.) \in C_{2}(\bar{\Theta})$ and $q(x, .,.) \in C_{2,0}(\bar{\Theta} \times \mathcal{G})$
and (b) for any compact subset $\Theta_{0}$ of © the following statements hold
(i) there is $\delta_{0}>0$ such that
(a) the following three families of functions

$$
\begin{aligned}
& \left\{\frac{\left(p^{\prime}\right)^{2}\left(., \theta^{\prime}\right) q^{2}\left(., \theta^{\prime}, G\right)}{p(\cdot, \theta) q\left(., \theta_{r} G\right)}: \theta, \theta^{\prime} \in \Theta_{0} \text { with }\left|\theta-\theta^{\prime}\right| \leqslant \delta_{0} \text { and } G e \mathcal{G}\right\} \\
& \left\{\frac{p^{2}\left(., \theta^{\prime}\right)\left(q^{\prime}\right)^{2}\left(., \theta^{\prime}, \theta\right)}{p(., \theta) q(., \theta, G)}: \theta, \theta^{\prime} \in \Theta_{0} \text { with }\left|\theta-\theta^{\prime}\right| \leqslant \delta_{0} \text { and } G \in \mathcal{Q}\right\}
\end{aligned}
$$

and
$\left\{\left(p^{\prime} \mid p\right)^{2}\left(., \theta^{\prime}\right) p(., \theta) q(., \theta, G): \theta, \theta^{\prime} \in \Theta_{0}\right.$ with $\left|\theta-\theta^{\prime}\right| \leqslant \delta_{0}$ and $(G \in G\}$
are uniformly integrable with respect to $\mu$, and
(b) $\sup _{(\theta, G) \in \theta_{0} \times \mathcal{G}} \mid \overline{\left(\left|\boldsymbol{p}^{\prime \prime}\right| p \mid\right)\left(., B\left(\theta, \delta_{0}\right)\right) p(., \theta) q(., \theta, G) d \mu(.)<\infty}$
and $\left.\sup _{(\theta, G) \epsilon \boldsymbol{\theta}_{0} \times \mathcal{G}}\left[\int \overline{\left(p^{\prime} \mid p\right)^{2}}\right)\left(., B\left(\theta, \delta_{0}\right)\right) p(., \theta) q(., \theta, G) d \mu().\right]<\infty$
and (ii) $\sup _{(\theta, G) \in \theta_{0} \times \mathcal{G}}\left[\int_{\left\{\left(p^{\prime} \mid p\right)^{2}(,, \theta) \geqslant K\right\}} \frac{\left(p^{\prime}\right)^{2}(., \theta) q(., \theta, G)}{p(., \theta)} d \dot{\mu}().\right]$

$$
\left[\int \frac{\left(p^{\prime}\right)^{2}(., \theta) q(., \theta, G)}{p(., \theta)} d \mu(.)\right]^{-1} \rightarrow 0 \text { as } K \rightarrow \infty .
$$

(D3) For any $(\theta, G)$ in $\bar{\theta} \times \mathcal{G}$, there is $M_{\theta, G} \in \mathcal{M}_{0}$ such that

$$
\frac{q^{\prime}(x, \theta, G)}{q(x, \theta, G)}=\frac{q\left(x, \theta, M_{\theta, \sigma}\right)}{q(x, \theta, G)} \text { for all }(x, \theta, G) \text { in } S \times \bar{\theta} \times \mathcal{G} .
$$

Clearly, assumption (D2) implies assumption (B2). From assumption (D3) and relation (5.3) we have $\bar{\psi}=p^{\prime} \mid p$ so that assumptions (D2) and (D3) together imply assumption (B3s). Hence we get the required efficiency of $Z_{n}$ and $T_{n}(\bar{\psi})$ in both of the set-ups under assumptions (C1) (a), (D2) and (D3). Note that in this case $Z_{n}^{*}=Z_{n}$ and $T_{n}^{*}(\bar{\psi})=T_{n}(\bar{\psi})$.

Let us note the following
Remark 5.1. If assumption (D2) holds and equation (3.1) with $\psi=$ $p^{\prime} \mid p$, has a unique solution (the latter holds for Examples 9.2-9.5 of Lindsay (1980) which includes Example 1.1) $\hat{\theta}_{n}$ (say), then part U(III)(B) of Lemma 3.1 (equivalently, that of Lemma 4.1) holds with $T_{n}(\psi)$ replaced by $\hat{\theta}_{n}$, in other words, $\hat{\theta}_{n}$ is UAN(I) with AVV$V(,, ., \psi)$, guaranteeing assumption (C1) (a) with $U_{n}=\hat{\theta}_{n}$ (which, in turn, implies $T_{n}(\psi)=\hat{\theta}_{n}$ ).

We are now going to check assumptions (C1)(a), (D2) and (D3) for Example 1.1: In view of Remark 5.1, it is enough to check assumptions (D2) and (D3). We have verified assumption (D2) for more general case of Euclidean $S$ and exponential $p, q$ provided assumptions (a), (b)* and (d)-(f) of Remark 3.4, with $\bar{\Theta} \times \Xi$ and $C_{20}(\bar{\Theta} \times \Xi)$ replaced by $\bar{\Theta}$ and $C_{\mathbf{2}}(\bar{\Theta})$, res-
pectively, hold for $p$ and assumptions (a), (e) and (f) of this remark hold for $q$. A proof of assumption (D3) is given in Lindsay (1980, 8.1-8.2).

Example 1.1 can also be handled in a slightly different way, vide Pfanzagl (1982). Pfanzagl assumes the existence of a partially sufficient statistics $t(x)$ of $\xi$. Instead of assumption (D3) he assumes the completeness of $t$ with respect to the family $\left\{P_{\theta . \varepsilon}: \xi \in \Xi\right\}$ for all $\theta$.

Note that in this case $s_{\theta}$ is given by (5.3) and the functions of $N_{\theta, \theta}$ depend on $x$ only through $t$. One can use the latter fact and sufficiency of $t$ to conclude that

Therefore,

$$
p^{\prime}(., \theta) / p(., \theta) \in N_{\delta, \theta}^{1} \quad \forall(\theta, G) .
$$

$$
\begin{equation*}
\bar{\psi}=\left(p^{\prime} \mid p\right)+\bar{\psi}_{t} \tag{5.4}
\end{equation*}
$$

where $\bar{\psi}_{t}$ denote the optimal kernel in the mixture model induced by the marginals ( $P_{\theta, \alpha}^{t}$ ) of $t$.

Therefore, using Lemma 2.1 for the marginal model, one observes that, under assumptions (A2)-(A4)

$$
E_{P_{\theta, q^{\prime}}^{t}}\left\{\overline{\psi_{t}}(., \theta, G)\right\}=0 \quad \text { a.e. }\left[P_{\theta, G}^{t}\right] \forall\left(\theta, G, G^{\prime}\right)
$$

Hence, by completeness of $t$,

$$
\begin{aligned}
& \bar{\psi}_{t}(,, \theta, G)=0 \text { a.e. }\left[P_{\theta, G}^{t}\right] \forall(\theta, G) \\
& \quad \text { i.e. } \bar{\psi}_{t}(t(), \theta, G)=0 \text { a.e. }\left[P_{\theta, G}\right] \forall(\theta, G)
\end{aligned}
$$

proving, in view of (5.4), that $\stackrel{\psi}{\psi}=p^{\prime} / p$.
Note that for any $\theta$ in $\Theta$ one can easily weaken the condition of completeness of $\left\{P_{0, \varepsilon}: \xi \in \Xi\right\}$ by $L_{2}$-completeness of it, in other words, it is enough to assume that for any $\theta$ in $\Theta$ and funetion $\phi$ of $t$,
only if

$$
\phi \in L_{2(2)}^{0}\left(P_{0,8}\right) \forall \xi
$$

$$
\phi=0 \quad a, \mathrm{e}\left[P_{\theta, \mathrm{c}}\right] \forall \xi
$$

(see also Definition 5.12 of van der Vaart (1987, 107)).
If, in the above, one allows $t$ to be a $l$-dimensional real-vector depending on $\theta$, i.e.; $t=\boldsymbol{t}(\boldsymbol{x}, \theta)$, essentially the same calculations imply that the optimal kernel is

$$
\bar{\psi}=\left(p^{\prime} \mid p\right)+\sum_{j=1}^{l}\left(\frac{\partial}{\partial u_{y}} \boldsymbol{q}\right)\left\{\left(\frac{\partial}{\partial \theta} t\right)-\boldsymbol{E}\left(\left.\frac{\partial}{\partial \theta} t \right\rvert\, t\right)\right\}
$$

-a result due to van der Vanet (1987).

Our calculations are somewhat different from the above authors (i.e. Pfanzagl and van der Vaart). Assumptions needed for applying Theorems 3.2, 3.3, 4.2 and 4.3 for Pfanzagl's case are ( Cl )(a) and (D2) whereas those for van der Vaart's case are (Cl) and an obvious generalisation of (D2). In this connection, it may be pointed out that van der Vaart's method, based on a generalisation of Pfanzagl's model, is a powerful one yielding a solution for Examples 1.1, 1.2 as well as Example 9.6 of Lindsay (1980, 656-657) and the symmetric looation-scale model of Bickel and Klaassen (1986). However his $L_{2}$-oompleteness condition does not apply to Example 9.4 of Lindsay (1980) mentioned earlier in this section. His estimate is different from our and requires fewer regularity conditions.

## Appendix $\mathbf{C}^{*}$

We shall need the following auxiliary result.
Lemma C.1. Let ( $Y, \rho$ ) be a compact metric space. Let $\ngtr d$ denote the set of all Borel probability measures on $Y$. Let $\xi_{1}, \xi_{2}, \ldots, \xi_{n}$ be $n$ independent $Y$-valued random variables with $\xi_{i}$ following the distribution $P_{i}$. Then for all $\boldsymbol{\epsilon}>0$,

$$
\sup _{\left\{P_{i}\right\}_{1 \leqslant i \leqslant n} \epsilon \mathscr{P}_{n}}\left(\prod_{i=1}^{n} P_{i}\right)\left(\left\{d\left(F_{n}, \bar{P}_{n}\right)>\epsilon\right\}\right) \rightarrow 0 \text { as } n \rightarrow \infty
$$

where $\bar{P}_{n}$ denote the measure $\frac{1}{n} \sum_{i=1}^{n} P_{i}$ on $\ngtr$ and $d$ denote the Prohorov metric on $>0$ as defined in (10) of Section 2.

Proof. First let us observe that for any function $f$ in $C(Y)$ and $\epsilon>0$,

$$
\begin{equation*}
\sup _{\left\{P_{i}\right\}_{1 \leqslant i \leqslant n} \varepsilon \boldsymbol{o}_{n}}\left(\prod_{i=1}^{n} P_{i}\right)\left(\left\{\left|\int f d\left(F_{n}-\bar{P}_{n}\right)\right|>\varepsilon\right\}\right) \rightarrow 0 \text { as } n \rightarrow \infty \ldots \tag{C.1}
\end{equation*}
$$

Next, we shall extend (C.1) to the following
For any compact subset $\mathcal{F}$ of $C(Y)$ and $\epsilon>0$,

$$
\begin{equation*}
\sup _{\left\{P_{i}\right\}_{1 \leqslant i \leqslant n} \in \not \mathcal{D}_{n}}\left(\prod_{\{=1}^{n} P_{i}\right)\left(\left\{\sup _{f \in \mathcal{F}}\left|\int f d\left(F_{n}-\bar{P}_{n}\right)\right|>\varepsilon\right\}\right) \rightarrow 0 \text { as } n \rightarrow \infty \tag{C.2}
\end{equation*}
$$

This can be proved as follows.
Let $\mathscr{F}$ be a given compact subset of $C(Y)$ and $\epsilon$ be a given positive real number. Using compactness of $\mathscr{F}$ get hold of an $(\epsilon / 4)$-net $\left\{f_{1}, f_{2}, \ldots, f_{k}\right\}$ of $\boldsymbol{\mathscr { F }}$. Then

$$
\sup _{f \& \mathscr{O}} \int f d\left(\boldsymbol{F}_{n}-\bar{P}_{n}\right)\left|<\epsilon / 2+\max _{1 \in j \in k}\right| f f_{j} d\left(\boldsymbol{F}_{n}-\bar{P}_{n}\right) \mid
$$

[^0]Therefore

$$
\begin{aligned}
& \left\{P_{i}\right\}_{1 \leqslant i \leqslant n \in \chi^{n}}\left(\prod_{i=1}^{n} P_{i}\right)\left(\left\{\sup _{f \in \mathcal{F}}\left|f d\left(\boldsymbol{F}_{n}-\bar{P}_{n}\right)\right|>\varepsilon\right\}\right) \\
& \leqslant \sup _{\left\{P_{i}\right\}_{1 \leq i \leq n} \in \boldsymbol{D N}_{n}}\left(\prod_{i=1}^{n} P_{i}\right)\left(\left\{_{1<j<k}^{\max }\left|\int f_{j} d\left(\boldsymbol{F}_{n}-\bar{P}_{n}\right)\right|>\varepsilon / 2\right\}\right) \rightarrow 0 \\
& \text { as } n \rightarrow \infty \text {, by (C.1). }
\end{aligned}
$$

As $\mathscr{F}$ and $\epsilon$ were arbitrary, this proves (C.2).
Let us now consider the function $\phi: \boldsymbol{R} \rightarrow[0,1]$ defined by,

$$
\phi(t)= \begin{cases}1 & \text { if } t \leqslant 0  \tag{C.3}\\ 1-t & \text { if } 0 \leqslant t \leqslant 1 \\ 0 & \text { if } 1 \leqslant t\end{cases}
$$

Then $\phi$ is bounded and uniformly continuous as it is a continuous function with a compact support.

For any $\epsilon>0$ and closed subset $F$ of $Y$, we shall denote the funotion $\phi\left(\frac{d(., F)}{\epsilon}\right)$ from $Y$ to $[0,1]$ by $f_{\epsilon, F}$ and consider

$$
\begin{equation*}
\mathcal{F}:=\left\{f_{e, F}: F \text { a closed subset of } Y\right\} \tag{0.4}
\end{equation*}
$$

Let us now observe that for any $x, y$ in $Y$ and closed subset $F$ of it,
and

$$
\left.\begin{array}{l}
d(x, z) \leqslant d(x, y)+d(y, z) \\
d(y, z) \leqslant d(y, x)+d(x, z)
\end{array}\right\} \quad \text { for all } z \text { in } Y
$$

Therefore taking the infemum over $z$ in $F$ and using the symmetry of $d$,
and

$$
\begin{aligned}
& d(x, F) \leqslant d(x, y)+d(y, F) \\
& d(y, F) \leqslant d(x, y)+d(x, F) .
\end{aligned}
$$

Hence $\quad|d(x F)-d(y, F)| \leqslant d(x, y)$.
As $x, y$ and $F$ were arbitrary this proves that the family of functions

$$
\begin{equation*}
\{d(., F): F \text { a closed subset of } Y\} \tag{C.5}
\end{equation*}
$$

is equicontinuous on $Y$.
From now on we shall assume that $\epsilon$ is a preassigned positive number.
From (C.3)-(C.5) and boundedness and uniform continuity of $\phi$, we can easily conclude that $\mathcal{F}_{a}$ is uniformly bounded and equicontinuous.

Therefore by Arzéla-Ascoli Theorem $\overline{\mathcal{F}}_{\mathrm{e}}$ is compact. Henoe by (C.2),

$$
\left\{\operatorname{sif}_{i}\right\}_{1<i \in n_{n} \in \mathcal{N} n}\left(\prod_{i=1}^{n} P_{i}\right)\left(\left\{\sup _{f \in \mathscr{F}_{s}}\left|\int d\left(\boldsymbol{P}_{n}-\bar{P}_{n}\right)\right|>\epsilon\right\}\right) \rightarrow 0 \text { as } n \rightarrow \infty \ldots \text { (C.6) }
$$

Let us now observe that the Prohorov metric $d$ as defined in (10) of Section 2 can easily be redefined using closed sets only, i.e., for any $P, Q \in \mathcal{O}$,

$$
d(P, Q)=\inf \left\{\eta>0: P(F) \leqslant Q\left(F^{\eta}\right)+\eta Q(F) \leqslant p\left(F^{\eta}\right)+\eta \forall F, F \text { closed }\right\}
$$

Therefore, for any $P, Q$ in $\neq$

$$
d(P, Q)>\epsilon
$$

$\Longrightarrow$ there is a closed subset $F$ of $Y$ (possibly depending on $P, Q$ and $\varepsilon$ ) such that

$$
\begin{equation*}
P(F)>Q\left(F^{\varepsilon}\right)+6 \text { or } Q(F)>P\left(F^{\varepsilon}\right)+6 \tag{C,7}
\end{equation*}
$$

$\Rightarrow$ there is a closed subset $F$ of $Y$ such that

$$
\begin{aligned}
& \int f_{\varepsilon, F} d P \stackrel{(C .4)}{\geqslant} P(F) \stackrel{(C .7)}{>} Q\left(F^{e}\right)+\varepsilon \stackrel{(C .4)}{\geqslant} \int f_{\varepsilon, F} d Q+\epsilon \\
& \text { or } \int f_{\varepsilon, F} d Q \stackrel{(0.4)}{\geqslant} Q(F) \stackrel{(C .7)}{>} P\left(F^{\varepsilon}\right)+\varepsilon \stackrel{(0.4)}{\geqslant} \int f_{e, F} d P+\varepsilon
\end{aligned}
$$

$\Longrightarrow$ there is a closed subset $F$ of $Y$ such that

$$
\left|\int f_{\varepsilon, F} d P-\int f_{\varepsilon, F} d Q\right|>\epsilon
$$

$\Longrightarrow \sup _{f \in \mathscr{F}_{z}}\left|\int f d(P-Q)\right|>\epsilon$, where $\mathscr{F}_{g}$ is the family of continuous functions defined by (C.4).

Therefore, for any $P, Q$ in $\mathcal{y O}$ and $\left\{P_{i}\right\}_{1 \leqslant i \leqslant n}$ in $\mathcal{Z O N}^{\mathcal{N}}$,

$$
\begin{equation*}
\left.\left(\prod_{i=1}^{n} P_{i}\right)(\{d(P, Q)>\varepsilon\}) \leqslant\left(\prod_{i=1}^{n} P_{i}\right)\right)\left(\left\{\sup _{f \in \mathscr{G},}\left|\int f d(P-Q)\right|>\varepsilon\right\}\right) \ldots \tag{C.8}
\end{equation*}
$$

Taking supremum over $\left\{P_{i}\right\}_{1 \leq i \leq n}$ in $\boldsymbol{p}^{n}$ we get for any $P, Q$ in $\boldsymbol{p}$,

$$
\begin{gathered}
\sup _{\left\{P_{i}\right\}_{1 \leq i \leq n} \in \not \mathcal{P N}^{n}}\left(\prod_{i=1}^{n} P_{t}\right)(\{d(P, Q)>\epsilon\}) \\
\leqslant \sup _{\left\{P_{i}\right\}_{1 \leq i \leq n} \in \mathcal{P}^{n}}\left(\prod_{i=1}^{n} P_{i}\right)\left(\left\{\sup _{f \in \mathcal{F}_{s}}\left|\int f d(P-Q)\right|>\epsilon\right\}\right) \quad \ldots \quad \text { (C. } 9
\end{gathered}
$$

Lhe result follows from (C.6) and (C.9) with $P=\boldsymbol{F}_{n}$ and $Q=\vec{P}_{n}$.

The following is an immediate corollary to the lemma.
Corollary C.1.1. Let $(Y, \rho), \mathcal{P},\left(\xi_{1}, \xi_{2}, \ldots, \xi_{n}\right)$ and $d$ be as considered in Lemma C.1: Let $P_{n}^{u}$ denote the uniform distribution on $s_{n}$ as defined in Convention 1 of Section 4. Then for any $\epsilon>0$,

$$
\sup _{\left\{P_{i}\right\}_{1 \leqslant i \leqslant n} \in \mathcal{P}_{0}} \int\left(\prod_{i=1}^{n} \boldsymbol{P}_{\pi(t)}\right)\left(\left\{d\left(\boldsymbol{F}_{n}^{o}, \boldsymbol{F}_{n}^{E}\right)>\epsilon\right\}\right) d \boldsymbol{P}_{n}^{u}(\pi) \rightarrow 0
$$

as $n \rightarrow \infty$.
Proof. In view of Lemma C.1, it is enough to show that for any $\varepsilon>0$,

$$
\begin{equation*}
\left.P_{n}^{u(\{ }\left(d\left(\left(\bar{P}_{n}^{o}\right)^{*},\left(\widetilde{P}_{n}^{E}\right)^{*}\right)>\epsilon\right\}\right) \rightarrow 0 \text { as } n \rightarrow \infty . \tag{C.10}
\end{equation*}
$$

Fix $f \in C(Y)$. Let us denote $\int f d P_{i}$ by $a_{i}$ and $\frac{1}{n} \sum_{i=1}^{n} a_{i}$ by $\bar{a}$. Then

$$
\begin{align*}
& \int\left\{\frac{1}{(n-[n / 2])} \sum_{i=1}^{n}\left(\int f d P_{\pi(i)}\right)-\frac{1}{[n / 2]} \sum_{i=1}^{n}\left(\int f d P_{\pi(i)}\right)\right\}^{2} d P_{n}^{u}(\pi) \\
& \quad=\int\left\{\frac{1}{(n-[n / 2])} \sum_{i \text { ovdd }} a_{\pi(i)}-\frac{1}{[n / 2]} \sum_{i o d d} a_{\pi(i)}\right\}^{2} d P_{n}^{u}(\pi) \\
& \quad \leqslant 4 \int\left\{\frac{1}{(n-[n / 2])} \sum_{i o d a} a_{\pi(i)-\bar{a}}\right\}^{2} d P_{n}^{u}(\pi) \\
& \quad \leqslant \frac{4}{(n-[n / 2])}\left\{\frac{1}{n} \sum_{i=1}^{n}\left(a_{i}-\bar{a}\right)^{2}\right\} \tag{C.11}
\end{align*}
$$

since the variance under sampling without replacement is less than the vari-: ance under sampling with replacement.

By (C.11) with arbitrary $f$, we note that the following analogue of (C.1) holds : namely, for any $f \in C(X)$ and $\epsilon>0$

$$
\begin{equation*}
P_{n}^{u}\left(\left\{\left|\int f d\left(\left(\vec{P}_{n}^{o}\right)^{*}-\left(\vec{P}_{n}^{E}\right)^{*}\right)\right|>\epsilon\right\}\right) \rightarrow 0 \text { as } n \rightarrow \infty . \tag{C.12}
\end{equation*}
$$

(C.10) follows from (C.12) exactly as in Lemma C.I.

Proof of Proposition 4.1. The given expression

$$
\left.\left.\left.=\sup _{\{\xi\}_{1 \leqslant i \leqslant n} E^{n}} P_{n}^{u(\{d)}\left(\underline{G}_{n}^{o}\right)^{*},\left(\underline{G}_{n}^{E}\right)^{*}\right)>\epsilon\right\}\right)
$$

(where * denote the operation of randomisation as defined in Definition 4.1)

$$
\begin{aligned}
& =\sup _{\{\xi\}_{1 \leq i \leqslant n} E^{n}} 1_{\left.\left\{d\left(\left(G_{n}^{0}\right)^{*}\left(G_{n}^{R}\right)\right)^{*}\right)>\epsilon\right\}}(\pi) d P_{n}^{u}(\pi) \\
& =\sup _{\{\xi\}_{1 \leqslant i \leqslant n} \in \Xi^{n}} \int\left(\prod_{i=1}^{n} \delta_{\xi_{n(i)}}\right)\left(\left\{d\left(G_{n}^{0}, G_{n}^{R}\right)>e\right\}\right) d P_{n}^{u(\pi)}
\end{aligned}
$$

(where $\delta_{z}$ denote the degenerate distribution at $\{\xi\}$ )

$$
\leqslant \sup _{\left\{G_{i}\right\}_{1 \leqslant i \leqslant n} \varepsilon G^{n}} \int\left(\prod_{i=1}^{n} G_{n(i)}\right)\left(\left\{d\left(\underline{G}_{n}^{0}, \underline{G}_{n}^{E}\right)>\epsilon\right\}\right) d P_{n}^{u}(\pi) \longrightarrow 0
$$

as $n \rightarrow \infty$ by Corollary C.1.1 with $Y=\Xi$ and (hence) $P=G$.
Let $\psi$ be a kernel. Fix $\theta_{0}$ in (© and triangular array $\left\{\xi_{n}\right\}_{1 \leqslant i \leqslant n, n \geqslant 1}$ of elements in $\Xi$ satisfying relation (4.4). The following are the conditions (i) ${ }^{\boldsymbol{t}}$ $(v)^{t}$ and $U(i)^{t}-U(v i)^{t}$, referred to in the discussion preceeding Lemma 4.1(t).
(i)t (a) Condition (i) of Section 3 holds, with $G_{0}$ replaced by $G_{n, n}^{O}$ or $\underline{G}_{n, n^{*}}^{E}$ uniformly with respect to $n \geqslant 1$ and
(b) $\left.\int \frac{\left\{f^{\prime}\left(., \theta_{0}, G\right)-f^{\prime}\left(., \theta_{0}, \underline{G}_{n, n}\right)\right\}^{2}}{f\left(. \theta_{0}, \underline{G}_{n, n}\right)} d \mu()\right|_{.G=\underline{G}_{n, n}^{0} \text { or } \underline{G}_{\underline{n, n}}^{E}} \rightarrow 0$ as $n \rightarrow \infty$.
(ii)t The following two statements hold uniformly in $n \geqslant 1$
(a) there is $\delta_{0}>0$ such that condition (ii) (a) of Section 3 holds with $G_{0}$ replaced by $G_{n, n}^{o}$ or $G_{n, n}^{E}$ and
(b) (i) $\int\left\{\psi(., \theta, G)-\psi\left(., \theta_{0}, \underline{G_{n, n}}\right)\right\}^{2} f\left(., \theta_{0}, \underline{G_{n, n}^{O}}\right) d \mu(.) \longrightarrow 0$
as $(\theta, G) \longrightarrow\left(\theta_{0}, \underline{G}_{n, n}^{E}\right)$ and
(ii) $\int\left\{\psi(., \theta, G)-\psi\left(., \theta_{0}, \underline{G}_{n, n}^{o}\right)\right\}^{2} f\left(., \theta_{0}, G_{n, n}^{E}\right) d \mu(.) \longrightarrow 0$
as $(\theta, G) \longrightarrow\left(\theta_{0}, \underline{G}_{n, n}^{o}\right)$.
(iii)t Condition (iii) of Section 3 holds with ( $\hat{G}_{n}, G_{0}$ ) replaced by $\left(\hat{G}_{n, n}^{E}, \underline{G}_{n, n}^{o}\right)$ or $\left(\underline{G}_{n, n}, \underline{G}_{n, n}^{o}\right)$ or $\left(G_{n, n}^{0}, \underline{G}_{n, n}^{E}\right)$ or $\left(\underline{G}_{n, n}, \underline{G}_{n, n}^{E}\right)$.
(iv) (a) There is $\delta_{0}>0$ such that condition (iv) (a) of Section 3 holds with $G_{0}$ replaced by $\underline{G}_{n, n}$,
(b) condition (iv) (b) of Section 3 holds, with $G_{0}$ replaced by $\underline{G}_{n, n}$, by G,,jn, uniformly in $n \geqslant 1$ and
(c) $\left\{\int \psi\left(., \Theta_{0}, \underline{G}_{n, n}\right) f^{\prime}\left(., \Theta_{0}, \underline{G}_{n, n}\right) d \mu():. n>1\right\}$ does not contain zero
as a limit point.
$(v)^{t}$ there is $\delta_{0}>0$ such that condition (v) of Section 3 holds, with $G_{0}$ replaced by $G_{n, n}$, uniformly in $n>1$.

Let $\delta_{0}>0$ be as considered in (ii)t, (iv) ${ }^{t}$ and (v) ${ }^{t}$. As before, for any condition $C$ among $(i)^{t}-(v)^{t}$, UC denotes the condition that condition $C$ holds, with $\theta_{0}, \theta$ and $\theta^{\prime}$ replaced by $\theta, \theta^{\prime}$ and $\theta^{\prime \prime}$, respectively, uniformly with respect to $\theta, \theta^{\prime}$ and $\theta^{\prime \prime}$ in $B\left(\theta_{0}, \delta_{0}\right), G$ in $B\left(G_{n, n}, \delta_{0}\right)$ and $\left\{\xi_{n i}\right\}_{1 \leqslant i \leqslant n}$ in $\alpha_{n}\left(\epsilon_{n}\right)$. The Condition $\mathrm{U}(\mathrm{vi})^{t}$ is given below.
$\left.\mathrm{U}(\mathrm{vi})^{t}(\mathrm{a}) \sup _{n \geqslant 1} \sup _{\left(\theta,\left\{\xi_{n i}\right\}\right.} \sup _{1 \leqslant i \leqslant n}\right) \in B\left(\theta_{0}, \delta_{o}\right) \times \alpha_{n}\left(e_{n}\right)$
$\left[\int 1_{\left\{\left|\psi\left(, \theta, G_{n, n}\right)\right|>K\right\}}(x) \psi^{2}\left(x, \theta, \underline{G}_{n, n}\right) f\left(x, \theta, \underline{G}_{n, n}\right) d \mu(\pi) \mid J\left(\theta, \underline{G}_{n, n}, \psi\right)\right] \rightarrow 0$ as $K \rightarrow \infty$ and (b) $\mathrm{U}(\mathrm{vi})$ (b) holds.
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[^0]:    *Appendicen A and B appeared in Part $\mathrm{I}_{\mathrm{y}}$ Febriairy 1982 issue of Sankhya.

