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a multiobjective strategies platform. The multiobjective

clustering techniques are also compared to some conventional

clustering algorithms, namely k-means, expectation maximiza-

tion, x-means, and self-organizing maps. The primary moti-

vation of this paper is to identify the most robust algorithm

that can deal with data sets of varying complexities. The

results show that, in general, the performance of multiobjective

clustering methods is better than those obtained by the single

objective algorithms analyzed, especially for complex prob-

lems in which it is difficult to identify clusters according to

a single criterion. The prototype-based representation appears

to be better and more scalable than the other two forms of

representations. The authors note that this may be due to

the fact that the length of the individuals is independent of

the number of instances. The representation also seems to

explore the search space better while being more robust to

scattered data sets. Garcia-Piquer et al. conclude the article

with a mention of possible future research directions.

The problem of mining quantitative association rules that

focus both on positive as well as on negative dependencies

is tackled in the article by Martı́n et al., which is entitled

“A New Multi-objective Evolutionary Algorithm for Mining a

Reduced Set of Interesting Positive and Negative Quantitative

Association Rules.” Incorporating negative dependencies is

important since it indicates which items do not appear together.

From this perspective, the authors propose a new multiobjec-

tive evolutionary algorithm that is based on decomposition, in

order to mine a reduced set of positive and negative quantita-

tive association rules with a low computational cost. For this

purpose, they suggest an evolutionary learning of intervals of

the attributes and a condition selection for each rule, while

introducing an external population and a restarting process

to store all the non-dominated rules found and to improve

the diversity of the rule set obtained. Three objectives are

simultaneously optimized; comprehensibility, interestingness,

and performance. The resulting rules are interesting, easy to

understand, and have a good coverage of the dataset. The

effectiveness of the proposed technique is validated over nine

real-world datasets, with the number of variables ranging from

4 to 91 and the number of examples ranging from 40 to 22 784.

The results indicate that the proposed method can mine rule

sets with a good trade-off among the number of rules, support,

and coverage. Since the evolved rules have fewer attributes,

interpretability is also easier.

An interesting application of multiobjective evolutionary

algorithms is presented by Zheng et al. in their article “Pop-

ulation Classification in Fire Evacuation: A Multiobjective

Particle Swarm Optimization Approach.” Here, they have

addressed the issue of mining rules for classifying the evacuee

population in case of fire. This is important for making evac-

uation decisions and saving lives. In this regard, they propose

a multiobjective particle swarm optimization method that

simultaneously optimizes the precision and recall measures of

the classification rules. For this, an effective approach has been

designed for encoding classification rules and the subsequent

use of a comprehensive learning strategy for evolving particles

and maintaining diversity of the swarm. Comparative results

show that the proposed method performs better than some

state-of-the-art methods for classification rule mining for a

real-world fire evacuation data set. The paper also reports

on a successful application of the proposed technique in a

real-world fire evacuation operation that happened recently in

China.

Gong et al. in “Complex Network Clustering By Multi-

objective Discrete Particle Swarm Optimization Based on De-

composition” propose a multiobjective discrete particle swarm

optimization algorithm to solve network clustering problems.

Based on the network topology, the particle’s velocity and

position vectors in discrete form are defined. All the arithmetic

operators between velocity and position vectors are redefined.

Moreover, a problem-specific swarm initialization technique

and a turbulence operator are introduced. The performance

of the proposed algorithm has been validated on signed as

well as on unsigned networks, and its effectiveness has been

established through an extensive comparative study with ten

state-of-the-art approaches.

The six papers included in this special issue provide a

snapshot of the current research trends in multiobjective evo-

lutionary algorithms for data mining. The main issues and

challenges in this domain have been highlighted and directions

of future research work have also been provided.
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