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And what individual learning method or meme should be used

for a particular problem or individual? Moreover, the second-

generation MAs, such as multimeme [6], hyperheuristic [7],

and meta-Lamarckian MA [8], and the applications of third-

generation MAs such as coevolution [7] and self-generation [9]

MAs are yet to be popularized among researchers as much as

the first-generation MAs which simply mean a hybridization be-

tween a global optimization algorithm with some local search

techniques. The exploration of the full potential of MAs in

handling constrained, multiobjective, large-scale, and dynamic

optimization problems is another very important issue that will

need attention in the years to come.

For this special issue, we selected seven full papers and one

technical correspondence for publication. The first paper by

Chen et al. investigated the conceptual modeling of meme com-

plexes (termed as memplexes by authors) to solve challenging

optimization problems efficiently. The authors made a detailed

presentation of the memeplex representation, credit assignment

criteria for meme co-adaptation, as well as studied the role of

emergent memeplexes in the lifetime learning process of an

MA. The conceptual modeling of memplexes is embedded in

a co-adapted memetic algorithm and applied to the capacitated

vehicle routing problems of diverse characteristics.

In the second paper, Li et al. presented a quantum memetic

algorithm (QMA) that integrates the principles of quantum com-

puting with the notions of the cultural evolution. To boost popu-

lation diversity of the genetic search, the authors resorted to the

quantum bit structure to represent the chromosomes instead of

the classical gene-based encoding. The chromosomes are then

updated in parallel by using the quantum gate rotating. The quan-

tum gate rotation-based local search is incorporated in the life-

time learning of the population members to further refine their

performance as well as to improve their convergence character-

istics. The QMA is applied to develop a non-coherent receiver

for large-scale underwater sensor networks. The suggested de-

tection scheme at the receiver includes two sequential phases:

features extraction and patterns classification. Through well-

designed experiments the authors demonstrate how QMA com-

fortably addresses this hard computational optimization prob-

lem and helps the underwater signals detection process.

An MA which is based on the biogeography-based optimiza-

tion (BBO) is proposed in the third paper by Panigrahi to solve

both complex and noncomplex economic load dispatch prob-

lems of a thermal plant. Under the suggested memetic frame-

work, the performance of BBO is enhanced by using a modified

mutation and clear duplicate operators. Furthermore, a modified

differential evolution (mDE) is embedded as the neighborhood

search operator to improve the fitness of an individual based on

a predefined threshold. The length of the local search is set

to achieve a balance between the required search capability and

the required excess computational cost. Effectiveness of the pro-

posed algorithm is tested on four different benchmark systems

with varying degrees of complexity and compared with other

existing techniques.

Sakai et al. in the fourth paper deal with a method using

multivalued decision diagrams (MDDs) to obtain motion rep-

resentation of humanoid robots. The authors first point out that

the non-terminal vertices of the multiterminal binary decision

diagrams (MTBDDs), which are previously proposed for ac-

quiring robot controllers, can only treat values of 0 or 1, while

multiple variables are needed to represent a single joint angle.

This increases the number of non-terminal vertices, and the

MTBDDs that represent the controller become more complex.

To circumvent such jeopardy, the authors consider the use of

MDD, whereby the non-terminal vertices can take on mul-

tiple output values. The authors present evolutionary MDDs

(EMDDs) to obtain humanoid robot motion representation as

well as investigate whether the evolution of MDD using an MA

is effective through simulation-based experiments.

The fifth paper, which is written by Al-Betar et al., addresses

a challenging combinatorial optimization problem of university

course timetabling. The authors propose an MA which is based

on the music-inspired harmony search (HS) algorithm to solve

the timetabling problem elegantly. Under their framework, HS

is hybridized with hill climbing to improve local exploitation,

and the concept of globally best individual taken from the

particle swarm optimization algorithm to improve convergence.

The results were compared against 27 other methods using

11 benchmarking datasets which comprise five small, five

medium, and one large datasets. The proposed MA is observed

to achieve the optimal solution for the small dataset with

comparable results for the medium datasets. Even for the most

complex and large datasets, the proposed method succeeds in

attaining the best results.

Shim et al., in the sixth paper, present a multiobjective

memetic optimizer which is based on the estimation of dis-

tribution algorithm (EDA) and decomposition scheme where

the algorithm is not required to differentiate between the dom-

inated and non-dominated solutions. The authors attempt to

improve the search behavior of the algorithm by hybridizing

local search metaheuristic approaches with the decomposition

EDA. Typically, they consider three local search techniques,

including hill-climbing, simulated annealing, and evolutionary

gradient search. The algorithm is applied to solve multiple trav-

eling salesperson problems with a novel multiobjective formu-

lation with different number of objective functions, salesmen,

and problem sizes.

In the seventh paper, Hrnčič et al. proposed an MA for

grammatical inference in the field of domain-specific languages

(DSLs). DSLs are often designed by domain experts who have

no knowledge about the syntax and semantics of programming

languages. However, they are able to write sample programs

to accomplish their goals and illustrate the features of their

language. The objective of grammatical inference is to infer

a context-free grammar from a set of positive (and negative)

samples. The authors illustrate that the grammatical inference

may assist domain experts and software language engineers in

developing DSLs by automatically producing a grammar that

describes a set of sample DSL programs. They develop an MA-

based tool which significantly improves results and robustness

of the inference process.

Finally, in the eighth paper, Garcia-Valverde et al. come

up with a multiobjective MA to improve the location-based

service using radio-frequency identification technology within

an intelligent building. In the multiobjective formulation of the

problem, one searches for the best configuration of antennas



IEEE TRANSACTIONS ON SYSTEMS, MAN, AND CYBERNETICS—PART C: APPLICATIONS AND REVIEWS, VOL. 42, NO. 5, SEPTEMBER 2012 611

that minimizes the set of antennas but maximizes the precision

of the prediction. The MA provides the exploitation of domain

knowledge and the combination of metaheuristics. Through ex-

periments, the authors show that the approach obtains a configu-

ration of antennas that optimally preserves the number and posi-

tion of the antennas while keeping a high quality of the precision

in the location prediction based on hidden Markov models.

The eight papers included in this Special Issue are representa-

tive of the current research trends in the application domains of

memetic computing, and should also provide insights regarding

the trends that follow in the years to come. Going forward as

highlighted in [10], the increase in the number of hits based on

a Google worldwide web search is strongly indicative of the

growing awareness in this field.
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