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1 Introduction

But the growth is uneven, and there is a huge unfinished agenda.

Lars Thunell

Structural change is the offspring of economic development and the companion of sectoral

non-balanced growth. In an expanding economy, there are several possible channels for

structural change: the demand for different goods may grow differently or the sectoral total

factor productivity (TFP) trends may vary or there could be differences in the types of

production technologies. While the routes may be different, they all induce different sectors

to grow at different rates.

Differential growth of sectors in an economy is a well-established phenomenon. However,

growth, in almost all countries, being led by a tertiary sector - the services sector - is a

more recent development. In the post 1970s era, the services sector has expanded to become

the largest sector of most developed and developing economies, in terms of both output

and employment. For the available data post 1970s, we present the sector-wise breakup

of value-added and employment in Figures 1.1 and 1.2 respectively. Sectoral employment

data is not available for India and South Africa, and there are gaps in the reported data

for Brazil. Figures show that even in the manufacturing-hub of the world, China, services

sector is expanding rapidly and now constitutes almost an equal share in value-added and

employment as the manufacturing sector. In fact, in most of these countries, services sector

is the fastest growing sector (see Table 1.1). Brazil seems to be the only exception, where

agriculture grows at a slightly faster rate than services. In the words of Daniel Bell, a

sociologist from Harvard University, this ongoing-period is the post-industrial era. We have

crossed the stages of pre-industrial and industrial societies, and now are in a services-based

economy. Today, the standard of living is measured by quality of goods (rather than quantity

1
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Figure 1.1: Sectoral Shares in Value Added. Source: World Development Indicators, World
Bank
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Figure 1.2: Sectoral Employment Shares. Source: World Development Indicators, World
Bank

of goods), where information (rather than machines) are the key resource and services, rather

than manufacturing or agriculture, is the key activity.

Unlike agriculture or manufacturing, services are not a commodity. The services sector

produces “intangibles” like health, education, trade and telecommunications. While the

agricultural goods provide us nourishment and the manufacturing goods help in leading

a comfortable life, the services are typically seen as inessential or even luxurious goods.

Services can not be provided without agriculture or manufacturing goods, for example there

can be no restaurant services without food, no chauffeur services without cars and no doctor

without medicines. In this sense, services is a derived sector. Further, production of most
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Table 1.1: Compounded Annual Growth Rate for Sectoral Output (1970s-2012)

Country Agriculture Manufacturing Services

USA 2.13 1.57 3.26
Germany 0.14 1.05 2.76
Japan -0.32 1.91 3.14
Australia 2.63 2.69 3.55
Brazil 3.66 2.40 3.01
South Africa 2.07 1.54 2.08
India 2.74 5.81 6.78
China 4.06 10.79 11.26

Source: World Development Indicators, World Bank

services is very client-specific. There are several services (like teaching, medicine, financial

services) which are customized to each buyer’s specific requirements. In most of these,

good quality services can not be ‘produced’ without inputs from the buyer. Given these

characteristics of services, it is not apparent how this relatively inessential sector has become

the leading sector of the economy.

In the context of services economy, this dissertation aims to understand and characterize

non-balanced growth. There are two questions that I shall aim to answer in this thesis: why

is the services sector the fastest growing sector in most economies and in the context of

international trade, how do the effects of services trade differ from those of commodities

trade?

There have been several demand-side and supply-side explanations on the growth of the

services sector. The demand-side explanations are based on the income elasticity of demand

for services being greater than unity, while that of the agriculture and manufacturing sectors

are less than unity and unity respectively. This means that as the household’s income

expands, the demand for agriculture grows less than proportionately, the manufacturing

demand grows in proportion with income however, the demand for services grows more

than proportionately. Thus, the demand for services grows faster than demand for other

goods and hence the services sector outpaces the commodities sectors (Kongsamut et al.

(2001)). Buera and Kaboski (2012) explain that the growth of services is driven by the

growing consumption demand of skill-intensive services. In their model, households have

infinite desires, which can be ranked and are fulfilled by consumption of services. The high

ranked desires require complex services which are market produced. So as desires expand
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over time, the demand for more complex services grows, which in turn, drives the demand

for high-skilled workers. These high-skilled workers increasingly spend less time at home

and more time in market, which further pushes the demand for skill-intensive services.

The supply-side explanations are based on developments in information and communica-

tion technology (ICT) which has reduced the cost of provision of services and led to higher

growth of services globally (Ghani (2010)). A strand of literature explains that the recent

growth of services is due to increase in outsourcing activities (Bhagwati (1984)). The idea is

that some in-house service activities of the manufacturing firms (like accounting, customer

services) are now produced by service firms which specialize in these activities. However,

this is not able to fully explain the phenomenal increase in services output. Francois (1990)

notes that as manufacturing processes become increasingly complex, services are required for

co-ordination and specialized operations. He postulates that the need to improve the linkage,

coordination and control of specialized operations in the manufacturing sector propels the

growth of producer services. Thus, growth of services output does not merely reflect increase

in outsourcing activities, but is also attributable to increase in demand for new and special-

ized services by the manufacturing sector. Other supply-side explanations like differential

productivity growth in manufacturing and services (Ngai and Pissarides (2007)), differences

in production function (Zuleta and Young (2013)) have been put forward, which we will

discuss in greater detail in the next chapter. However, most of these explanations describe

the higher growth of services employment as compared to manufacturing employment, but

not the higher growth of services output viz-a-viz manufacturing output.

In this dissertation, I provide explanation for the higher growth of services output and

employment as compared to manufacturing based on supply-side factors in the first two

essays, and, in the last essay within a growth framework we study the effects of international

trade in services.

1. In the first essay (Chapter 3), we postulate that the growth of business services drives

the employment and output growth of the services sector. It also explains why the

services sector may grow faster than manufacturing. We consider a closed-economy

with manufacturing and services sectors. Business services is used in the production

of manufactures. It is argued that higher returns to scale in services as compared to

manufacturing as well as employment frictions in manufacturing explain the higher

growth rate of the services sector as compared to manufacturing. The analysis also



6 CHAPTER 1. INTRODUCTION

includes consumer services and the model is able to explain that within the services

sector the business services sub-sector may grow faster than household services.

2. In the second essay (Chapter 4), we include agriculture sector along with the manufac-

turing and services sectors. Differential land intensity in production is highlighted as a

source of non-balanced growth. We stipulate that land use is highest in agriculture,

followed by manufacturing and then services. We show that this is a contributing

factor to differential sectoral growth, led by the services sector and then manufacturing

and agriculture goods in that order. Further, we show that land intensity differentials

explain a significant portion of short run sectoral output growth gaps, while in long

run it is the capital intensity differences which have a larger explanatory power.

3. In the last essay (Chapter 5), we differentiate trade in commodities and trade in services

in growing economies. Commodities include manufacturing (a production sector) and

a numeraire good (an endowment sector). We show that static and dynamic effects

depend on comparative advantage as well as features of trade among similar countries.

Within the model’s framework, the long run sectoral growth rate are unaffected by

any change in trade regime. But change in trade regime affects the short-run growth

dynamics and it affects the sectoral growth gaps. Further we quantify welfare gains

and find that there are significantly higher gains from services trade as compared to

commodities trade.

I will now discuss each of these essays in brief by outlining the motivation and results. In

the chapters that follow, we analyze them in greater detail.

1.1 Growth of Business Services: A Supply-Side Hypothesis

In this essay based on Das and Saha (2013), we scrutinize the industries within services

sector to determine the fastest growing services sub-sectors. We categorize services into three

types: pure business services, pure consumer services and hybrid services. The pure business

services are used only by firms (Renting and Other Business Activities); the pure consumer

services are consumed only by households (Community, Social and Personal services); and

the hybrid services can be consumed by both businesses and households (includes Utilities,

Construction, Wholesale and Retail trade, Hotels and Restaurants, Transport and Storage

and Communication).
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We generate an additional stylized fact that business services grow faster than consumer

services. In the period 1970-2006, for most developed countries the pure business services

were the fastest growing segment in terms of both output and employment. In fact, we

observe that, in terms of both output and employment, pure business services have grown

faster than pure consumer services, which in turn have grown faster than manufacturing.

We present a theoretical model which accords with this fact.

We develop a two-sector, closed-economy model, having a manufacturing sector and

a business services sector. The production of business services requires only labor, while

the manufacturing production uses both business services and labor in decreasing returns

technology. Labor grows through endogenous human capital accumulation.

Our model is based on two supply-side assumptions or mechanisms. First, the returns

to scale are less in manufacturing compared to the services; and second, adjustment of

employment is more sluggish in manufacturing than in the services sector. It is easy to see,

how differences in returns to scale contribute to differential sectoral growth. Suppose, all

services are only business services, which requires only labor input. The manufacturing

production is a decreasing returns technology with labor and business services as input.

Suppose that in the steady state, employment in both sectors grow at the same rate, then

the business services would grow at the same rate as employment but manufacturing growth

rate would be smaller. Thus, a derived sector (business services) may grow faster than its

parent sector. If, in addition to this, we find that employment adjustments are sluggish in

manufacturing, then the growth rate of labor is slower in manufacturing than in services.

Both the assumptions are empirically motivated. In particular, Basu et al. (2006)

estimate the returns to scale of both manufacturing and services and find the returns to scale

for manufacturing to be about 0.94 and that in services about 1.16. Regarding employment

frictions, there are evidences that the average size of manufacturing firm is bigger than the

size of a service firm, unionization rates are larger in manufacturing and labor turnover

rates are smaller in manufacturing. All these facts point to existence of labor frictions in

the manufacturing sector.

In an extension of the model, we include a consumer services sub-sector. The service

producers of business and consumer services are distinct, however the production of consumer

services has the same linear technology. We find that in this extension, business services

grows faster than consumer services, which in turn grows faster than manufacturing (in
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terms of both output and employment). To understand this, let us start by assuming no

employment frictions in manufacturing sector. In this scenario, the steady state growth rate

of labor in all the three sectors will be same. Hence both services sub-sector would grow

at the same rate (equal to growth rate of labor), but manufacturing (owing to decreasing

returns to scale) will grow at a slower pace. Now, if there are employment frictions in

manufacturing then the demand for business services grows more than proportionately to

demand for labor. This pushes up the growth rate of labor in business services at the

expense of the growth rate of manufacturing employment. Thus the employment in the

business services grows faster than consumer services and that in turn grows faster than

manufacturing employment. The output growth rate follows the same ranking.

1.2 Three-Sector Non-Balanced Growth: The Role of Land

The second essay explores non-balanced growth in the context of three broad sectors of an

economy, namely services, manufacturing and agriculture. The novelty compared to the

existing literature lies in the fact that our supply-side explanation for the sectoral growth

ranking is applicable to both developed and developing countries. The existing supply-side

explanations for the three sectors growth ranking are primarily based on differences in

sectoral TFP growth rates (for example, Ngai and Pissarides (2008)). However sectoral

TFP growth rankings vary vastly across countries (Ghani (2010)), which means that the

existing supply-side reasons for sectoral growth ranking can explain the phenomenon only

for selected countries.

The central objective of this essay is to introduce the role of land as a non-reproducible

input and differences in the land use intensity in sectoral goods production as the basis for

non-balanced growth.

We consider a three-sector, closed-economy model where exogenous growth in sectoral

TFP and labor serve as the basis for growth. We assume that agriculture is the most land-

intensive sector, followed by manufacturing and then services. The production technologies

of all three goods are Cobb-Douglas. Agriculture uses land and labor; manufacturing uses

land, capital and labor; and services has capital and labor as inputs.

In this setting, we find that the steady state output growth is highest in the most land

intensive sector. The logic being that in the long run the availability of land is limited. This

implies that effectively, there are decreasing returns to scale in agriculture and manufacturing
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and constant returns to scale in services – this forms the basis for differences in sectoral

growth.

We perform numerical simulations to decompose the sectoral growth differences on

the basis of differences in sectoral TFP growth rates, differences in sectoral land intensity

and differences in sectoral capital intensity. We find that in steady state capital intensity

differences explain the largest portion of the sectoral output growth differences. However

when the economy is away from the steady state (like economy is in transition or under

the influence of exogenous TFP shocks), the land intensity differences explain most of the

sectoral output growth differentials. This is due to the fact that more abundant input-factor,

land in short run and capital in long run, has a larger scope for adjustment and hence

contributes more to the sectoral output growth gaps.

1.3 International Trade in Commodities and Services: Static and Dynamic Effects

In the period 2005-12, trade in services had grown at almost the same pace as trade in

merchandise (OECD database). The burgeoning importance of trade in services is analyzed

in the third essay. We develop a two-country neoclassical growth model in which trade in

commodities and trade in services are differentiated and we investigate the trade patterns

of goods and services in different trade regimes. The novel feature of this essay is that it

considers both household and business services in an open economy framework. Further,

unlike in existing trade models, we capture the observed order of trade regime transitions,

autarky to commodities trade only to commodities and services trade.

There are three sectors – manufacturing, services and a numeraire goods sector. The

presence of this third good allows us to distinguish trade in commodities from trade in

services. We assume a fixed endowment of the numeraire good. This assumption allows us

focus on the manufacturing-services sector dynamics.

The services production employs labor and manufacturing goods in a Cobb-Douglas

technology. Manufacturing goods is produced using labor and business services in a Cobb-

Douglas production function. Both goods are consumed by the households. We differentiate

services and manufacturing consumption by assuming income elasticity for demand for

services to be greater than unity. Further, on the basis of the few existing studies on

Armington elasticities of different goods, we postulate that in international market, the

substitutability between services is lower than that in manufacturing. In our model, the
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manufacturing goods of two countries are perfect substitutes of each other, but not the

services. We assume that the international varieties of services in the two countries are

imperfect substitutes of one another, with Armington elasticity greater than unity. Human

capital accumulation (as in the first essay) is the source of growth. We examine (one-period)

static level effects, and dynamic (growth) effects of liberalization in commodities and services

trade.

In terms of static effects, trade in commodities are founded on comparative advantage,

while that in services contain elements of comparative advantage as well as those of trade

among similar countries. The larger or the more developed country possesses comparative

advantage in manufacturing and comparative disadvantage in services. In the absence

of trade in services, technological superiority in producing manufacturing is a source of

comparative advantage in manufacturing while, higher services productivity may serve as a

basis of comparative advantage in manufacturing. In case of identical technologies across

the two countries, trade in services features a service-output-equalization outcome: that

is, despite differences in sizes or the level of development, both economies will produce the

same amount of service output in equilibrium. It is because, individually, the world demand

functions for service brands across countries are identical. Our model predicts leapfrogging by

smaller or less developed economies in terms of producing services as service trade becomes

freer in the world economy. Our numerical analysis points to strong and robust welfare gains

from trade in services, compared to meager gains from commodities trade liberalization and

the large gains from trade in services stem mainly from larger variety effects which directly

benefits household utility and also enhances productivity across production sectors.

In all three trade regimes, output and employment growth rate in the services sector are

higher than that in manufacturing. The sectoral growth ranking stems from the differences in

income elasticity for demand. Over time, the growth rates of each sector decline monotonically

and in the long run the sectoral growth rates asymptote to the growth rate of labor, and,

in this sense there is convergence. Absent factors such as technological progress through

R&D, learning by doing etc., long run growth in our model economy is unaffected by shifts

in trade regime. Non-homotheticity of preferences implies transitional growth, which is

influenced by trade-regime changes. Trade in commodities leads to movements along the

growth functions, whereas trade in services implies both a shift and a movement along a

functions. The shift occurs since trade in services leads to (one-time) productivity increase
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in both manufacturing and services sectors. In fact, in the case where the two countries

differ only in their levels of development, commodities trade widens (respectively narrows)

the sectoral growth gap for the manufacturing exporting (or importing) country. In the

services trade, the effect on sectoral growth gap in the same two countries is ambiguous.

1.4 Plan of Thesis

The thesis is organized as follows. Chapter 2 provides a brief survey of the existing literature

on services growth and services trade. The three essays are presented in Chapter 3, 4 and 5.

Chapter 6 suggests some possible extensions for future research on the topics covered in the

thesis.



12 CHAPTER 1. INTRODUCTION



2 Literature Survey

In this dissertation we aim to understand non-balanced growth and international trade in

the context of service economy. In all three essays, services sector is the leading sector of

the economy. The first and second essays of this dissertation (Chapters 3 and 4) are about

differential sectoral growth with particular emphasis on the services sector. The third essay

(Chapter 5) examines the differential effects of trade in commodities and trade in services.

Here, in this chapter, we provide a selected survey of the literature that relates closely

to these topics. In Section 2.1, we present the different demand-side and supply-side

explanations for non-balanced growth. Kongsamut et al. (2001), Buera and Kaboski

(2012) and Eichengreen and Gupta (2012) postulate that the observed sectoral output and

employment growth trends stem from the differential demand for the different goods. In

contrast, Ngai and Pissarides (2007), Acemoglu and Guerrieri (2008), and Zuleta and Young

(2013) emphasize on supply-side explanations for the phenomenon. We discuss all of this

elaborately. Next, in Section 2.2, the existing studies linking trade and services sector are

reviewed.

2.1 Non-balanced Growth

Economic structural change refers to a long-term shift in the fundamental structure of

an economy, particularly movements in employment shares. Starting with Baumol (1967)

and Kuznets (1973), the literature on non-balanced sectoral growth that accounts for

the relative growth of manufacturing and services has grown. Krüger (2008) provides an

excellent overview of the existing theoretical and empirical papers on structural change.

He emphasizes that structural change implies that some sectors would grow faster than

the others. Ray (2010) highlights the consequences of uneven growth, like the growing

13
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sectors attract the smartest people as they provide the most attractive remunerations while

the stagnant sector often requires government support, which raises questions in political

economy. In fact, persistent uneven growth could lead to a divided society and possibly

conflict. These developmental aspects of non-balanced sectoral growth are serious issues,

and remain unanswered. In this thesis, we do not address this, our focus is on the causes

of non-balanced growth. Here, in this section, we delve into the different demand-side and

supply-side factors leading to structural change.

2.1.1 Differences in Income Elasticity of Demand

It is a stylized fact that growth in income per capita is accompanied with a rise in services

sector and a decline in agricultural sector, both in terms of employment share and share in

GDP (Kongsamut et al. (2001), Eichengreen and Gupta (2012)).

Kongsamut et al. (2001)

This paper develops a closed economy growth model with three sectors: agriculture, manufac-

turing and services. These goods are represented through Stone-Geary preferences where the

income elasticity of demand is less than unity for agriculture good, unity for manufacturing

good and greater than unity for services. Labor and capital are the factors of production.

The production functions of the three sectors are same, except for the Hicks-neutral total

factor productivity parameter.

At = BAF (φAt Kt, N
A
t Xt),

Mt + K̇t + δKt = BMF (φMt Kt, N
M
t Xt),

St = BSF (φSt Kt, N
S
t Xt).

The agriculture and services output (At and St respectively) are consumed by the households.

The manufacturing output can either be consumed (Mt) or invested in capital accumulation.

The variables φi and N i denote, respectively, the fraction of capital and labor employed in

ith sector. So, φAt + φMt + φSt = 1 and NA
t +NM

t +NS
t = 1. Xt is the level of technology

which augments labor and grows at rate g.

Since, the production functions of different sectors are proportional to each other, the
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relative prices of agriculture and services in terms of manufacturing goods is given by

PA = BA/BM , PS = BS/BM .

The household’s discounted life-time utility is

Ut =

∫ ∞
0

e−ρt
[
(At − Ā)βMγ

t (St + S̄)1−β−γ]1−σ − 1

1− σ
dt,

which it maximizes subject to the economy-wide budget constraint

Mt + K̇t + δKt + PAAt + PSSt = BMF (Kt, Xt). (2.1)

The optimization conditions yield

PA(At − Ā)

β
=
Mt

γ
, (2.2)

PS(St + S̄)

1− β − γ
=
Mt

γ
(2.3)

Ṁt

Mt
=
BMF1(kt, 1)− δ − ρ

σ
(2.4)

where kt = Kt/Xt. As the relative price of agriculture and services are constant, it is evident

from (2.2) and (2.3) that agricultural output grows at a slower rate than Mt and services

output grows faster than Mt. Thus, non-homothetic preferences is the basis for non-balanced

growth.

Kongsamut et al. (2001) prove that under the restriction ĀBS = S̄BA, a trajectory

exists at which the real interest rate (BMF1(k, 1)− δ) is constant and the economy is on a

balanced growth path. This implies that k is constant and hence Mt, the manufacturing

output, and the aggregate output grow at a constant rate, g. Differential sectoral growth

in an economy results from non-homothetic preferences: the services sector is the fastest

growing sector, followed by manufacturing and then agriculture. Differences in growth rates,

however, become narrower over time, and, asymptotically, the growth rates in all sectors are

the same. Thus, the paper explains only the short-run differences in the growth rates of

sectoral outputs and employment, the long-run growth rates are same across sectors.
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Eichengreen and Gupta (2012)

Eichengreen and Gupta (2012) present an empirical study covering sixty countries from 1950

to 2005 that explains the growth of services due to rise in per capita income. They identify two

waves of growth of the services sector. The first wave occurs at per capita incomes lower than

USD 1,800 (in year 2000 purchasing power parity dollars). The second starts at per capita

income of around USD 4,000. The first wave is made up primarily of traditional services,

like retail and wholesale trade, transport and storage, public administration, and defense.

The second wave is driven by the growth of modern services, like financial intermediation,

computer services, business services, communication, and legal and technical services. The

modern services have picked up growth in the latter years and are currently consumed by

both households and businesses.

The relationship between per capita income and share of services in GDP appears like a

cubic or quartic function from the Lowess plots. Hence the authors estimate regressions of

the form

Serit
GDPit

= Constant+
∑
i

θiDi + α1Yit + α2Y
2
it + α3Y

3
it + α4Y

4
it + εit

where i refers to country and t to year. The country fixed effects are included in the regression.

This relationship is estimated separately for the 1951-69, 1970-89, and 1990-2005 sub-periods.

The results indicate that there are two waves of service sector growth: a first wave as a

country moves from low to middle income and a second wave as it moves from middle to

high income. There could be several possible explanations for this phenomenon. Factors like

the size of the economy (GDP), openness to trade (as measured by the trade-to-GDP ratio),

openness to trade in services (as measured by trade-in-services-to-GDP ratio); and a vector

of demographic, geographical, and political variables (including democracy, latitude, share

of land area in the tropics, the dependency ratio, both youth and old age, and proximity to

the major economic and financial centres) could influence the growth of services due to rise

in per capita income. The authors interact these correlates with the four terms in per capita

income, and find which correlates reduce or eliminate the significance of all four per capita

income terms. They find that openness to trade in services, democracy, and proximity to

the major financial centres are drivers of the two-wave pattern. In last few decades, the

IT ‘revolution’ has considerably reduced the transactions costs of providing cross-border
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services, which led to the significant growth in the volume of international trade in services.

2.1.2 Marketization of Services

High-income elasticity for demand of services refers to services which are similar to ‘luxurious’

goods. Another reason for growth of services is that some services are now produced by

firms instead of households. Services, like hospitality, personal grooming, child care, that in

past used to be produced at home, are lately being produced in the market. Economists

believe that this shifting of services production from home to market has driven the growth

of a segment of services, namely consumer services, and this has contributed to non-balanced

growth.

Ngai and Pissarides (2008)

Related to the marketization of services, this paper presents a three-sector closed economy,

where each good can be produced both at home and in market. Production of goods requires

labor and capital in a constant returns to scale technology. The production functions are

identical in all activities, as in Kongsamut et al. (2001), except for their technology parameter

(Aij).

F ij = AijF (lijkij , lij); Ȧij/Aij = γij i = a,m, s, j = H,M

where the i denotes sector and j denotes home or market production. The time allocated

in each sector is lij and kij is the capital-labor ratio. Unlike Kongsamut et al. (2001), the

growth in sectoral TFP, rather than labor augmenting TFP growth, is the source of growth

in this economy. There are two claims regarding the TFP growth rates of different activities.

First, TFP growth rate is highest in agriculture and lowest in services. Second, the market

production activities have a higher TFP growth rate than home production of the same

good. Thus,

γaM ≥ γmM > γsM , γiM > γiH ∀ i.

It is the TFP growth ranking which defines the three goods. The utility function of the

infinitely-lived representative household is

Ut =

∫ ∞
0

e−ρt

ln

 ∑
i=a,m,s

ωic
(ε−1)/ε
i

ε/(ε−1)

+ v(1− l)

 dt where
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ci =
[
ψic

(σi−1)/σi
iM + (1− ψi)c(σi−1)/σi

iH

]σi/(σi−1)
and

l, ψi ∈ (0, 1),
∑
i

ωi = 1,

v(·) is the utility from leisure (l), ci is the per capita consumption of composite goods, ε is the

elasticity of substitution between composites, ciM and ciH are the per capita consumptions of

market produced and home produced good i and σi is the elasticity of substitution between

home produced and market produced goods i.

A key assumption is that the market produced agricultural, manufacturing and services

goods are poor substitutes of each other. Further, the home produced products are close

substitutes of their respective market produced counterparts. This implies σi > 1 > ε.

The model predicts that when goods are poor substitutes of each other, the hours of

work moves in the direction of the good with the lowest TFP growth rate. In this case,

when across goods substitutability is low, it is essential to consume each of the goods and

hence effort is shifted to the production of the least productive sector so as to increase its

output. However, if the goods are close substitutes, the model predicts that hours of work

move in the direction of the good with the higher TFP growth rate. Thus, there are two

forces at work: a structural transformation force that moves market hours in the direction

of services (the sector with lowest TFP growth rate), and a marketization force that moves

hours from home to market production.

Given the sectoral productivity trends, the structural transformation and marketization

forces both work against the home production of agricultural and manufacturing goods. In

contrast, the home component of services gains hours because structural transformation

favors growth of total services, but also loses hours to market production due to marketization

forces. Thus, the home production of services may rise at first but fall later. It explains that

over time, market production of services is the most prominent activity of the economy and

labor growth is highest in the services sector (followed by manufacturing and agriculture).

The long run sectoral output growth rate ranking is one-to-one related to the sectoral TFP

growth ranking, which implies that the growth rate of services output is the least. Hence,

the theory is able to explain the higher growth rate of services employment as compared to

the other sectors, but does not explain the higher growth rate of services output.
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Buera and Kaboski (2012)

Buera and Kaboski (2012) propose a similar idea that explains the growth of services due

to increased consumption of high-skilled services. This is not a conventional two-sector

economy. Services provide utility to households while manufacturing acts as an intermediate

in the production of services. There is a representative household with unit mass of workers

and a continuum of desires (z). The desires are satisfied only by consumption of services.

The workers are ex-ante identical, ex-post they will be differentiated by their skill/education

level, low or high (e = l, h). The skills can be acquired by investing a fraction θ time in

learning specialized skills for production of a particular service. Services can either be

produced at home or purchased from market. The utility function looks like

u(C,H) =
∑
e=h,l

fe
∫ ∞

0
[He(z) + ν(1−He(z))] Ce(z)dz

where the function Ce(z) : R+ → {0, 1} indicates whether a particular want in being satisfied

by the household member with skill e and the function He(z) : R+ → {0, 1} indicates if the

want is satisfied by home production of services. It is assumed that 0 < ν < 1, which implies

that home produced services provide greater utility than market produced services.

Goods which are used to produce type z services are produced in market by using low

skilled and high skilled labor.

G(z) = Al(z)LG(z) +Ah(z)HG(z)

where Ae is the productivity of worker with skill e and LG, HG are the number of low-skilled

and high-skilled workers employed in the production of goods. The market production of

services uses a Leontif technology as

SM (z) = min{Al(z)LG(z) +Ah(z)HG(z), GM (z)/q}

where the labor technology in market services is same as that in manufacturing goods

production, but the production also requires q units of manufacturing good to produce one

unit of market services. The home production of services (sN (z)) has a similar technology

as market produced services, with one exception that home produced services only use low
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skilled workers (nz)

sN (z) = min{Al(z)n(z), gN (z)/q}.

The worker’s productivity is given by

Al(z) = Az−λl , Ah(z) = Aφmax{z−λl , z−λh} φ > 1, λl > 0, λh ≥ 0, λl ≥ λh

where A grows at the rate g. The productivity patterns are such that the high skilled worker

has absolute productivity advantage over the low skilled worker in all tasks (as φ > 1)

and has comparative advantage over the low-skilled worker in production of more complex

services (i.e. z > 1).

As productivity A grows, the desires get sequentially satisfied. For wants z < 1, the

low-skilled worker is more productive than high-skilled worker and hence all these wants

are satisfied through home production of services. As A further increases, the range of

market produced services increases faster than home produced services. The household’s

more complex desires now are fulfilled by consumption of more skill-intensive services, some

of which are purchased from the market. With further expansion of A, the desires are so

complex that more high-skilled rather than low-skilled workers are required for production.

These high-skilled workers increasingly spend less time at home and more time in market,

which further pushes the demand for skill-intensive services. In long run, everyone in the

economy is high-skilled and share of market-services in consumption approaches unity. The

model does not explicitly state the employment or output growth ranking between the two

sectors. However, it is evident that as market production of services starts to expand, the

growth of services output grows faster than manufacturing output.

Other Literature

There are other papers which explain the sectoral transformations in an economy, without

explicitly ranking the sectoral output growth rates. Foellmi and Zweimller (2008) present

hierarchic preferences (similar to that in Buera and Kaboski (2012)), where the most urgent

wants could be interpreted as agricultural goods, the less urgent wants as manufacturing

goods and the luxurious wants as services goods. The timing of the introduction of these

goods in the market is such that they start of as luxurious goods (high income elasticity)

but over time become essential goods (low income elasticity). The hierarchial utility
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specification dictates that the increase in demand for new goods is concurrent with a fall in

the demand for old goods. The model predicts monotonically decreasing employment shares

in agriculture simultaneous with growing employing shares in services. The employment

share in manufacturing initially rises in the early stages of development and then falls in

later stages. This is a theory of pure demand-driven structural change.

In another paper, Laitner (2000) explains the growth of agricultural and manufacturing

goods in the post Industrial Revolution era. In the early periods, when income per capita

was low, agricultural consumption was important, income from land was the source of

wealth accumulation. Over time, with exogenous technological progress, incomes rose and

so did the demand for manufacturing good (due to non-homothetic preferences). Capital

income became more important than land income and over time manufacturing became the

dominant sector of the economy. Thus, a mix of both demand-side and supply-side effects

explains the rise of manufacturing sector. The paper does not relate to the growth of the

services sector.

Echevarria (1997) also presents a similar story but with three sectors. In her closed-

economy model, the three sectors differ in their income elasticities, production functions

as well as sectoral TFP growth rates. All these factors contribute to non-balanced sectoral

growth. Through simulations, the author finds that in long run, manufacturing sector (which

has the highest TFP growth rate) is the dominant sector followed by services and agriculture.

This is contrary to the stylized fact that in most countries services sector constitutes the

largest share of GDP. Though the model explains the relationship between growth and GDP

per capita, it does not explain the inter-sectoral output growth patterns.

2.1.3 Differences in Sectoral TFP Growth

We saw different demand-driven driven explanations for differential sectoral growth. Now, we

move on to examine the supply-side sources of non-balanced growth. Supply side explanations

include biased technological progress across sectors (e.g., Ngai and Pissarides (2008)) and

differences in production technologies (e.g., Zuleta and Young (2013) and Acemoglu and

Guerrieri (2008)).1

1Another strand of literature uses the framework of non-balanced growth to capture business cycles facts,
e.g., (Moro (2012a)) and productivity trends (Moro (2012b) and Duarte and Restuccia (2010)). While these
papers focus on effects of non-balanced growth, this thesis is concerned about the sources of non-balanced
growth.
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Baumol (1967)

Baumol (1967) was probably the first paper which underscored the role of differences in

sectoral TFP growth in explaining structural change in an economy. He considered two

sectors, both use labor as inputs, but one sector is more progressive than the other.

Y1t = aL1t, Y2t = bertL2t,

where r is the rate of technological progress. Baumol observed that the productivity of

manufacturing sector grew at a faster rate than services, so sector 1 can be thought of as

services sector and sector 2 as manufacturing. If a constant output ratio (say K) is to be

preserved (which indicates that no commodity ‘vanishes’ in long run),

Y1t

Y2t
=
a

b

L1t

L2tert
= K

then the labor in the less progressive sector has to grow at the rate r. This is the basis for

increase in employment share of services sector. This is a partial equilibrium model where

labor reallocation ensures that in long run outputs in both sectors are proportional to each

other and thus there are no differences in sectoral output growth.

Ngai and Pissarides (2007)

Like Baumol (1967), Ngai and Pissarides (2007) also present a purely technological explana-

tion of structural change. They consider multi-sector growth model, where the production

technology of these goods differ only in the growth rate of their sectoral TFP. Unlike Baumol

(1967), the production of these goods uses both labor and capital. The economy has m-1

final consumption goods. The last good, say good m, could either be consumed or invested.

ci = AiF (niki, ni),∀ i 6= m; k̇ = AmF (nmkm, nm)− cm − (δ + µ)k,

where δ is the depreciation rate, µ is the exogenous growth rate of labor, ni ≥ 0 is the

employment share and ki ≥ 0 is the capital labor ratio of sector i. k is the aggregate capital

labor ratio, Ai is ith sector’s TFP which grows at the rate γi. Given the production structure,
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static efficiency implies
pi
pm

=
Am
Ai

.

So irrespective of the demand structure, the price of the less productive sector grows at

a faster rate compared to the price of the more productive sector. The household’s utility

function is

U =

(∑m
i=1 ωic

(ε−1)/ε
i

)ε(1−θ)/(ε−1)
− 1

1− θ
, where

m∑
i=1

ωi = 1.

The utility maximization yields

pici
pmcm

=

(
ωi
ωm

)ε
·
(
pi
pm

)1−ε
.

So if the consumption demand is too inelastic (ε < 1), the expenditure on a good i is driven

by its price change. Given that lower the TFP growth rate of a sector, faster is the growth

of its prices and hence, in the case of low substitutability between final goods, higher is the

growth rate of the household expenditure on this good. The GDP share of the sector with

lowest TFP growth rate expands and hence employment shifts from the more productive

sectors to the least productive sector. In steady state only 2 goods exist – the capital good

and the least productive non-capital good. Ngai and Pissarides (2008) show that in USA

(1930-2004), TFP growth was highest in agriculture followed by manufacturing and services.

Using this theory, they explain the dominance of services sector. The manufacturing sector,

being the capital goods producing sector, has the second largest share in employment and

GDP. Agriculture is smallest sector of the economy. The model’s predicted sectoral output

growth ranking (led by agriculture, manufacturing and services in that order) does not

match stylized fact of higher services sector growth.

2.1.4 Differences in Technology

Differences in production technologies is also a source of differential sectoral growth.

Acemoglu and Guerrieri (2008)

This paper develops a non-balanced, two-sector growth model without specific references to

manufacturing or services. There are two sectors in the economy, both use capital (K) and
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labor (L) in Cobb-Douglas technology to produce their output. The labor intensity as well

as the total factor productivity of the sectors are different.

Y1(t) = M1(t)L1(t)α1K1(t)1−α1 , Y2(t) = M2(t)L2(t)α2K2(t)1−α2

where M denotes the sectoral TFP and it assumed that α1 > α2.

These two goods are then employed in a competitive market to produce the final good,

which is consumed as well as invested to produce capital.

Y (t) =
[
γY1(t)(ε−1)/ε + (1− γ)Y2(t)(ε−1)/ε

]ε/(ε−1)

where γ ∈ (0, 1) and ε ∈ [0,∞).

Similar to Ngai and Pissarides (2008), there is TFP growth, but the ranking of the

TFP growth across the two sectors is not critical to ranking of sectoral growth rates. As

capital accumulates, the relative price of the more capital-intensive sectors good falls. This

leads to capital and employment shifting to the less capital-intensive sector. This is termed

‘capital deepening’ and is the basis for non-balanced growth. Capital deepening increases

the relative output of the more capital-intensive sector. Though the paper does not compare

manufacturing and services sectors per se, but it alludes to services being the more capital

intensive. If we assume this, then the model predicts faster output growth and lower

employment growth in the services sector compared to manufacturing sector.

Zuleta and Young (2013)

Zuleta and Young (2013) present two sector model with manufacturing and services. Services

is believed to be labor-centric so the services production uses labor and capital in Leontif

production function. The manufacturing sector’s production function is Cobb Douglas. Thus,

one crucial difference between the two goods is that elasticity of substitution between capital

and labor is higher in manufacturing than in services production. The technological progress

in manufacturing is assumed to be labor saving. As a consequence, the share of the services

sector in employment rises and over time, manufacturing becomes more capital-intensive.

The share of services in value-added increases, however, the services output grows at a lesser

rate compared to manufacturing. The model does not address the differences in sectoral

output growths of the two sectors.
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The supply-side explanations of non-balanced growth crucially depend on the sectoral

TFP growth ranking. Given that this ranking varies across countries, the existing explana-

tions do not fully explain the higher services growth witnessed in almost all countries. For

example, in developing countries the TFP growth is highest in the services sector (Ghani

(2010)) and the existing models would not be able to explain the higher employment growth

in services in these countries. In this thesis, we explain growth-differentials on the basis of

returns to scale, employment frictions and land intensity differences. These are relatively

more fundamental reasons which are likely to be common in almost all countries. We believe

that this is a significant contribution in the literature of non-balanced growth.

2.2 Trade in Services

Studies on services trade have focussed mainly on two broad questions - what affects services

trade and what does services trade affect?

Many empirical papers have expounded on the different factors that affect services trade,

like certain characteristics of services exporting/importing firm (Abramovsky and Griffith

(2006) and Breinlich and Criscuolo (2011)), dependence of business services trade on the

structure of manufacturing and business service industries (Guerrieri and Meliciani (2005),

Nord̊as (2010)), effect of global financial crisis of services trade (Borchert and Mattoo (2010)),

determinants of international services outsourcing (Ono (2003), Kedia and Lahiri (2007)),

among others. Policy related papers on trade in business services include Hoekman and

Mattoo (2008), Mattoo et al. (2008) and Francois and Hoekman (2010).

Hindley and Smith (1984) discussed the determinants of comparative advantage in services

and Sampson and Snape (1985) classified the different modes of services trade which are

incorporated in GATS.2 One of the most significant factors behind rise of services trade are

the development in ICT, which have reduced barriers in services trade enabled ‘international

outsourcing’ of services (Bhagwati (1984)).3 Jones and Kierzkowski (1990) and Jones et al.

(2005) have explained, by using the standard two-sector competitive models of international

trade theory, that in the presence of increasing returns to scale, fragmentation of production

2Beginning with Williamson (1975) and Grossman and Hart (1986) a body of literature has developed that
explains a firm’s choice of in-house versus outsourcing production (based on the magnitudes of transactions
costs, asset specificity, and incomplete contracts), which can also be extended to understand services
outsourcing.

3In a recent study of 151 countries in the period 1990-2006, Choi (2010) finds that doubling of internet
usage increases services trade by 2 to 4%.
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increases firm profits – which lays basis for international outsourcing. They observed that as

world economy expanded in the period 1980s-2001, it led to greater outsourcing, particularly

of services. Grossman and Helpman (2003, 2005) have explicitly modeled the choice problem

facing a firm in contracting out tasks, in-house production versus outsourcing abroad or FDI,

alluding in part to international outsourcing in services. They find that increments in factors

such as number and productivity of firms engaged in outsourcing tasks, and contracting

environment favor international outsourcing.

Factors like, geographical distance and economic freedom of trading countries have been

found to have significant impact on services trade as compared to goods trade (Kimura and

Lee (2006)). The authors study bilateral trade between OECD countries in 1999 and 2000

and find that geographical distance is correlated with transport costs, communication and

cultural costs. As the need for communication is greater in services trade in comparison

to goods trade, the services trade is significantly affected by geographical distance. The

economically liberalized countries, which have more global outlook and a business-friendly

environment, are more important for services trade as compared to goods trade.

Guerrieri and Meliciani (2005) find that services trade patterns are governed by comple-

mentarities between the manufacturing and services industries. For selected services like

financial, communication and business services, they find that trade in these services is

primarily driven by intermediate demand. The countries with a high share of knowledge-

intensive manufacturing industries experience a higher demand for financial, communication

and business service and, therefore, these countries are more likely to produce and export

these services.

In empirical studies, the effects of services trade has been a topic of interest in a lot of

recent studies. These studies indicate productivity and welfare gains from trade in services.

Broda and Weinstein (2004) indicate that increase in varieties, of goods or services, has

a positive impact on welfare. Görg et al. (2008) find that in Irish manufacturing plants,

outsourcing of services significantly improves the productivity of only the exporting firms.

Even in USA, Amiti and Wei (2009) observe that services offshoring between 1992 and 2000

increased productivity of the manufacturing firms.

The existing theoretical literature has also considered services as intermediate goods

while analyzing the effects of services trade. Markusen (1989) analyzes the normative issues

of gains from trade in final goods as compared to gains from trade in intermediate inputs
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(producer services). There are two final goods in the economy – one good (good Y ) is

produced using labor and capital and the other good (good X) uses producer services only,

where services is the intermediate good,

Y = G(Ly,K); Gl > 0, Gll < 0 and X =

 n∑
j=1

Sβj

1/β

0 < β < 1.

where Ly is labor employed in production of good Y , K denotes capital, Sj is the jth variety

of service used in production of good X. Services are produced in an increasing returns

technology as

Sj = Lj − F

where Lj is labor employed in production of service variety j and F is the fixed cost. Three

trade regimes are considered: autarky, trade in goods (X and Y ) and trade in specialized

inputs (good Y and producer services S). The two trading countries differ in only the sizes

of their respective economies. Compared to autarky, free trade in goods does not guarantee

to be Pareto-improving for both countries. The smaller country could lose in the free goods

trade regime due to contraction of the sector X, which leads to distortions between prices

and marginal costs. However as compared to autarky, the free input trade guarantees that

both countries experience an expansion of production in the distorted sector (X) which is a

sufficient condition for gains from trade. Further, free input trade is superior to free goods

trade from the point of view of the world as a whole, although not necessarily from the

point of view of both countries. This result follows from the complementarity of domestic

and foreign specialized inputs in final goods production, or alternatively from the increased

division of labor supported by trade.

Francois (1990) emphasizes that producer services facilitate specialization, which in turn,

increases the welfare gains from trade. In this model economy, producer services, which

are intermediate inputs, are used in managing the production process of the final goods.

The final good is a differentiated product (n varieties), which is produced in steps, through

various labor intensive activities as follows

xj = vδΠv
i=1

[
D

(1/v)
ij

]
, δ > 1
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where v ∈ N is an index of specialization, Dij represents direct labor employed in production

activity i for production of variety j to produce output x. Producer services are used to

coordinate and control this complex production process,

Sj = γ0v + γ1xj

where Sj is the total quantity of service inputs used by firm j. Services is produced from

labor using a constant returns to scale technology. The household has symmetric Lancaster

preferences, which implies that the elasticity of demand for each variety is a function of

the total number of varieties available. In this setup, Francois (1990) considers free trade

between two identical economies. He finds that as compared to autarky, the services market

expands through trade. This allows increased specialization in production methods, which

implies productivity gains in the production of final goods. In this model, producer services

are important in realization of returns of scale and this suggests trade is producer services

may help developing countries to take part in the process of specialization.

Van Marrewijk et al. (1997) also consider services as inputs in production process in an

international trade framework. They consider two-country, three-sector general equilibrium

model, where two final goods are produced in Cobb-Douglas technology with differing factor

intensities and the intermediate good (services) is characterized by product differentiation

and economies of scale. The two final goods are denoted by X and Y , which are produced

using physical capital (K), labor (L) and human capital (H)

Z = Kαz
z Lβzz H

δz
z , Z = {X,Y },

where αz, βz, δz > 0 and αz + βz + δz = 1. Human capital refers to trained labor which

requires differentiated producer services Sj as inputs

Hz =

 n∑
j=1

Sγjz

 1
γ

.

The production of services requires an increasing returns to scale technology with labor as

the only input

Sj =
1

b
(Lj − F ) ,
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where only one firm produces the jth variety of services. Preferences are Cobb-Douglas.

Comparative advantage in goods is determined by relative capital intensities of the goods as

well as by number and technology of services. Three trade regimes are considered: autarky,

trade in goods only, trade in goods and services. When two countries start to trade in goods,

the country for which the services sector expands will unambiguously gain; the other country

may gain or lose. This corroborates with the findings of Markusen (1989) and is a feature

of scale economies. In trade in commodities and services, only the most efficient service

firms survive. This trade regime is welfare improving as compared to autarky. The authors

also show that FDI in services by means of a technology transfer does not replicate trade in

goods and services. It highlights the importance of the different modes of services trade.

Compared to the existing models in trade in services, we consider both business and

consumer services. Services and manufacturing goods, both, are used in final consumption

as well as inputs in production of the other sector. In this sense, manufacturing and services

do not have differences in their use. Further, we present a growth model where short

term sectoral growth is affected by change in trade regime. To our knowledge, there is no

theoretical study which links services trade and growth.
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3 Growth of Business Services: A

Supply-Side Hypothesis∗

3.1 Introduction

It is a well known fact that, in terms of both output and employment, the services sector

has overtaken manufacturing as the leading sector in many modern economies.1 In the

growth literature this phenomenon has been attributed to uneven growth in total factor

productivity in market and home production of manufacturing and services goods (Ngai and

Pissarides (2008)), non-homothetic preferences and rise in income (Eichengreen and Gupta

(2012)), and, growing demand for skill intensive services with income (Buera and Kaboski

(2012)). Less known are patterns of growth within the service sector. Various services can be

categorized into three types: pure business services, pure consumer services and the ‘hybrid’

(consumed by both firms and households). Consumption or business services in total then

consist of pure consumption or business services and some of the hybrid.

Growth rates of these sub-sectors are hardly uniform. In U.S., U.K. and Japan for

instance, the share of pure business services in the services sector as a whole has nearly or

more than doubled in a span of over three decades 1970-2006. In 2006 pure business services

formed 15% to 20% of the total services - a small but a significant proportion (according to

EU KLEMS data).

Table 3.1 records the compounded annual growth rates (CAGR) of the sub-sectoral real

∗ Forthcoming in Canadian Journal of Economics. Satya P. Das and Anuradha Saha – Growth of Business
Services: A Supply-Side Hypothesis. The paper is modified to suit the chapter-form of the thesis. The most
significant change being that the related literature discussion has been reviewed in the Chapter 2.

1In China, considered today as the manufacturing hub of the world economy, the services sector is only a
close second to manufacturing.
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Table 3.1: CAGR (in %) of Sectoral Outputs and Employment (1970-2006)

Output Growth Employment Growth

US UK Japan US UK Japan

Utilities 1.1 3.1 3.2 -0.4 -2.3 - 0.5
Construction 1.6 1.7 0.3 2.1 -0.3 0.7
Wholesale and Retail Trade 3.8 3.0 3.1 1.5 0.8 1.5
Hotels and Restaurants 3.0 2.0 2.3 2.7 1.8 2.7
Transport and Communication 3.6 3.9 3.0 0.8 -0.2 0.5
Pure Business Services 5.9 6.0 5.1 4.9 3.1 5.1
Pure Consumer Services 2.8 2.1 3.1 1.9 1.4 2.3
Manufacturing 1.9 0.1 2.2 -1.0 -2.7 -0.4

Source: EU KLEMS

(gross) output as well as employment within the service sector vis-a-vis manufacturing in these

countries over the period 1970-2006.2,3 Observe that in terms of output and employment,

pure business services have grown faster than pure consumer services, which in turn have

grown faster than manufacturing.

We treat this as a stylized fact, and, the objective of this chapter is to focus on business

services and provide a rationale behind the above stylized fact.

A number of studies have attributed the rising share of services in GDP to preference

changes accompanying economic development. In the long run, the argument goes, the rise

in real income shifts demand from agricultural goods to manufacturing goods and then to

services.4 The manufacturing sector outgrowing the agricultural sector is understandable in

terms of the preference-shift hypothesis. But the services sector – especially the business

service sub-sector – outpacing manufacturing is not explained by this hypothesis, since the

argument is applicable to consumer services. How a derived sector like business services may

2EU KLEMS reports, for each sub-sector of an economy, price indices, which are used in calculating real
sectoral outputs.

3Pure business services data in Table 3.1 include outsourcing activities. Hence some critics point that
the growth of business services might just be an ‘accounting’ phenomenon: the tasks which were performed
in-house by the manufacturing firms are now bought from service firms. However, the growth of business
services does not seem to be primarily driven by outsourcing. As Kox and Rubalcaba (2007) and Eichengreen
and Gupta (2011) note, outsourcing can explain only a small part of the growth of business services. There
may be several reasons. First, the IT revolution in the 1970s led to application of technology in novel ways
which itself led to creation of new services (such as internet, market research and consultancy). Second, as
Beyers and Lindahl (1996) have found, the need for specialized knowledge is by far the most important factor
behind the demand for producer services. Finally, services rendered by the business services suppliers may be
superior to the prior in-house service activities of the outsourcing firm (Kox (2001)). Raa and Wolff (2000)
find that the use of business services led to higher total factor productivity growth in manufacturing - clearly
indicating the additional benefit of business services over in-house services.

4See, for example, Fisher (1939) and Smith (2001).
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grow faster than its parent sector, manufacturing, is not too obvious. It is also not apparent

how the growth rate of business services may exceed that of consumer services. This chapter

develops a theoretical model which accords with the above stylized fact via two supply-side

assumptions or mechanisms.

A: Returns to scale are less in manufacturing compared to the services sector.

B: Adjustment of employment is more sluggish in manufacturing than in the services sector.

In view of A, it is easy to see how the latter may grow faster than the former. Suppose

all services are business services, produced by one input, labor, and, output in the services

sector is related one-to-one with labor employment in that sector (CRS technology). In

contrast, let manufacturing output be a function of labor and (business) services under a

decreasing-returns technology. Suppose that in the steady state employment grows at the

same rate between the two sectors. It follows immediately that employment and output

in the service sector grow at the same rate, while manufacturing output grows at a lesser

rate. That is, the business services sector, whose existence is derived from demand by

manufacturing, can grow faster than manufacturing. The same argument goes through even

if both sectors may be subject to decreasing returns to scale as long as the scale elasticity is

lesser in manufacturing.

Suppose, in addition, there are labor or worker frictions, and, they are more prevalent

in manufacturing than in the services sector, implying that adjustment of employment is

more sluggish in the manufacturing sector. In a growth scenario it would then imply that

employment in the services sector would grow faster than that in manufacturing.

Our analysis indeed yields something more subtle, that is, assumptions A and B ‘deliver’

that business services would grow faster than consumer services, which, in turn, would grow

faster than manufacturing. Intuitively, Assumption A (difference in returns to scale) implies,

per se, that business and consumer-service outputs would grow at the same rate, which is

higher than that of manufacturing. Assumption B tends to imply a higher growth rate of

employment in the business-services sector than in manufacturing, which constitutes an

additional source of higher output growth rate of business services – but not for consumer

services – compared to manufacturing. As a result, the growth rate of consumer services in

terms of employment and output falls short of that business services but exceeds that of

manufacturing.5

5Furthermore, at the aggregate level, per capita output measured by per capita GDP grows at a constant
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Table 3.2: Estimates of Returns to Scale of Selected Industries

Durable Manufacturing Nondurable Manufacturing Nonmanufacturing
Lumber (24) 0.51 Food (20) 0.84 Construction (15-17) 1.00
Furniture (25) 0.92 Tobacco (21) 0.90 Transportation

(40-47)
1.19

Stone, clay, & glass
(32)

1.08 Textiles (22) 0.64 Communication (48) 1.32

Primary metal (33) 0.96 Apparel (23) 0.70 Electric utilities (491) 1.82
Fabricated metal (34) 1.16 Paper (26) 1.02 Gas utilities (492) 0.94
Nonelectrical
machinery (35)

1.16 Printing & publishing
(27)

0.87 Trade (50-59) 1.01

Electrical machinery
(36)

1.11 Chemicals (28) 1.83 FIRE (60-66) 0.65

Motor vehicles (371) 1.07 Petroleum products
(29)

0.91 Services (70-89) 1.32

Other transport
(372-79)

1.01 Rubber & plastics
(30)

0.91

Instruments (38) 0.95 Leather (31) 0.11
Miscellaneous
manufacturing (39)

1.17

Column Average 1.01 0.87 1.16
Median 1.07 0.89 1.10

Source: Basu et al. (2006); reproduced here with permission.
FIRE stands for finance, insurance, and real estate.

Assumptions A and B, both, are empirically motivated. There are numerous empirical

studies on returns to scale in various industries, yielding different results owing to differences

in data and methodology; for an overview, see (WDR, 2009, Chapter 4). In particular,

Basu et al. (2006) is one of the few which estimate returns to scale for industries in both

manufacturing and services. This U.S. economy based study finds that for manufacturing

as a whole, there is evidence of decreasing returns in terms of gross output, less so for

value-added. Within manufacturing, durable manufacturing exhibits increasing returns to

scale while there are decreasing returns in non-durable manufacturing. Scale elasticities

of services production exceed unity and are higher than those in durable manufacturing.

For reference, Table 3.2 reproduces Table 1 in Basu et al. (2006), in which the last column

(nonmanufacturing) contains various service industries.6 Notice that service industries like

transportation, communication and personal services have higher returns to scale than all

manufacturing industries, except chemicals.

For Japan, Morikawa (2011) finds evidence of increasing returns to scale for ten ma-

rate: a Kaldor stylized fact. However, our model does not incorporate physical capital as a factor of
production, and hence is silent about other Kaldor facts.

6The entry “Services (70-89)” refers to personal services.



3.1. INTRODUCTION 35

jor personal services industries. He attributes this to knowledge spillover effects due to

localization or agglomeration. It is also easy to ‘see’ strong scale economies in services like

transportation, communication and utilities, having substantial overhead costs and relatively

low marginal costs. There are several other services-sector-specific studies on measurement

of returns to scale. Scale economies are also found for retail trade in Israel (Ofer (1973)),

banking and finance in the U.S. (McAllister and McManus (1993)) and hospital industry in

the U.S. (Berry (1967) and Wilson and Carey (2004)).

Apart from agglomeration or technology factors, a highly plausible underlying factor

behind returns to scale in services being higher compared to manufacturing may be the

scarcity of land and differences in the intensity of land use in production. In recent decades

land has become a major issue in the expansion of manufacturing. Acquiring land has

become increasingly costly and growing environmental regulations have led to stringent

limitations for the use of acquired land towards industrial activities. In the context of growth

of manufacturing in China and India, Srivastava (2007) and Business Line (2012) express

that availability of land is one the reasons why manufacturing sector in China has grown

much faster than in India. But, land is not so much of a constraint for service production

units. For example, in a study of 15 major countries of the European Union, Hubacek and

Giljum (2003) find that 2.1 million hectares of productive land is under manufacturing while

only 1.1 million hectare is used for the services sector. Differential land constraints would

imply differential returns to scale.

Turning to worker frictions, they seem to vary directly with firm size, via congestion,

unionization and employment protection laws (EPLs). As the average firm size is larger

in manufacturing than in services, worker frictions would tend to be more prevalent in

manufacturing. According to Bureau of Labor Statistics (BLS) 2010, in U.S. about 34% of

manufacturing enterprises had more than 20 employees, while the same was true for less

than 10% of enterprises in the services sector.7 OECD database shows that in almost all

OECD countries, the average firm size in manufacturing is larger than in services.

In 2012, unionization rate (the percentage of employed workers in a sector that had a

union or an employee association affiliation) in the U.S. private sector was about 11% in

manufacturing and just over 6% in the services sector (BLS). According to ILOSTAT, an

ILO database of 165 member countries, in 2010 manufacturing was one of the sectors with

7Typically, firms with less than 20 employees are taken to be small enterprises.
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Table 3.3: Business Turnover in Selected Countries

Enterprise Entry Rate (%) Enterprise Exit Rate (%)

Country Year Manufacturing Services Manufacturing Services

Italy 2005 5.71 9.47 7.08 8.65
Norway 2005 4.39 7.27 2.96 5.15
Spain 2006 5.77 11.95 6.58 8.61
Canada 2007 4.78 7.9 6.92 8.86
Brazil 2005 9 13 6.73 8.35

Source: OECD database

Table 3.4: Labor Turnover Rates for U.S. in 2012

Sector JOR JSR

Manufacturing 2.0 1.9
Trade, Transportation and Utilities 2.7 3.3
Education and Health Services 3.2 2.3
Leisure and Hospitality 3.2 5.2
Professional and Business Services 3.1 4.5

JOR: % of workforce recruited on part time or full time basis in a given year;
JSR: % of workforce separated due to quits, layoffs and discharges

Source: Bureau of Labor Statistics.

the highest number of strikes, while they were the least in the business services sector.

EPLs, which are not sector-specific, stipulate more stringent norms for firms with more

than 15 to 20 employees, firms having labor unions or when firms fire workers with long tenure

(see Guner et al. (2008) among others). As these conditions prevail more in manufacturing

than in services, employment friction is likely to be more in manufacturing.8 Such cross-

sector difference in employment flexibility is also noted by the European Commission in its

policy brief European Research Area (2013).

Business turnover rate may be considered as an indirect proxy for labor turnover

or employment variability which is inversely related to the degree of worker frictions.

Table 3.3 presents supporting data for five countries – that is, business turnover is less in

manufacturing.9

Last but not least, it is well-known that labor turnover rates, a direct proxy for em-

ployment flexibility, are lower in manufacturing than in the services sectors. To paraphrase

Bertola (1992) who analyzed labor turnover costs, “employment is typically quite flexible

8BLS (2012) finds that in the U.S., workers in manufacturing have median job tenures of about 5-6 years,
compared to about 3-5 years in services.

9These are the largest economies for which such data was available in the OECD database.
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for small firms and firms in the service sector.”10 Table 3.4 presents the labor turnover rates

in the U.S., in terms of job openings and separation rates (JOR and JSR respectively), for

manufacturing and some service industries. JORs and JSRs are higher in service industries.

The existing literature cited in the previous chapter refers to consumption services, the

most distinguishing feature of this chapter is to bring the growth of business services to the

forefront and show how it may exceed the growth of consumption services and manufacturing.

It purports to explain higher growth of both employment and output in the service sector –

rather than one or the other. We emphasize two supply-side factors behind the pattern of

differential growth rates among business services, consumption services and manufacturing,

namely, differences in returns to scale and labor frictions. Furthermore, in our model

differences in growth rates of sectoral outputs tend to persist in the long run, i.e., they do

not vanish asymptotically.

The rest of the essay proceeds as follows. Our basic model of business services is

developed in Section 3.2. The main result is that output and employment growth rates in the

business-service sector exceed those in manufacturing. Consumption services are introduced

in Section 3.3, the central section of the essay. The model therein ranks growth rates of

business services, consumption services and manufacturing, and, ‘predicts’ the stylized fact.

Some generalizations and alternative scenarios are explored in Section 3.4. They include

demand shift towards consumption services as income rises via non-homothetic preferences.

Section 5.6 concludes the essay.

3.2 The Basic Model

The source of growth per se is not our central concern. Throughout our analysis in this

chapter, we abstract from TFP growth or physical capital accumulation and assume a simple

story of human-capital-accumulation based growth. How growth rates may differ across

sectors is our focus.

A closed economy has two sectors: manufacturing (the numeraire sector) and business

services. Both sectors are perfectly competitive. Manufacturing output is produced by labor

and business services via a decreasing and variable returns to scale technology so as to imply

10In their two-sector open economy model with a traded sector which is manufacturing and a non-traded
sector which is services, Cosar et al. (2010) assume positive turnover costs in manufacturing, while the
services sector is assumed to be frictionless.
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sluggish adjustment in the employment of labor, while business services are produced by

labor only under constant returns. Decreasing returns in manufacturing sector are founded

on existence of fixed factors required in the manufacturing goods production. For example,

land and natural resources are utilized more in manufacturing sector as compared to services

sector. As long as the total availability of these factors to the manufacturing sector is

inelastic, it would imply decreasing returns to scale in this sector. In fact, we do a detailed

study on the role of land in inter-sectoral growth dynamics in Chapter 4.

Our results depend on higher returns to scale in the services sector – not necessarily

constant returns in that sector and decreasing-returns in manufacturing. Difference in

returns to scale implies difference in growth rates of sectoral outputs, but not in sectoral

employment growth rates. Higher worker frictions in manufacturing (relative to services)

would imply that the growth rate of employment in the services sector is higher than that in

manufacturing.

3.2.1 The Static General Equilibrium

Let qst = Lst denote the business-service production function, where qst is the total output

and Lst is the amount of effective labor used in producing business services at time t. Free

entry and exit imply the zero-profit condition: pst = wt, where pst is the price of business

services. Labor is measured in efficiency units and it grows over time. Its growth process

will be specified later, but, at the moment, it is to be noted that wt is the wage rate per

such efficiency unit, not earnings per worker per unit of time; see, for instance, Jung and

Mercenier (2010).

In the context of the manufacturing sector we keep in view frictional or congestion

problems associated with labor size in a firm being large. They manifest in course of working

with other factors of production (which give rise to the standard positive but diminishing

marginal returns) as well as among workers (such as interpersonal conflicts of various kinds).11

This leads to a direct loss of output, which is not attributable simply to the loss of aggregate

labor time available for production. We do not develop a micro structure to incorporate

11GICE (2012), a blog, notes that that as manufacturing firms grow in size, their production processes
become increasingly complex especially in terms of inter-departmental co-ordination among workers. The
larger the firm size, greater is the scope for loss of potential output. Hence, these manufacturing firms
typically invest in a variety of established human resource and operations management systems to reduce
these worker problems between departments, say marketing and production; which is however not modelled
here.
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worker frictions in manufacturing and the resultant inflexibility in employment variation.

Instead, we postulate that the technology itself features this attribute. Let the production

function be:

qmt = Lαmtq
β
st − γLmt, α, β, γ > 0, α+ β < 1, (3.1)

where Lmt is the effective labor used in manufacturing at time t. The term, Lαmtq
β
st, may be

interpreted as gross output, whereas γLmt can be thought of as a penalty or loss of output

because of worker frictions.

The production function (3.1) satisfies decreasing returns but is non-homothetic. The

parameter γ being positive, cost minimization would imply that in response to a proportionate

increase in labor and service input costs, the proportional reduction in labor employment is

less than that of the services input, i.e., labor to services input ratio increases. Likewise,

in the face of a proportional decrease in input prices, labor employment is increased less

than proportionately compared to the services input, i.e., labor to services input ratio falls.

In this sense, γ is the measure of worker frictions and resulting employment inflexibility in

manufacturing.

Note that (3.1) permits negative marginal product – which can be interpreted as a strong

congestion effect (whereas diminishing but positive returns for any level of employment may

be seen as a situation of weak congestion effect). But, profit maximization would imply that

in equilibrium the marginal returns to labor must be positive.12 It is interesting that the

possibility of negative returns has implications for equilibrium where the returns are positive.

The first-order conditions with respect to labor and services input are:

αLα−1
mt q

β
st = wt + γ1 (3.2)

βLαmtq
β−1
st = pst. (3.3)

The l.h.s. and r.h.s of (3.2) can be respectively interpreted as the marginal product of labor

in producing the gross output and the effective marginal cost of labor. Using (3.1), (3.2) can

be stated indirectly as
αqmt
Lmt

= wt + (1− α)γ. (3.4)

12Interestingly, for a large public-sector steel conglomerate in India – SAIL (Steel Authority of India
Limited), Das and Sengupta (2004) found evidence of negative marginal product of the managerial workforce.
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Substituting the business services sector relations qst = Lst and pst = wt into the ratio

of the two first-order conditions in manufacturing, we get

Lst
Lmt

=
β

α
· wt + γ

wt
. (3.5)

It reflects that the ratio of employment between the two sectors is proportional to the ratio

of effective marginal costs of hiring labor in the two sectors.

We rewrite the manufacturing production function as eq. (3.6) below, wherein the

production function of the business service sector is substituted . Eq. (3.7) is the full-

employment condition, where L̄t is the total labor (in effective units) available for production.

qmt = LαmtL
β
st − γLmt (3.6)

Lmt + Lst = L̄t. (3.7)

Static equilibrium is described by eqs. (3.4)-(3.7).

Lemma 3.1 The static equilibrium exists and is unique for any L̄t > 0.

Proof: Eqs. (3.4), (3.5) and (3.7) yield

Lmt =
αwt

αwt + β(wt + γ)
L̄t; Lst =

β(wt + γ)

αwt + β(wt + γ)
L̄t = qst. (3.8)

qmt =
wt[wt + (1− α)γ]

αwt + β(wt + γ)
L̄t. (3.9)

If we substitute (3.8) and (3.9) into (3.6),

L̄t =

(
α+ β +

βγ

wt

)[
ααββ

wβt (wt + γ)1−β

] 1
1−α−β

≡ L̄(wt). (3.10)

The function L̄(wt) is continuous and differentiable, satisfying L̄′(wt) < 0. Further,

L̄(·)→ 0 or ∞ as wt →∞ or 0. Hence, for any L̄t > 0, a positive solution for wt exists and

it is unique. Eqs. (3.8) and (3.9) imply that employment and output solutions are unique.

Eq. (3.10) essentially states that total labor demand is negatively related to the wage

rate, which results from decreasing returns to scale in manufacturing. Also recall that wt in
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our model is the wage rate per efficiency unit. Wage earnings per worker equal wtL̄t, an

increasing function of L̄t.

Consider comparative statics of an increase in L̄t, the stock of effective labor.

Proposition 3.1 If L̄t increases, wage rate (per unit of effective labor) falls, employment

and output in both sectors expand, and output and employment ratios, qst/qmt and Lst/Lmt,

both increase.

Proof: Since L̄′(wt) < 0, wt falls. Suppose Lst falls too. In view of (3.5), Lmt decreases. But

both Lst and Lmt falling as L̄t increases is incompatible with the full employment equation.

Hence Lst increases, and thus qst rises too. Eqs. (3.4) and (3.6) imply (3.2), in the light of

which a decrease in wt and an increase in qst imply that Lmt increases. As both Lmt and qst

increase, qmt also increases.

In view of eq. (3.5), the ratio Lst/Lmt rises. Using qst = Lst and dividing (3.5) by (3.4),

qst
qmt

=
β(w + γ)

wt[wt + (1− α)γ]
.

The r.h.s. is a decreasing function of wt. As wt falls, the ratio qst/qmt must increase.

3.2.2 Households

The economy consists of infinitely lived representative households, who can be treated as one

unit. At a given point of time, the representative household possesses Lt units of effective

labor and one unit of time. It could spend its time in either augmenting its human capital

or working in production sectors. Let Ht ∈ (0, 1) denote time in human capital investment

and let

Lt+1 = aLHtLt, aL > 1. (3.11)

Thus the growth rate of human capital is proportional to the time invested in human capital.

Since there are no education sectors, eq. (3.11) can be seen as a self-learning function. The

trade-off is that the higher the investment in human capital, the greater will be the effective

labor and hence the higher will be the total wage earnings in the future, but the less will be

the total wage earnings in the current period.

There are two sources of income: wage income in both sectors and profit income in

manufacturing (πm). In making consumption choices, these incomes are treated as exogenous
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by a household.

Denoting the discount factor by ρ, the amount consumed of manufacturing by cmt and

assuming the felicity function ln cmt, we can write down the household’s problem as:

Maximize
∞∑
t=0

ρt ln cmt, subject to (3.11), and the budget cmt ≤ wtL̄t + πmt,

where L̄t ≡ (1−Ht)Lt is the total effective labor working in the production sectors. Given

L0, the household chooses {cmt}∞0 , {Ht}∞0 and {Lt}∞1 . The lagrangian is

L =
∞∑
t=0

ρt ln cmt +
∞∑
t=0

µ1t [wt(1−Ht)Lt + πmt − cmt] +
∞∑
t=0

µ2t [aLHtLt − Lt+1].

The first order conditions are

{cmt} :
ρ

cmt
= µ1t,

{Ht} : µ1twt = µ2taL,

{Lt+1} : µ2t = µ1t+1wt+1(1−Ht+1) + µ2t+1aLHt+1,

lim
T→∞

µ2TLT+1 = 0

These conditions yield the Euler equation and the transversality conditions as follows:

cmt+1/wt+1

cmt/wt
= ρaL (3.12)

lim
t→∞

ρtwtLt+1

aLcmt
= 0. (3.13)

We assume ρaL > 1, such that the cmt/wt ratio grows at a positive rate. A marginal increase

in investment entails a marginal loss in terms of current utility equal to wt/cmt and entitles a

marginal gain in terms of future utility equal to aLwt+1/cmt+1. At the optimum, the former

is equal to the discounted value of the latter.13

13Substituting the human capital investment function into the household budget constraint, the household’s

problem can be equivalently cast as: Maximize

∞∑
0

ρt ln[wt(Lt−Lt+1/aL) +πmt], subject to Lt ≥ 0 for t ≥ 1.

For given wt and πmt, the function ln[wt(Lt − Lt+1/aL) + πmt] is concave in Lt and Lt+1. Hence the overall
objective function is concave in {Lt}∞1 . The Euler equation is thus a sufficiency condition.
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3.2.3 Dynamics

A perfect-foresight, dynamic, competitive equilibrium is a set of sequences of {wt}∞0 , {pst}∞0 ,

{πmt}∞0 , {qmt}∞0 , {qst}∞0 , {Lmt}∞0 , {Lst}∞0 , {cmt}∞0 , {Ht}∞0 and {Lt}∞1 , such that

(i) {cmt}∞0 , {Ht}∞0 and {Lt}∞1 solve the household problem, given {wt}∞0 , {πmt}∞0 and the

initial condition L0,

(ii) cmt = qmt (market clearing),

where, from the static equilibrium, wt, pst, πmt, qst, Lmt and Lst are implicit functions of

L̄t ≡ (1−Ht)Lt.

We have

Proposition 3.2 Output and employment in both sectors grow, and, the growth rates

of output and employment in the business services sector are higher than those in the

manufacturing sector.

Proof: Substituting cmt = qmt into the Euler equation, we see that the qmt/wt ratio grows

at the (gross) rate ρaL. If we substitute (3.4)–(3.5) into the full-employment equation (3.7),

we have
qmt
wt

=
L̄t[1 + Φ(L̄t)]

α+ β
, where Φ(L) ≡ γα(1− α− β)

(α+ β)w(L̄t) + βγ
> 0. (3.14)

We have Φ′(·) > 0, since w′(L̄t) < 0. Thus qmt/wt bears an increasing, one-to-one,

relation with L̄t. Hence L̄t grows over time. In view of Proposition 3.1, output and

employment in both sectors grow; the proportions qst/qmt and Lst/Lmt rise, implying that

growth rates of output and employment in the business-services sector exceed those in

manufacturing.14

Importantly, note that if the friction parameter γ were zero, the output of the business

service sector would still grow faster than that of manufacturing, but the employment growth

in the two sectors will be the same. Hence, unbalanced growth of sectoral outputs follows

from difference in returns to scale and that of employment stems from differences in worker

frictions across the two sectors. Proposition 3.2 is consistent with our stylized fact insofar as

it compares the business-services sector to manufacturing.

Ours is a one-factor model without physical capital, so compliance with many Kaldor

facts is outside its purview. However,

14Output growth ranking also holds when manufacturing output is measured in terms of value-added.
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Proposition 3.3 As t→∞, per capita real income tends to grow at a constant rate.

Proof: Eq. (3.14) and that qmt/wt grows at a constant rate for all t imply that lim
t→∞

L̄t =∞.

Hence, from (3.10), lim
t→∞

wt = 0. In view of (3.14), lim
t→∞

qmt/wt ∝ L̄t; thus the growth rate

of L̄t approaches ρaL. Consider (3.8). We have Lst ' L̄t, since wt → 0. Hence Lst, and thus

qst approach the growth rate, ρaL. From (3.2), it follows that the growth rate of Lmt tends

to (ρaL)β/(1−α). In view of (3.4), lim
t→∞

qmt ∝ Lmt. Hence, the growth rate of qmt approaches

(ρaL)β/(1−α).

Since population is fixed, per capita income, proportional to aggregate income, qmt, tends

to grow at (ρaL)β/(1−α).

Dynamics of Learning and the Transversality Condition

The solution of the dynamic model is not complete without characterizing the dynamics

of investment in human capital, Ht. It will be shown in Appendix 3.A that Ht < ρ for all t

and approaches ρ. Moreover, along the solution path, the transversality condition (3.13) is

met.

3.3 Services for Households

The basic model is now extended to include household or consumer services. It is the main

section of this chapter. Unlike Buera and Kaboski (2012), all such services are provided

by the market. The services sector has two competitive sub-sectors: business services and

consumer services. The resulting model implies the stylized fact that in terms of both output

and employment, the growth rates of the business services sub-sector exceed those of the

consumer services sub-sector, which, in turn, are higher than those of the manufacturing

sector.

We assume here that business and household services are distinct: one set of services

are demanded mostly by businesses (manufacturing) and the other by households. It will

be shown in Section 3.4 that similar conclusions hold for services shared by businesses and

households.

The behavior of the business-service providers is the same as before. Let the household-

service providers face similar constant-returns technology. For algebraic simplicity, we use

the same production function: qhst = Lhst. (A single firm may provide both.)

Households derive utility from consuming the manufacturing good as well as consumer
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services. Let the felicity function be Ut = λ ln cmt + (1− λ) ln chst, λ ∈ (0, 1), where chst is the

quantity of consumer services demanded. The assumed utility function implies that the

income elasticity of demand for either good is unity; this will be relaxed in Section 3.4.

The household’s problem is to maximize

∞∑
t=0

ρtUt, subject to the learning function (3.11)

and the budget cmt + phstcst ≤ wtL̄t + πmt, where phst is the price of consumer services. The

dichotomy between the static and the dynamic components of the household’s optimization

problem is obvious. The former yields

λ

1− λ
chst
cmt

=
1

phst
. (3.15)

In the supply side, zero-profit conditions of service firms are:

pst = phst = wt. (3.16)

The situation of the manufacturing sector is same as in the basic model. Eqs. (3.4)–(3.6)

continue to hold. In equilibrium, cmt = qmt and chst = qhst = Lhst. Substituting these and the

zero-profit conditions (3.16) into the first-order condition (3.15) gives the analog of (3.5) for

the household:
λ

1− λ
· L

h
st

qmt
=

1

wt
. (3.17)

Finally, we have the full-employment condition:

Lmt + Lst + Lhst = L̄t. (3.18)

Eqs. (3.4)–(3.6) together with (3.17)–(3.18) constitute the static production system of

the economy. They determine five variables: the wage rate in the economy, employment

and output in manufacturing and those in the two service sub-sectors. Various substitutions

lead to an analog of (3.10):

L̄t =

{
α+ β +

βγ

wt
+

1− λ
λ

[
1 +

(1− α)γ

wt

]}[
ααββ

wβt (wt + γ)1−β

] 1
1−α−β

≡ L̃(wt). (3.19)

A solution to this equation exists and it is unique and it implies the same for other

variables. Lemma 3.1 thus holds. We have L̃′(wt) < 0 and as L̄t → 0 or ∞, wt approaches
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∞ or 0. As an extension of Proposition 3.1,

Proposition 3.4 An increase in L̄t leads to a decrease in the wage rate (per unit of

effective labor); expansions in output and employment in manufacturing and the two service

sub-sectors, and increases in

Lhst
Lmt

;
qhst
qmt

;
Lst

Lhst
;

qst

qhst
.

Proof: In view of (3.19), wt falls. It is straightforward to derive that Lmt, Lst and Lhst all

increase. Hence, employment and output expand in each sector or sub-sector. Multiplying

(3.4) by (3.17) yields
Lhst
Lmt

=
1− λ
αλ

· wt + (1− α)γ

wt
, (3.20)

the r.h.s. of which is a decreasing functions of wt. Hence, the Lhst/Lmt ratio rises as wt falls.

In view of (3.17), qhst/qmt rises, since qhst = Lhst. Next, divide (3.5) by (3.20). It gives

Lst

Lhst
=

βλ

1− λ
· wt + γ

wt + (1− α)γ
. (3.21)

The r.h.s. increases as wt falls; hence this ratio rises. Given qst = Lst and qhst = Lhst, the

qst/q
h
st ratio also increases.

The dynamic part of the household optimization remains essentially same. The ratio of

total household expenditure to the wage rate grows at the rate ρaL. Since the expenditure

on manufacturing constitutes a constant fraction (λ) of total household expenditure, the

Euler equation (5.7) continues to hold.15 The ratio qmt/wt grows at the constant rate ρaL.

Similar to the basic model, the static system implies

qmt
wt

=
λL̄t[1 + Φ̄(L̄t)]

1− λ(1− α− β)
, where (3.22)

Φ̄(L̄t) ≡
λαγ

[1− λ(1− α− β)]w(L̄t) + [(1− λ)(1− α) + λβ]γ

and it has the same limit properties. As Φ̄(·) is increasing in L̄t, L̄t grows over time without

15The indirect felicity function is λ lnλ + (1 − λ) ln(1 − λ) − (1 − λ) ln phst + lnEt, where Et is the
household expenditure. Using the budget constraint, it is equal to: λ lnλ+ (1− λ) ln(1− λ)− (1− λ) ln phst +

ln

[
wt

(
Lt −

Lt+1

aL

)
+ πmt

]
, which is concave in Lt and Lt+1. Hence, the sufficiency condition is met. The

same transversality condition holds.
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bound.16

Our central position below – which ranks growth rates within the services sector vis-a-vis

manufacturing – follows immediately in the light of Proposition 3.4.

Proposition 3.5 The output and employment in the business services sub-sector grow faster

than output and employment (respectively) in the consumer services sub-sector, which, in

turn, grow faster than output and employment (respectively) in manufacturing.

The upshot is that the employment and output growth rankings among the two service

sub-sectors and manufacturing accord with the stylized fact we wish to explain. To understand

this intuitively, it will be useful to first think what the ranking would have been if worker

frictions in manufacturing were absent. It is clear that employment would grow at the

same rate in all the three ‘sectors.’ Because the technology is similar between the two

service sub-sectors, their outputs would have grown at the same rate. This common rate

would have exceeded the growth rate of manufacturing, because returns to scale are lower in

manufacturing.

Now bring into consideration the presence of worker frictions in manufacturing. They

would imply a relatively higher demand for business services and less for labor as manufac-

turing output expands. Hence, compared to the case of no worker frictions in manufacturing,

the growth rate of employment in the business-service sub-sector would exceed that in

manufacturing, while the growth rate of employment in the consumer-services sub-sector

would lie in-between. The same ranking extends to output growth rates.

Furthermore, as in the basic model, the growth rate of per capita real income is bounded

away from zero and approaches a constant rate, i.e., Proposition 3.3 holds. This is proved in

Appendix 3.B.

3.4 Generalizations and Alternative Environments

Main results obtained in the preceding sections are robust to some generalizations and

alternative market environments.

16In the light of (3.22), gL̄t
= ρaL

1 + Φ̄(L̄t)

1 + Φ̄(L̄t+1)
< ρaL. Hence the dynamics of Ht is qualitatively same as

in the base model. The transversality condition holds along the saddle path.
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3.4.1 Service-Oriented Relative Demand Shift

The relative rise of the service sector in the post-WWII era has been largely attributed to

the hypothesis that as real income rises the consumer demand for services rises more than

proportionately, i.e., the income elasticity of demand for household services exceeds one.

It is shown below that such a preference structure, which leads to a relative demand shift

towards consumer services, tend to imply higher growth rates of output and employment

in the household services sub-sector. Hence the growth ranking between the two service

sub-sectors becomes ambiguous, while that between the services sector as a whole and

manufacturing remains in tact.

Let a household’s felicity function be Ut = λ ln cmt + (1− λ) ln(chst + δ), λ ∈ (0, 1), δ > 0.

The presence of the parameter δ, an index of ‘non-essentiality’ of services in consumption,

implies income elasticity of demand for consumer services to be greater than unity. Static

optimization has the first-order condition

λ

1− λ
chst + δ

cmt
=

1

phst
. (3.23)

All other equations remain the same as in Section 3.3 except (3.17), which is replaced by

λ

1− λ
· L

h
st + δ

qmt
=

1

wt
. (3.24)

This follows from (3.23) by substituting chst = qhst = Lhst and phst = wt.

Appendix 3.C works out the solution of the static system. Qualitatively, the effects of an

increase in L̄t on the wage rate and sectoral employment and outputs are same as earlier.

The nature of dynamic trade-off for the household is also the same. By substituting

(3.24) into the budget constraint and eliminating chst, it can be derived that the cmt/wt ratio

grows at the rate ρaL. Hence qmt/wt – and thus L̄t – grow over time.

Output and employment growth rate rankings are given by

Proposition 3.6 In the presence of income-induced relative demand shift towards consumer

services, output as well as employment growth rates in business and consumer services

sub-sectors cannot be ranked, but both growth rates exceed those in manufacturing.

Proof: From (3.4) and (3.5) and that wt decreases over time, it follows that the business

services output (respectively employment) grows more rapidly than manufacturing output
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(respectively employment). Likewise, in view of (3.4), (3.24) and wt falling over time, the

consumer-services output (respectively employment) also rises faster than manufacturing

output (respectively employment).

Eliminating qmt and Lmt from (3.4), (3.5) and (3.24) yields

βλ

1− λ
· L

h
st + δ

Lst
=
wt + (1− α)γ

wt + γ
.

Since wt decreases over time, the r.h.s. falls and thus (Lhst + δ)/Lst declines with time. But

δ being positive, the ratio Lhst/Lst, equal to qhst/qst, may increase or decrease over time.

The relation between the manufacturing sector and the business service firms is the same

as in the previous model; hence the growth-rate rankings between them is the same. The

demand shift towards consumer services constitutes an added factor for its growth. Hence

its growth rate remains higher than that in manufacturing.

However, growth rates between the two sub-sectors within the services sector cannot be

unambiguously ranked, because, on one hand, business services tend to grow faster than

consumption services due to labor frictions in manufacturing, while, on the other hand,

because of the relative demand shift towards consumption services, consumption-service

production would tend to grow faster than business services. It depends on the magnitudes

of labor friction in manufacturing (γ) and the degree of non-essentiality of consumption

services (δ), relative to each other.

In what follows, we revert back to the assumption of homothetic preferences, as in the

base model.

3.4.2 Services Shared by Businesses and Households

We have considered business and consumer services as distinct products. There are however

many types of services demanded by both businesses and households. Examples include retail

trade, transport and communication and financial intermediation. Consider the scenario

where the same service is sold to firms in the manufacturing sector as well as to households.

It will be shown that the same rankings between growth rates of manufacturing and volumes

of (same) services sold to the ‘two sectors’ hold, as was true for pure business and consumer

services.

Let the common price for the service good be denoted as pcst and the production function
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be

qst + qhst = Lcst. (3.25)

As earlier, competitive pressures imply pcst = wt.

Relations pertaining to the manufacturing sector and households are unchanged. The

model structure follows that in Section 3.3, except that there is no notion of Lst or Lhst; they

are substituted respectively by qst and qhst. Similar to Section 3.3, an increase in L̄t implies

a decline in wt and increases in qst, q
h
st, Lmt and qmt; increases in qst and qhst imply that Lcst

increases, i.e., employment expands in the services sector too.

The Euler equation remains same; thus qmt/wt grows at the gross rate of ρaL. This

implies that L̄t grows over time. Thus wt falls, and output and employment in both sectors

expand. Furthermore, the ratios Lcst/Lmt, q
h
st/qmt and qst/q

h
st rise over time. Hence,

Proposition 3.7 Employment growth is higher in the services sector. In terms of out-

put/sales, the business-oriented component of the services grows faster than the component

serving the households services and the latter grows faster than the manufacturing sector.17

3.4.3 Differentiated Services

Services have been thought of and modeled by many authors as differentiated brands

produced in a monopolistically competitive market, e.g., Eswaran and Kotwal (2002) and

Matsuyama (2013) among many others. Let qst and chst denote respectively composites of

business and household services, defined respectively by:

qst =

(∫ Nt

0
q
σ−1
σ

it di

) σ
σ−1

, σ > 1

chst =

(∫ Nh
t

0
chit

σh−1

σh di

) σh

σh−1

, σh > 1,

where Nt and Nh
t are the number of respective varieties available at time t, and, σ and

σh are respectively the elasticity of substitution between any two brands of business and

consumer services.

Let both types of services be produced by linear, increasing-returns technologies: qit =

17It amounts to hypothesizing that if more disaggregated data on hybrid services were available, it would
exhibit higher growth rate of the business-services segment, vis-a-vis consumption services.
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Lit−1 for business services and qhit = Lhit−1 for household services. As long as manufactures

are produced by the same decreasing-returns to scale technology (3.1), the same qualitative

differences between the sectors continue to hold.

It can be shown that all results hold under one further assumption, namely,

α+
βσ

σ − 1
< 1. (3.26)

Increasing returns to scale along with constant marginal product of labor in the production

of services present an element of instability in the labor market. The inequality (3.26) is

indeed a stability condition for the labor market.18

3.4.4 Manufacturing as an Input in the Production of Services

Production of services typically uses products, tools and equipment from manufacturing, both

as durables and intermediates. For instance, transportation services use capital goods like

vehicles. Financial services extensively require computers and modern tools of information

technology. Almost all services use a variety of “consumables” produced in the manufacturing

sector. However, physical capital accumulation is beyond the scope our analysis. It is shown

that the growth ranking between the two sectors remains the same even if services production

required manufactures as intermediates.

For simplicity of illustration, we consider business services only. Let the production

function of the business-services sector be:

qst = Lηstq
′1−η
mt , 0 < η < 1, (3.27)

where q′mt is the manufacturing input. The first-order conditions can be stated as

ηpstqst = wtLst, (3.28)

Lst
q′mt

=
η

1− η
1

wt
. (3.29)

The price of services is no longer proportional to the wage rate. From (3.27)-(3.29), it

can be derived that pst ∝ wηt . The manufacturing firm’s problem is same as in the base

18The inequality (3.26) is not restrictive as long as the elasticity of substitution among business services is
sufficiently large – which is eminently plausible.
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model. Eq. (3.28) and the cost-minimization condition in manufacturing imply

α

βη

Lst
Lmt

=
wt + γ

wt
. (3.30)

The static general equilibrium is spelt by (3.1)-(3.2), the full employment condition (3.7)

and (3.27)– (3.30). The same comparative statics hold: an increase in L̄t leads to a decrease

in wt and increases in sectoral output and employment levels. In view of (3.30), as the wage

rate falls, the ratio of employment in business services to that in manufacturing increases.

Using pst ∝ wηt and eqs. (3.1)-(3.2), eqs. (3.28) and (3.30) yield

qst
qmt
∝ 1

wηt

[
1 +

αγ

wt + (1− α)γ

]
.

Hence, the services output to manufacturing output ratio rises.

The household’s problem is the same as in the base model. The Euler equation states that

cmt/wt ratio grows at the constant rate ρaL. Substituting (3.1)-(3.2), (3.7) and (3.29)–(3.30)

into the manufacturing market clearing condition cmt = qmt − q′mt,

cmt
wt

=
(1− β + βη)L̄t

α+ βη

[
1 +

αγ(1− α− β)

(1− β + βη)[βηγ + (α+ βη)w(L̄t)]

]
, (3.31)

Given that w′(L̄t) < 0 and cmt/wt grows without bound, lim
t→∞

L̄t =∞ and lim
t→∞

wt = 0. The

growth rate of L̄t asymptotes to ρaL.

The next proposition states the sectoral output and employment rankings as well as how

growth rates and the differences in growth rates are sensitive to the share of manufacturing

in services.

Proposition 3.8 (a) Output and employment growth rates in the business services sector

are higher than those in manufacturing. (b) In the long run, the higher the share of

manufacturing in the business-services sector, the slower are the output growth rates of both

sectors, the larger the gap in the employment growth rates and the smaller is the gap in the

output growth rates.

Proof: Part (a) is obvious. Following the same logic and algebraic manipulations as in

the base model, the asymptotic growth rates of sectoral employment and output can be
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calculated as:

(i)
Lst+1

Lst
→ ρaL; (ii)

Lmt+1

Lmt
→ (ρaL)

ηβ

ηβ + 1− α− β ;

(iii)
qst+1

qst
→ (ρaL)

η(1− α)

ηβ + 1− α− β ; (iv)
qmt+1

qmt
→ (ρaL)

ηβ

ηβ + 1− α− β .

The expression (i) is independent of η, whereas (ii)-(iv) are increasing functions of η.

A decrease in η reflects a higher share of manufacturing input in services production. It

follows that Lst+1/Lst −Lmt+1/Lmt increases and qst+1/qst − qmt+1/qmt decreases as η falls

– which proves Part (b).

It is interesting that as the share of manufacturing in services production increases, the

growth gap between the two sectors in terms of employment increases, but that in terms of

output falls.

Intuitively, the growth of the total supply of effective labor depends on the rate of

time discount (ρ) and the productivity in the enhancement of human capital (aL), not

on η. Since employment growth in the services sector is higher, in the long run it tows

that of aggregate supply of effective labor, hence independent of η. At the same time, the

dependence of technology of producing business-services on manufacturing goods as inputs

has a ‘locomotive’ effect: a slower growing sector’s output being used as input in the faster

growing sector, the growth rate of the latter is pulled down, which, in turn, drags down

the growth rate in the former sector. Hence, the employment growth rate of manufacturing

as well as output growth rates in both sectors decline as η falls. It then follows that, as η

declines, the difference between the output growth rates falls, while the difference between

the employment growth rates rises (because the growth rate of employment in the services

sector is independent of η).19

3.5 Concluding Remarks

In the post WWII world economy the services sector has grown consistently faster than

manufacturing. In many countries the share of this sector in GDP now stands well above

50%. This phenomenon has been mainly attributed to a relative demand shift towards

19It is worth noting that the preceding analysis does not consider the dynamic effects of the use of
manufactures in services production such as an embodied technological progress; otherwise, it would have
tended to enhance the growth rate of the services sector.
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consumer services as real income rises. While this may very well be true, we have taken the

position that it is not designed to explain the growth of business services in particular. We

have posited a stylized fact that business services have grown faster than consumer services,

which, in turn, have outpaced manufacturing.

Our analysis began with business services, and consumption services were introduced

later. We believe it has enabled us to uncover some supply-side factors behind the rise of the

services sector relative to manufacturing. One is higher returns to scale in the services sector

compared to manufacturing, although in our model we have assumed a specific structure.

Prevalence of worker frictions in manufacturing (relative to services) is another. In tandem,

these two factors explain the stylized fact.

By abstracting from TFP growth, the general goal of our analysis is to understand inter-

sectoral – rather than intra-sectoral or intra-sub-sectoral – differences in the growth rates of

employment and output. However, major productivity improvements have been recorded

not just for manufacturing but also in the services sector. Triplett and Bosworth (2003)

noted that the TFP growth in the services sector is no less than that in manufacturing.20

Heshmati (2003) presents a survey of productivity growth in many manufacturing and services

industries. He notes that over time services productivity has grown over time, and, owing to

services outsourcing, has contributed to higher productivity growth in manufacturing.

We have incorporated a very simple source of growth namely that of human capital. The

static implications of an increase in overall resources available to an economy map directly

to growth rates. In the next chapter, we incorporate TFP growth, capital accumulation

as well as returns to scale differences. The resulting analysis generates output ranking of

services, manufacturing and agriculture in decreasing order. The model also complies with

Kaldor facts. In contrast to the existing literature, this explanation for non-balanced growth

can be applied to both developing and developed countries.

20That is, the so-called Baumol’s disease (see Baumol (1967)) has either been “cured” or not struck.
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Appendix 3.A

It refers to Section 3.2.

Growth Rate of L̄t

Lemma A1: gL̄t ≡
L̄t+1

L̄t
< ρaL.

Proof: Since qmt/wt grows at the rate of ρaL, eq. (3.14) implies

gL̄t = ρaL ·
1 + Φ(L̄t)

1 + Φ(L̄t+1)
. (3.A.1)

Further, L̄t+1 > L̄t (as L̄t increases over time) and Φ′(·) > 0 imply Φ(L̄t) < Φ(L̄t+1). Hence,

gL̄t < ρaL.

Lemma A2: gL̄t → ρaL as L̄t → 0 or ∞.

Proof: As L̄t → 0 or ∞, wt →∞ or 0 and hence the term in the square brackets of (3.14)

approaches 1 or 1 + (α/β)(1− α− β). In either case, qmt/wt ∝ L̄t. Hence gL̄t → ρaL.21

Dynamics of Ht

By using L̄t ≡ (1−Ht)Lt and the learning function (3.11),

∆Ht ≡ Ht+1 −Ht = (1−Ht)

(
1−

gL̄t
aLHt

)
. (3.A.2)

Hence ∆Ht = 0 spells the relation

Ht =
gL̄t
aL
≡ Ψ(L̄t), (3.A.3)

where Ψ(·) is an implicit function based on (3.A.1).

In view of Lemmas A1 and A2 and the continuity and differentiability of the function

Ψ(·), Ψ(·) < ρ for any L̄t > 0 and Ψ′ ≶ 0 as L̄t → 0 or ∞. However, the curvature of Ψ(·) is

ambiguous in general. Figure 3.1 depicts a particular shape of the function Ψ(·), same as

∆Ht = 0, consistent with the aforementioned properties. As we shall see, the existence of

saddle path is independent of the curvature of the Ψ(·) function, as long as Ψ(·) < ρ and

Ψ′ ≶ 0 according as L̄t → 0 or ∞.

21In terms of (3.A.1), both Φ(L̄t) and Φ(L̄t+1) approach 0 or (α/β)(1− α− β) as L̄t → 0 or ∞.
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I.

II.

III.

Figure 3.1: Dynamics of Ht

Consider Figure 3.1, which depicts the ∆Ht = 0 curve, and, the dynamics of Ht and L̄t.
22

We have ∆Ht ≷ 0 according as (L̄t, Ht) lies above or below this curve. This implies the

directions of vertical arrows. Because L̄t increases over time monotonically, the horizontal

arrows always point to the right.

There is no steady state in that there is no stationary solution of Ht in (3.A.3); for

any initial value of Lt, Ht varies over time. Any trajectory with an initial value of Ht ≥ ρ

approaches Ht = 1. This would imply L̄t → 0, which is implausible and inconsistent with

L̄t growing over time. In the domain of Ht < ρ, as shown, one set of trajectories approach

Ht = 0. This would imply the stock of effective labor approaching zero, which is also

implausible as well as inconsistent with that L̄t grows over time. However, there is one,

a saddle path, along which Ht asymptotes towards ρ. It will be shown below that this

trajectory meets the transversality condition. Hence, it is the solution path, and along this

path, Ht < ρ ∀t and lim
t→∞

Ht = ρ.

22The Ψ(·) curve may have more complex curvature, but, the important feature is that it lies below Ht = ρ
line.
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Transversality Condition

By using (3.9), (3.11), the market clearing condition cmt = qmt and L̄t = (1−Ht)Lt,

wtLt+1

aLcmt
=
wtHtLt
qmt

=
Ht

1−Ht
· wtL̄t
qmt

=
Ht

1−Ht
· αwt + β(wt + γ)

wt + (1− α)γ
.

Along the saddle path, lim
t→∞

Ht/(1−Ht) = ρ/(1−ρ). As shown earlier, lim
t→∞

wt = 0. Therefore,

lim
t→∞

ρtwtLt+1

aLcmt
=

ρβ

(1− ρ)(1− α)
· lim
t→∞

ρt = 0,

i.e. the transversality condition is met along the saddle path.

Appendix 3.B

It refers to Section 3.3. It will be shown that growth of per capita real income asymptotes a

constant rate. Normalizing population size to unity, real per capita income has the expression

IRt = (qmt + phstq
h
st)/(p

h
st)

1−λ ∝ qλmtLhst
1−λ

in view of (3.15)–(3.17).

The following holds as t→∞. We have wt → 0. This implies that the growth rate of L̄t

approaches ρaL, and Lst ∝ L̄t, Lhst ∝ Lst and qmt ∝ Lmt. Thus,

Lhst+1

Lhst
→ ρaL;

qmt+1

qmt
→ (ρaL)

β

1− α

⇒
IRt+1

IRt
=

(
qmt+1

qmt

)λ
·
(
Lst+1

Lst

)1−λ

→ (ρaL)

λβ

1− α (ρaL)1− λ

= (ρaL)

βλ

1− α
+ 1− λ

.
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Appendix 3.C

It refers to Section 3.4.1, which introduces relative demand shift towards consumer services.

The static system is characterized by (3.4)–(3.6), the full-employment condition (3.18), and

(3.24). Eliminating the variables qmt, Lmt, Lst and Lhst, the following equation summarizes

the static equilibrium in terms of solving wt.

(ααββ)
1

1−α−β

[
1− λ
λ

Ω(wt) + Γ(wt)

]
− δ = L̄t (3.A.4)

where

Ω(wt) ≡
wt + (1− α)γ

w
1−α

1−α−β (wt + γ)
1−β

1−α−β
; Γ(wt) ≡

(α+ β)wt + βγ

w
1−α

1−α−β (wt + γ)
1−β

1−α−β
.

Both Ω′(wt) and Γ′(wt) being negative, an increase in L̄t implies a fall in wt. It is

straightforward to derive that Lmt, Lst, L
h
st and qmt all increase with L̄t.



4 Three-Sector Non-Balanced Gr-

owth: The Role of Land

4.1 Introduction

In recent decades and in almost all countries, of the three production sectors, namely services,

manufacturing and agriculture, the services sector has posted highest growth, followed by

manufacturing, while agriculture is the least growing sector – in terms of both output and

employment. Such differentials have mostly been explained by demand-side reasons, e.g.

Echevarria (1997), Kongsamut et al. (2001), Eichengreen and Gupta (2012), among others.

Ngai and Pissarides (2007) present a supply-side driven theory of non-balanced growth which

explains this phenomenon on the basis of differences in sectoral TFP growth rates. But their

explanation for sectoral output growth ranking is valid only for developed countries, where

the sectoral TFP growth rankings are highest in agriculture, followed by manufacturing and

services.

In this chapter, we build a supply-side model of non-balanced growth which demonstrates

the witnessed growth phenomenon and is applicable to both developed and developing

countries. Our explanation is based on sectoral land intensity differences. In this vein,

recently Acemoglu and Guerrieri (2008)) have analyzed how differences in intensity of

capital use across sectors explains differences in sectoral growth. In a two-sector model of

capital accumulation with two factors of production, labor and capital, they show that the

capital accumulation will be accompanied by capital deepening so that the relatively capital

intensive sector would grow faster. While they fall short of asserting that their model is

meant to explain the higher growth rate of the service sector relative to manufacturing, they

present data on capital intensities across sectors in the U.S., which indicate that the services

59
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Table 4.1: Sectoral Non-Labor Shares of Selected Countries (2005-10)

Country Services Manufacturing Agriculture

France 0.42 0.34 0.76
Spain 0.48 0.40 0.79
Japan 0.47 0.50 0.85

Germany 0.49 0.31 0.55
Australia 0.44 0.42 0.77

UK 0.38 0.29 0.53
USA 0.43 0.42 0.71
EU 0.41 0.33 0.65

China 0.63 0.69 0.09
Brazil 0.52 0.51 0.57

Source: OECD Database

sector as a whole is the mildly more capital intensive than manufacturing.1 Hence, one can

interpret their model as one which provides a capital deepening argument as to why the

service sector would grow faster than manufacturing.

How far does the capital deepening argument apply to the differences in growth rates

between manufacturing and agriculture? If the agriculture sector in an economy is relatively

primitive or less advanced (as would be in relatively poor countries), then it surely applies.

But countries which are relatively rich and land-scarce are likely to employ more capital-

intensive techniques in agriculture.

Table 4.1 presents data on non-labor shares across services, manufacturing and agriculture

for OCED and some other countries. Insofar as non-labor inputs is representative of capital,

Table 4.1 shows that for many countries, services are mildly more capital intensive than

manufacturing, while agriculture is more capital intensive than manufacturing. Therefore,

while the capital deepening argument serves to explain (in part) why the service sector

would grow faster than manufacturing, its applicability toward explaining differential growth

between manufacturing and agriculture is relatively weak.

The central objective of this essay is to examine the role of land, as a non-reproducible

input, and differences in the land use intensity in production in explaining the stylized

differences in growth across services, manufacturing and agriculture. True, land does not

1They tabulate the capital shares for selected industries within the services and manufacturing sectors.
Over 1987-2005, the average capital share in manufacturing was about 0.37 and that in the selected services
industries was about 0.373. According to EUKLEMS database, in the period 1970-2007, USA, UK have a
slightly higher capital intensity in services as compared to manufacturing. This stems for higher use of IT
capital in services sector. Also see Kutscher and Mark (1983).
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figure prominently in the literature on growth.2 But, as much incontrovertible is that, it

is required for production, transportation, consumption, waste disposal, etc. In the last

decade, the demand for land has grown phenomenally, which, in turn, has led to substantial

increase in land prices. Even if we set aside land demand for housing, the production sectors

have been investing in land, both in the developed and developing countries. According to

Land Matrix (an online database on land deals), over 48 million hectares of land has been

bought and sold since 2000. While the largest land deals took place in South East Asia

(primarily India, China and Malaysia), the “land rush” in the last five years or so is seen in

Africa (e.g. South Africa, Tanzania and Mali).

Land contributes to different sectors of production in different ways. In agriculture, it is

almost synonymous with output – food. In manufacturing, it provides an area for production

– base and space, and, in services, it is just a location. In most countries that have favorable

climate and relief conditions, a large proportion of land is used in agriculture.3 Setting

up manufacturing plants requires large expanses of land. Most countries have allocated

vast regions to develop manufacturing plants and townships for workers together with

transportation and other infrastructures facilities. Of late, land issues have been springing

up in developing countries, like India and China. In China, the demand for industrial land is

about 67,000 acres per year, but the supply is less than 40% of that (Anderson (2011)). In

India too, the demand for land has played a crucial role in the growth of industry. Difficulty

in acquiring land is one of the primary reasons for low investment in power sector (Singh

(2012)).4 Service-sector firms or providers, typically small in size, often require a modest

‘floor space’ – in a multi-storey building, at a home or along the corridors of shops and other

establishments.

It is almost natural to hypothesize that among the three broad sectors, agriculture is most

2There are a few studies only. Nichols (1970) is one of the early papers, where land is introduced as third
input in production, besides labor and capital in a Solow economy. There is land and labor augmenting
technical progress at an exogenous rate. Wealth has two components: capital and the value of land, a function
of price of land. In steady state, land price and output grow at the same rate. Roe et al. (2009) have several
chapters on multi-sector growth, with land as an input only in agriculture sector (not in manufacturing
or services) and with the added role of land as an asset. Unlike Nichols (1970), Roe et al. (2009) use an
infinite-horizon Ramsey framework, but in both papers in steady state the asset value of land grows at the
same rate as the GDP of the economy.

3According to World Bank database, the share of arable land of total available land is 0.6 in India, 0.3 in
Brazil, 0.4 in USA and 0.7 in UK.

4Decentralized manufacturing production is a relatively new trend. A firm manufactures its good in parts
in plants across the globe. Various parts of a product are then assembled near the points of sale. Although
this method has greatly reduced the manufacturing sector’s dependence on vast plots of land, land continues
to be an important factor for industrial growth.
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land-intensive, manufacturing is the next and the services sector is the least land-intensive.

The implication of this hypothesis on non-balanced growth is immediate: the supply of

land being inelastic, ceteris paribus, the services sector would tend to grow faster than

manufacturing and the latter would tend to grow faster than agriculture.

However, data on inter-sectoral land use intensity is rather meager. To our knowledge,

CORINE data is the only database which classifies land use by industry type, and it covers

European countries only. Using this database, Hubacek and Giljum (2003) calculate total

sectoral land area (in hectares) per unit of sectoral output (in tons) and call this measure

the land appropriation coefficient (LAC). This measure quantifies the intensity of land use

in different sectors. They find that in 1999, the LAC for agriculture in EU-15 was 89.67, for

manufacturing was 0.79 and for electricity, water, transport and services was 0.19 - which is

supportive of our hypothesis on land intensity.

It is important to note that most measures of capital include land. If so, given our

hypothesis on land intensity differences, the difference of non-labor share between services

and manufacturing would underestimate that of capital share differences between the two

sectors. In other words, the presumption of the hypothesis of services being more capital

intensive than manufacturing, and by the same logic manufacturing being more capital

intensive than agriculture, is higher than what is suggested in Table 4.1.5

More specifically, the model of the chapter provides a non-balanced growth decomposition

into sectoral TFP growth rates and the parts attributable to intensity differences in terms

of land use and capital use and how TFP shocks may affect non-balanced growth.

Section 4.2 presents an elementary model of growth without capital accumulation, which

features land as an input in production. Agriculture and manufacturing use land and labor,

while services are produced by labor alone. Growth in the economy is driven by TFP growth

across sectors and growth of labor, both exogenous. By construction, non-balanced growth

decomposition does not include differences in capital intensity. It serves as a prelude to our

main model in Section 4.3, which incorporates capital accumulation. Growth decomposition

includes capital intensity differences and we characterize that for the long run and during

transition. Section 4.4 concludes.

5It must however be borne in mind that neither the land-intensity ranking nor the capital intensity ranking
should be viewed as substitutes of each other, and neither is meant to claim itself as the most important
explanation for non-balanced growth.
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4.2 An Elementary Growth Model with Land as an Input

There are three sectors: agriculture (a), manufacturing (m) and services (s). Each is

produced in a perfectly competitive market with constant-returns technology and consumed

by households. There are two primary inputs - labor and land. Land supply is fixed. Sectors

a and m use both inputs, while sector s uses labor only. Thus, sector s is (trivially) the least

land-intensive. We assume sector a is more land-intensive, relative to labor, than sector m.

The three goods are differentiated on the basis of land intensity differences, not through

differences in household’s income elasticity of their demand. Land has an additional role of

being an asset. Households ‘accumulate’ land, although in the aggregate, land accumulation

is zero.

Technologies in sectors a and m are Cobb-Douglas. Let γ and α be the share land in

total cost in these sectors respectively. That sector a is more land intensive than sector m is

captured by

Assumption 1 γ > α.

We shall express production functions in terms of unit cost functions. These are

ca(rDt, wt)/At ≡ rγDtw
1−γ
t /At for agriculture and cm(rDt, wt)/Mt ≡ rαDtw

1−α
t /Mt for man-

ufacturing. We assume constant-returns technology for services too: cs(wt)/St ≡ wt/St.

Variables rDt and wt are the land rental rate and wage rate respectively and At, Mt and St

are overall productivity (TFP) parameters in sectors a, m and s respectively.

We can now write down the production side of this economy in general form in terms of

the familiar zero-profit and full-employment conditions, a la Jones (1965).

ca(rDt, wt)

At
= pat;

cm(rDt, wt)

Mt
= 1;

cs(wt)

St
= pst (4.1)

1

At

∂ca(rDt, wt)

∂rDt
Qat +

1

Mt

∂cm(rDt, wt)

∂rDt
Qmt = D̄ (4.2)

1

At

∂ca(rDt, wt)

∂wt
Qat +

1

Mt

∂cm(rDt, wt)

∂wt
Qmt +

1

St

dcs(wt)

dwt
Qst = Lt (4.3)

where manufacturing goods is the numeraire, pat and pst are prices of food and services (in

terms of manufactures), D̄ is the total, fixed endowment of land in the economy and Lt is

the total labor supply. These are five equations in five variables: the two factor prices and

three outputs.
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In the demand side, a household’s total utility at t equals LtUt, where

Ut = φa lnCat + φm lnCmt + φs lnCst, φa, φm, φs > 0; φa + φm + φs = 1,

and Cjt denotes per capita consumption of good j. This is maximized subject to the budget:

Lt(patCat + Cmt + pstCst) = Et, (4.4)

where Et is the total expenditure. The demand functions are:

LtCat =
φaEt
pat

; LtCmt = φmEt; LtCst =
φsEt
pst

. (4.5)

The static equilibrium is described by the supply-side equations, and, the following market

clearing conditions:

LtCat = Qat; LtCmt = Qmt; LtCst = Qst. (4.6)

Any two of the above along with supply-side equations solve the system.

Proposition 4.1

Dat ∝ D̄; Dmt ∝ D̄; Lat ∝ Lt; Lmt ∝ Lt; Lst ∝ Lt

Qat ∝ AtD̄γL1−γ
t ; Qmt ∝MtD̄

αL1−α
t ; Qst ∝ StLt

rDt ∝MtD̄
−(1−α)L1−α

t ; wt ∝MtD̄
αL−αt

pat ∝ A−1
t MtD̄

−(γ−α)Lγ−αt ; pst ∝ S−1
t MtD̄

αL−αt

Et ∝MtD̄
αL1−α

t .

Proof: See Appendix 4.A.

Proposition 4.1 means that sectoral factor employment levels are independent of pro-

ductivity parameters. They vary directly with respective total factor supplies only. There

is no cross dependence – total labor supply does not affect sectoral land allocations nor

does total land supply affect sectoral labor allocations. Cobb-Douglas specifications imply

that the ratio of sectoral land allocation, Dat/Dmt, is proportional to the ratio of value of

outputs, patQat/Qmt. In equilibrium, this is equal to the ratio of respective consumption
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expenditures, which, in turn, is constant under log-linear preferences. Thus, sectoral land

allocation is proportional to total land supply and independent of total supply of labor.

Same reasoning holds for labor allocations.

We assume that population (labor supply) and TFP parameters grow at constant rates:

Lt+1

Lt
= gL;

At+1

At
= gA;

Mt+1

Mt
= gM ;

St+1

St
= gS , (4.7)

where gL, gA, gM and gS are greater than unity.

The household’s consumption/land-investment decisions are inter-temporal. Let ρ̃ (< 1)

and ρ ≡ ρ̃gL (< 1) be the individual and population (household) size adjusted time discount

factor. The household’s dynamic problem is to choose {Et}∞0 , {Dt}∞1 that maximize its

discounted lifetime utility

∞∑
t=0

ρt (lnEt − φa ln pat − φs ln pst)

subject to pDt(Dt+1−Dt)+Et ≤ wtLt+rDtDt. Here Dt is the household’s land holding and

pDt is the price of land (in terms of manufactures). The Euler equation and the transversality

conditions are:
Et+1

Et
= ρ

(
rDt+1 + pDt+1

pDt

)
. (4.8)

lim
t→∞

ρt

Et
pDtDt+1 = 0. (4.9)

The output and employment dynamics can be summarized as

Proposition 4.2 Employment in each sector grows at the (gross) rate of gL, and, output

growth rates have the expressions:

gQa = gAg
1−γ
L ; gQm = gMg

1−α
L ; gQs = gSgL. (4.10)

Proof: It follows immediately from Proposition 4.1.

Thus, non-balanced growth results from differential TFP growth and differential land

intensity (as long as total labor supply has a positive growth rate). Let g̃x denote the net

growth rate of variable x, equal to gx− 1. Expressions in (4.10) imply g̃Qa ' g̃A + (1− γ)g̃L,
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g̃Qm ' g̃M + (1− α)g̃L and g̃Qs ' g̃S + g̃L. Hence

g̃Qm − g̃Qa ≡ δm−a = (g̃M − g̃A) + (γ − α)g̃L;

g̃Qs − g̃Qm ≡ δs−m = (g̃S − g̃M ) + αg̃L,
(4.11)

where δ’s denote difference in (net) growth rates of two sectors. Expressions in (4.11) are

decompositions of sectoral growth rate differentials into TFP differentials (first term in the

brackets in the r.h.s.) and those due to land intensity differentials (second term in the r.h.s.).

Furthermore, because land intensities differ across sectors relative to labor,

Proposition 4.3 Sectoral growth differentials ascribed to land intensity differential are

proportional to the growth rate of labor.

Notice that land allocation between agriculture and manufacturing is invariant over

time, implying that technologies in these sectors exhibit decreasing-returns in terms of

the variable input, labor, as opposed to constant-returns in services. Thus, differences in

land-intensity amounts to difference in scale with respect to variable inputs, which can

explain non-balanced growth across sectors. The role of land use in non-balanced growth is

brought out by

Corollary 4.1 Under Assumption 1 and if TFP differences are not sufficiently large, the

services sector output grows the fastest, followed by the manufacturing sector and then the

agriculture sector.

There are two general conclusions. First, besides differences in TFP growth, differences

in land intensity in production explain the stylized facts on relative growth rates of services,

manufacturing and agriculture. Second, the growth ranking in Corollary 4.1 may hold even

when gA > gM > gS . That is,

Corollary 4.2 Output growth ranking may be exactly the opposite of TFP growth ranking.

Remarks

1. For developing countries, data on TFP growth is rather scarce. The few studies on

TFP growth in developing countries like India, China, Pakistan, do not show any

pronounced rankings (Bosworth and Collins (2008), Bosworth and Maertens (2010)).

This accords with Corollary 4.1.
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2. However, Wachter (2001), a European Central Bank study, shows that in the U.S. and

France the TFP growth of manufacturing far exceeds that of services sector. But the

services sector in these countries grow faster than manufacturing. Our model conveys

that land constraints may very well be an underlying reason, although an empirical

investigation of the same is beyond our scope.

It also immediately follows from (4.10) that

Corollary 4.3 An increase in the TFP growth rate in a sector leads to one-to-one increase

in the growth rate of output in that sector, without any spillover effects to other sectors.

Real GDP and Land Price Dynamics

Apart from sectoral growth rates, the model predicts the growth rate of real GDP, and, that

of land price in particular. The GDP of the economy in terms of manufactures is equal to

Yt ≡ patQat +Qmt + pstQst. In equilibrium, both patQat and pstQst are proportional to Qmt.

Hence GDP in terms of manufactures grow at the same rate as does Qmt - which, in view of

Proposition 4.1, equals gMg
1−α
L ≡ ḡ.

Assumed preferences imply a general price index, Pt ≡ pφaat p
φs
st , where the price of goods

are weighed by their respective weights in the household’s preferences. The real GDP equals

Yt/Pt. As the value of three outputs are proportional to each other, each is proportional to

real GDP. Hence
Yt
Pt
∝ (patQat)

φaQφmmt (pstQst)
φs

pφaat p
φs
st

∝ QφaatQ
φm
mtQ

φs
st .

It follows from Proposition 4.2 that the growth rates of real GDP and per capita real

GDP are, respectively: gφaA gφmM gφsS g
1−(φaγ+φmα)
L and gφaA gφmM gφsS g

−(φaγ+φmα)
L .

Corollary 4.4 If there is no TFP growth in the three sectors, then real GDP per capita

falls over time.

This is an outcome of limited supply of land. If there is no TFP growth, then agriculture

and manufacturing sector grow slower than the total labor supply while the growth rate of

services sector is same as that of the total labor supply. In equilibrium per capita real GDP

falls over time.

In the light of Proposition 4.1, Et and rDt both grow at the rate ḡ. Using this, the land
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price dynamics is solved from the Euler equation (4.8) as a first-order difference equation:

pDt =

(
pD0 −

ρrD0

1− ρ

)(
ḡ

ρ

)t
+
ρrD0

1− ρ
ḡt. (4.12)

where the initial land rental rate, rD0, is derived from the static system. As 0 < ρ < 1,

ḡ/ρ > g. Hence, initially, if pD0 6= ρrD0/(1− ρ), it is evident from above that in the long

run, the first term in the r.h.s. of (4.12) would dominate and thus pDt would tend to grow

or decline at the rate ḡ/ρ. The transversality condition rules out this possibility however.6

Rational agents bring to pass the initial land price being equal to pD0 =
ρrD0

1− ρ
, so that the

first-term is zero and

pDt =
ρrD0

1− ρ
ḡt. (4.13)

It follows that

Proposition 4.4 Real land price grows at the same rate the real GDP of the economy.

4.3 Capital Accumulation

We now introduce capital and its accumulation. Capital is assumed to be made up from

the manufacturing good in one-to-one proportion. We retain the land intensity ranking of

Section 4.2. As already discussed in the Introduction, capital intensity ranking, particularly

between manufacturing and agriculture, is not clear-cut across countries, and, insofar as

our focus is on the role of land use ranking, any definite ranking of capital intensity is not

necessary. However, for sharpness of results to accord with the stylized facts on non-balanced

growth across the three sectors, we assume that capital intensity is highest in services and

least in agriculture. Further, for the sake of analytical simplicity we make this assumption

in its extreme form: that is capital is not used in agriculture at all.7 The end result is that

the land use intensity ranking and the opposite ranking of capital intensity both contribute

6If pD0 6= ρrD0/(1− ρ),

lim
t→∞

ρt

Et
pDtDt+1 =

ρt[pD0 − ρrD0/(1− ρ)](g/ρ)t

E0gt
=
pD0 − ρrD0/(1− ρ)

E0
6= 0.

Hence the transversality condition (4.9) is not met.
7Roe et al. (2009) develop a three-sector growth model in the context of a small open economy. Agriculture

and manufacturing are traded sectors, while services are not. Land is used only in agriculture sector. Capital
and labor are used in all three sectors. In some chapters, the additional role of land as an asset has been
considered. While the framework is similar to ours, the focus of their work is not on unbalanced growth.
Using such a framework, they attempt to explain the dynamics of the Turkish macro economy over the last
four decades.
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towards the stylized fact of services sector grows faster than manufacturing and the latter

grows faster than agriculture. Non-balanced growth decomposition has three elements:

differences in TFP, differences in capital-intensity and differences in land-intensity relative

to labor.

4.3.1 Static Equilibrium

The production side of agriculture is same as in the elementary model. Manufacturing

production requires three primary inputs: land, labor and capital. The unit cost function

is given by cm(rDt, rt, wt)/Mt ≡ rαDtr
β
t w

1−α−β
t /Mt, α, β < 1, where rt is rental earned by

capital. The services sector uses labor and capital. Let cs(rt, wt)/St ≡ rηtw
1−η
t /St, where

0 < η < 1.

We impose

Assumption 2 γ >
α

1− β

Assumption 3 η > β.

Assumption 2 signifies that, between agriculture and manufacturing the former is more land

intensive relative to labor (in the total share of land and labor in the respective sector).8 It

replaces our earlier Assumption 1. Assumption 3 reflects that capital is used more intensively

in the services than in manufacturing; this is a weaker assumption than the service sector

being more capital-intensive than manufacturing in the total share of capital and labor in

the respective sector.

The supply side is expressed in terms of the following the zero profit and full employment

conditions

ca(rDt, wt)

At
= pat (4.14)

cm(rDt, rt, wt)

Mt
= 1 (4.15)

cs(rt, wt)

St
= pst (4.16)

1

At

∂ca(rDt, wt)

∂rDt
Qat +

1

Mt

∂cm(rDt, rt, wt)

∂rDt
Qmt = D̄ (4.17)

8If land were present in the service sector production, the corresponding assumption would have been
that manufacturing is more land intensive than service production in the total share of land and labor in the
respective sector.
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1

At

∂ca(rDt, wt)

∂wt
Qat +

1

Mt

∂cm(rDt, rt, wt)

∂wt
Qmt +

1

St

∂cs(rt, wt)

∂wt
Qst = Lt (4.18)

1

Mt

∂cm(rDt, rt, wt)

∂rt
Qmt +

1

St

∂cs(rt, wt)

∂rt
Qst = Kt, (4.19)

where Kt is the aggregate stock of capital at time t.

The demand functions are given by (4.5), except that Et, total household expenditure

on goods, equals total income minus savings.

Static equilibrium yields sectoral levels of factor employment and output being dependent

on productivity levels, factor supplies as well as total expenditure (spending). Given Cobb-

Douglas technologies and log-linear preferences, such dependencies assume following forms:

Proposition 4.5

Dat = D̄ · fDa(Kt, Et); Dmt = D̄ · fDm(Kt, Et);

Lat = Lt · fLa(Kt, Et); Lmt = Lt · fLm(Kt, Et); Lst = Lt · fLs(Kt, Et);

Kmt = M
1

1−β
t D̄

α
1−βL

1−α−β
1−β

t · fKm(Kt, Et);Kst = M
1

1−β
t D̄

α
1−βL

1−α−β
1−β

t · fKs(Kt, Et);

Qat = AtD̄
γL1−γ

t · fQa(Kt, Et); Qmt = M
1

1−β
t D̄

α
1−βL

1−α−β
1−β

t · fQm(Kt, Et);

Qst = StM
η

1−β
t D̄

αη
1−βL

1−αη−β
1−β

t · fQs(Kt, Et);

rDt = M
1

1−β
t D̄

− 1−α−β
1−β L

1−α−β
1−β

t · frD(Kt, Et); wt = M
1

1−β
t D̄

− α
1−βL

−α
1−β
t · fw(Kt, Et);

rt = fr(Kt, Et);

pat = A−1
t M

1
1−β
t D̄

− (1−β)γ−α
1−β L

(1−β)γ−α
1−β

t · fpa(Kt, Et);

pst = S−1
t M

1−η
1−β
t D̄

α(1−η)
1−β L

−α(1−η)
1−β

t · fps(Kt, Et).

where

Kt ≡
Kt

M
1

1−β
t D̄

α
1−βL

1−α−β
1−β

t

; Et ≡
Et

M
1

1−β
t D̄

α
1−βL

1−α−β
1−β

t

. (4.20)

Proof: See Appendix 4.B.

Remarks

1. The variables Kt and Et can be termed as ‘normalized’ capital stock and total household

expenditure respectively.9 Later, the dynamic system will be expressed in (Kt, Et)
9These are counterparts of capital and consumption per effective labor in the one-sector, Solow-Ramsey-

Koopman model.
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space and in the steady state both these variables are constant.

2. Expressions in Proposition 4.5 anticipate that the growth process of factor employment

and outputs will be governed by transitional effects via endogenous evolution of Kt

and Et and long-run effects through exogenous growth of productivities and increase

in labor supply.

3. Unlike in the previous model, the factor-employment ratios between two sectors are

time-varying. Because a part of manufacturing output constitutes savings, the ratio of

the value of outputs is not equal to the ratio of consumption expenditure. Therefore,

for example, while Dat/Dmt is proportional to patQat/Qmt, the latter ratio is not

constant. Consequentially, land used in each sector depends on total land supply as

well as total supplies of labor and capital and total household expenditure. The same

holds for employment of labor and capital.

4. Note that productivity in manufacturing affects output of services because a part of

manufacturing is converted to capital and capital is an input to the services sector. (It

would have affected agricultural output if capital were used in that sector.)

4.3.2 Dynamics

Households own two assets - land and capital. They maximize the discounted sum of its

welfare: L0

∞∑
t=0

ρtUt. A household has two sources of income used to finance purchase of

goods and asset accumulation: namely, wage earnings and rental income from assets (land

and capital). Its dynamic problem is

Maximize
∞∑
t=0

ρt[lnEt − φa ln pat − φs ln pst],

subject to Et +Kt+1 −Kt + pDt(Dt+1 −Dt) ≤ wtLt + rtKt + rDtDt,

where Ut is substituted by its indirect form. For simplicity, the rate of capital depreciation

is assumed to be zero. Given L0, D0 and K0, the household chooses {Et}∞0 , {Dt}∞1 and

{Kt}∞1 . We obtain the standard Euler equation

Et+1

Et
= ρ(1 + rt+1). (4.21)
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There are two transversality conditions: (4.9) and

lim
t→∞

ρt

Et
Kt+1 = 0. (4.22)

The no-arbitrage condition between the assets is

1 + rt+1 =
pDt+1 + rDt+1

pDt
. (4.23)

Note, the services demand function (4.5) and the full employment condition for capital

(4.19) together imply βQmt = rtKt − φsηEt. Thus, the law of motion of capital, Kt+1 =

Qmt − φmEt +Kt, can written as

Kt+1 =
rtKt

β
− φmβ + φsη

β
Et +Kt. (4.24)

This equation, the Euler equation, the no-arbitrage condition as well as the transversality

condition form the basis of the dynamic system.

Using the expressions in Proposition 4.5 and defining g◦ ≡ g
1

1−β
M g

1−α−β
1−β

L , eqs. (5.7) and

(4.24) can be expressed as

Et+1

Et
=
ρ [1 + fr(Kt+1, Et+1)]

g◦

Kt+1 =
1

g◦
·
[
fr(Kt, Et)Kt

β
− φmβ + φsη

β
Et +Kt

]
.

(4.25)

These two equations form the core dynamic system of the economy. Once the dynamics of

the Kt and Et are determined, the dynamics of the other macroeconomic variables can be

derived.

In particular, for land price dynamics we rewrite the non-arbitrage equation (4.23) in

terms of the normalized variables

PDt+1 =
1 + fr(Kt+1, Et+1)

g◦
PDt − frD(Kt+1, Et+1) (4.26)

where PDt ≡ pDtM
− 1

1−β
t D̄

− α
1−βL

− 1−α−β
1−β

t .
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4.3.3 Steady State

This is defined by Kt = K∗ and Et = E∗. Eqs. (4.25) yield

r∗ = fr(K∗, E∗) =
g◦

ρ
− 1

E∗

K∗
=

(g◦ − 1)(1− βρ) + 1− ρ
ρ(φmβ + φsη)

.

(4.27)

The former is the modified golden rule. The latter defines the trajectory where savings grow

at a constant rate. Eqs. (4.27) solve (K∗, E∗). In Appendix 4.B we show that the steady

state exists and it is unique.

Proposition 4.6 Along the steady state, land allocation is fixed between the two sectors,

labor and capital in each sector grow respectively at the rates gL and gK ≡ g
1

1−β
M g

1−α−β
1−β

L and

output growth rates are:

gQa = gAg
1−γ
L ; gQm = g

1
1−β
M g

1−α−β
1−β

L ; gQs = gSg
η

1−β
M g

1−αη−β
1−β

L . (4.28)

Proof: It follows directly from Proposition 4.5.

Since capital is not used in the agriculture sector, the growth rate of this sector is affected

by the TFP growth in that sector and the exogenous growth rate of labor; it is not affected

by capital accumulation.

Manufacturing output, and, capital which is made out of manufacturing, grow at the same

rate. Since a manufacturing good is used as an input in the production of manufacturing,

there is a multiplier effect (captured by the term 1/(1− β)). The manufacturing output and

capital growth rate exceeds the manufacturing TFP growth rate. Services sector growth is

affected by TFP growth in that sector as well as by that in manufacturing since capital is

used in the services sector. Because the growth of capital exceeds that TFP in manufacturing,

TFP growth in manufacturing may exert more than one-to-one impact on the growth rate

of services output. Also notice that an increase in the exogenous growth rate of labor affects

the growth rates of manufacturing and services output directly as well as indirectly via

enhancing the growth rate of capital.

In this economy, there are three sources of long-run sectoral output growth gaps: differ-

ences in TFP growth rates, land intensity differences and capital intensity differences. The



74 CHAPTER 4. THREE-SECTOR NON-BALANCED GROWTH

r.h.s. expressions of eqs. (4.29) below provide the decompositions.

δm−a = (g̃M − g̃A) +

(
γ − α

1− β

)
g̃L +

β

1− β
g̃M ;

δs−m = (g̃S − g̃M ) +
α(1− η)

1− β
g̃L +

η − β
1− β

g̃M .

(4.29)

The three right-hand side terms respectively express the contribution of TFP differential,

land intensity differential (relative to labor) and capital intensity differential.

Proposition 4.7 While sectoral growth differentials attributable to differences in land

intensity vary directly with the growth rate of labor, those due to differences in capital

intensity vary directly with the TFP growth rate of manufacturing.

This is a generalization of Proposition 4.3. Note that

1. An increase in the growth rate of labor widens the difference in sectoral rates between

manufacturing and the agricultural sector and between services and manufacturing.

This is due to differences in the land use intensities across sectors.

2. The sectoral capital-intensity differences affect the sectoral output growth difference

in conjunction with the manufacturing TFP growth rate. This is because in steady

state the growth rate of capital, being a manufacturing good, is determined by TFP

growth rate of manufacturing.

3. An increase in TFP growth in manufacturing leads to more than one to one widening

of difference in output growth rates between manufacturing and the agriculture sector

and less than one to one narrowing of differences in output growth rates between

services and manufacturing.

Corollaries 4.1 and 4.2 carry over under Assumptions 2 and 3. However, Corollary 4.3

does not hold, i.e., there are cross sectoral effects of TFP growth.

Corollary 4.5 TFP growth in agriculture or services sector affects output growth in their

respective sectors only, whereas that in manufacturing affects output growth in manufacturing

as well as services.

It is because capital, a manufacturing good, is used in the production of services. If capital

was an input in the agriculture sector or if sectoral goods were inputs in the production of
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other sectors, then there would have been other cross-dependencies of sectoral TFP and

output growth.

In steady state, it follows from (4.26) that land price (in terms of manufacturing good)

grows at the rate g◦. In fact,

Proposition 4.8 Real land price grows at the same constant rate as the real GDP of the

economy.

Proof: In steady state, normalized capital and expenditure are constant. It follows from

(4.26) that PDt = P∗D and land price grows at the rate g◦. We already know from Proposition

4.5 that the GDP (in terms of the numeraire good) of the economy grows at the rate g◦. As

land price and GDP grow at the same rate, g◦, so it follows that real land price and real

GDP also grow at the same rate.

We already know that in steady state, the value of output of the three sectors is

proportional to each other, so we get real GDP as

GDPt
Pt

∝ (patQat)
φaQφmmt (pstQst)

φs

pφaat p
φs
st

∝ QφaatQ
φm
mtQ

φs
st .

From Proposition 4.5 and the expression for g◦, we get that the growth rate of real land

price and real GDP is

gφaA g
φm+φsη

1−β
M gφsS g

φa(1−β)(1−γ)+φm(1−α−β)+φs(1−αη−β)
1−β

L > 1.

wherein the weights on gA and gS are the respective preference weights on the agricultural

and services goods consumption. However, the weights on gM and gL depend on both

preference and production parameters. This stems from the fact that manufacturing good

(as capital) is an input in manufacturing and services sector; and labor is an input in all

three sectors. The weights on gA, gS and gL are less than one, but the weight on gM may

be more than unity. If φm + φsη > 1− β, then 1 percentage point increase in gM raises the

growth rate of real GDP by more than 1 percentage point.

Despite non-balanced growth across sectors, the model is consistent with Kaldor’s facts

on aggregate economy-wide growth:

Proposition 4.9 Over the steady state, the capital-output ratio, return on capital, factor

shares in national income and the growth rate of output per worker are all constant.
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Proof: Output is measured by GDP of an economy. At steady state, Kt = K∗ and Et = E∗. So

it follows from Proposition 4.5, growth rate of GDPt/Lt is constant; the variables Kt/GDPt,

rt, wtLt/GDPt and rtKt/GDPt are constant at steady state.

4.3.4 Non-balanced Growth Off the Steady State

Imagine that an economy, which is initially along the steady state, is perturbed by a shock

that may be temporary or permanent, or an economy yet to achieve steady state. For

simplicity, let us limit ourselves to displacement in the local neighborhood of the steady

state.

The first issue is stability. Linearizing the dynamic system (4.25) around the steady

state, as shown in Appendix 4.B, we get that the steady state is saddle-path stable. As in

standard literature, we analyze the economy when the initial normalized capital stock is

low, i.e. K0 < K∗. We find that in this case the normalized capital as well as normalized

expenditure both monotonically grow over time to reach the steady state. Note that in the

other case of initial high capital stock (i.e. K0 > K∗), the growth trajectories of the variables

are reversed.

As one would expect, complete analytical characterization of (local) dynamics of sectoral

output and employment levels is not possible. We note the following two (analytical)

propositions on co-movement of sectoral inputs, and, then resort to numerical simulations

to understand the evolution of sectoral output and employment growth rates.

Through numerical simulations, we find that if the initial capital stock is low, the growth

rate of agriculture and services output monotonically declines to its steady state level while

that on manufacturing output monotonically rises to its steady state rate. The short run

output growth ranking varies over time, but in long run the most (or least) land dependent

sector is the slowest (or fastest) growing sector. We decompose sectoral growth differentials

to analyze the strengths of the different sources of growth. We find that the more available

input-factor contributes more to sectoral growth differences. In short run land intensity

differences play the largest role in explaining non-balanced growth, while in long run the

capital intensity differences have the largest explanatory power.
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Co-Movement of Sectoral Input Uses

Proposition 4.10 Sectoral factor allocations over time exhibit proportional relationships

Dat

Dmt
∝ Lat
Lmt

∝ Lst
Lmt

∝ Kst

Kmt
.

Proof: As factors of production are mobile across sectors, the rental rates of their use would

be equal across sectors. The first proportionality arises from equating the wage rate to

land rental rate ratio in the agriculture and manufacturing sectors. Similarly, the third

proportionality stems from equating the ratio of wage rate to capital rental rate in the

manufacturing and services sectors. The second proportionality follows from the fact that

household expenditure on agriculture and services goods are proportional to each other.

This proposition implies that irrespective of the initial conditions, the factor movements

in this economy are inter-linked. For example, if an input-factor in agriculture sector

grows faster (or slower) than its manufacturing counterpart then all production factors in

agriculture and services sector would grow faster (respectively slower) than their respective

manufacturing counterparts. So at any instant only one of these two cases are possible:

either Case (a) gDa ≥ gDm, gLa ≥ gLm, gLs ≥ gLm, gKs ≥ gKm; or Case (b) gDa ≤ gDm,

gLa ≤ gLm, gLs ≤ gLm, gKs ≤ gKm.

Further at any time period t, the full employment conditions for land, labor and capital

imply that in Case (a) gDa ≥ gD̄ = 1 ≥ gDm, gLa = gLs ≥ gL ≥ gLm and gKs ≥ gKt ≥ gKm;

while in Case (b) gDa ≤ gD̄ = 1 ≤ gDm, gLa = gLs ≤ gL ≤ gLm and gKs ≤ gKt ≤ gKm. Note,

for the initial condition K0 < K∗, we know from the trajectory of capital stock (derived in

Appendix 4.B) that gKt > g∗K . So the rank of sectoral capital growth rate relative to the

steady state growth rate of capital is ambiguous.

Using the production function of the three goods, we can link the input-factor growth

rates to output growth rates. In Case (a) as gDa ≥ gD̄, gLa = gLs ≥ gL and gKs ≥ g∗K , its is

evident that gQa ≥ g∗Qa and gQs ≥ g∗Qs, and by similar logic gQm R g∗Qm. In Case (b) the

opposite ranking holds.

Given the initial condition K0 < K∗, it is unclear which one of the two possible cases

manifests. It does not seem possible to analytically characterize output and employment

growth patterns over time because it depends on the relative importance of different goods.

To understand the transitional dynamics in more detail, we resort to numerical simulations
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through which we track the growth paths of sectoral output and employment over time. We

also decompose the sectoral output growth gaps into the various sources of non-balanced

growth: differences in TFP growth, differences in capital intensity and differences in land

intensity across sectors.

4.3.5 Numerical Simulation

The behaviour of this economy can be analyzed only after we assign values to its technology

and preference parameters. The values are chosen from the US economy of the period

1998-2012 to get 13 parameter values (γ, α, β, η, gA, gM , gS , gL, φa, φm, φs, ρ, D̄) and 5

initial conditions (A0, M0, S0, L0, K0). On the basis of these values, we characterize the

local behaviour of the nonlinear dynamic system.

National Income of Public Accounts (NIPA) reports employment and composition of

GDP by industry. The agriculture sector is broadly interpreted as the ‘Agriculture, forestry,

fishing, and hunting’ industry in the NIPA dataset. Similarly the manufacturing sector is the

‘Manufacturing industry’ and the services sector is the ‘Private services-producing industries’.

For labor intensity in production, we take the average of the sectoral employment shares for

the period 1998-2012. It gives γ = 0.71, α+ β = 0.41 and η = 0.49 which are the respective

labor shares in the agriculture, manufacturing and services sectors. We do not have any

information to determine the land and capital intensities of manufacturing production. So

we take them to be almost equal α = 0.20 and β = 0.21. Note, the values of factor intensities

satisfy Assumptions (2) and (3).

Total labor force is captured by the ‘full-time and part-time employees’ data. We

calculate the compounded annual growth rate of total employment for 1998-2012 and choose

it as the population growth rate, leading to gL = 1.004. The sectoral TFP growth rates are

calculated such that they match the sectoral output growth rates witnessed in 1998-2012.

Following the methodology in Acemoglu and Guerrieri (2008), the total factor productivity

growth rates calculated are gA = 1.0178, gM = 1.0142 and gS = 1.0096.

The preference parameters, φs, for different goods are taken from the average sectoral

shares in value-added. We get φa = 0.01, φm = 0.17 and φs = 0.82.

The standard parameter value for annual discount rate is adopted, which gives the

discount factor ρ = 0.98 (Acemoglu and Guerrieri (2008)). Total US land area is 10 million

square km, so D̄ = 10.
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As we characterize the transitional dynamics near the steady state, the initial period

considered in simulation is 2012. In 2012 employment in the three sectors was 108768

thousand employees, which is scaled to get L0 = 100. Capital stock, measured by the real

intermediate inputs, gives K0 = 78.64. The TFP parameters are calculated so that they

match the output levels, A0 = 94.5, M0 = 125.5 and S0 = 112.5.

Overall Trends

Given K0 < K∗, in this economy both normalized capital stock and normalized expenditure

grow monotonically over time to approach their steady state values (Figure 4.1). This

matches the trajectories for Kt and Et which were analytically derived in Appendix 4.B.

0 10 20 30 40 50 60 70 80 90 100
95

100

105

110

115

120

125

Time

N
or

m
al

iz
ed

 C
ap

it
al

0 10 20 30 40 50 60 70 80 90 100
9

9.5

10

10.5

Time

N
or

m
al

iz
ed

 E
xp

en
di

tu
re

Figure 4.1: Transition Dynamics of Normalized Capital and Normalized Expenditure.
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Figure 4.2: Transition Dynamics of Land Allocations.

Regarding the sectoral factor-input growth rates, simulations show that the factor

proportions are skewed in favor of the manufacturing sector

Da1

Dm1
<

(
Dat

Dmt

)∗
,

La1

Lm1
<

(
Lat
Lmt

)∗
,

Ls1
Lm1

<

(
Lst
Lmt

)∗
,

Ks1

Km1
<

(
Kst

Kmt

)∗
.

In the initial period (t = 1), the manufacturing sector has more share of land, capital and

labor than in steady state. This may be attributed to the fact that as the initial capital

stock is low (K0 < K∗), the manufacturing sector appropriates input resources to produce

more output and hence more capital. Over time, as capital grows the manufacturing sector

releases land, capital and labor to the other production sectors. Hence, the input-factors

grow at a faster rate in the agriculture and services sectors than in the manufacturing sector,
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Figure 4.3: Transition Dynamics of Employment Growth Rates.

which in turn implies that the factor ratios rise to their steady state values.

Particularly, the land ratio Dat/Dmt rises over time and land moves from the manufac-

turing sector to the agricultural sector (Figure 4.2). Further, the labor ratios Lat/Lmt and

Lst/Lmt grow and hence employment grows faster in services and agriculture as compared

to manufacturing (Figure 4.3). By similar logic, capital in services sector grows faster

than that in manufacturing sector. These trends indicate that the economy is in case

(a), whereby factor inputs in the agriculture and services sectors grow faster than their

respective manufacturing counterparts, as discussed in Section 4.3.4. This also implies that

growth rates of agriculture and services outputs are initially high and over time fall to their

respective steady state growth rates. We see this in Figure 4.4. Further, simulations show

that the manufacturing output growth rate, whose trajectory was ambiguous analytically, is

increasing over time (Figure 4.4).

In short run, the sectoral output growth ranking varies with time however in steady

state, services sector (the least land intensive sector) has the highest growth rate followed

by manufacturing and agriculture (the most land intensive sector). Note, the steady state

sectoral output growth ranking is exactly reverse of the sectoral TFP growth rankings. This

highlights the importance of factor intensity differences in explaining non-balanced sectoral

growth.

The output growth gaps can be decomposed into their long run and short run sources.

The long run sources of sectoral output growth differentials affect the output growth ranking
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Figure 4.4: Sectoral Output Growth Rates.

in both transitional periods and steady state, where the magnitude of their effect may vary

over time but never be zero. In contrast to this, the short run sources of growth differentials

affect only the transition periods and in steady state their effect vanishes. Primarily there

are two agents which cause differences in growth rates of sectoral output (say, sector i and

j):

1. If TFP of sector i and j grow at different rates, then it would induce differences in

their output growth rates. This is a long run source of output growth differentials as

the effect of TFP growth differences persist in both transitional periods and steady

state.

2. Differences in factor intensities of sectors i and j have both long run and short run

effects on sectoral output growth gaps. Factor intensities affect output growth only

in conjunction with factor growth. Note, a sector’s input-factor may grow because of

two reasons: either the input share of that sector is expanding over time or the total

supply of that input is growing over time. The effect of differences in factor intensities

on output growth gaps which manifest due to differences in growth rate of sectoral

input shares, is termed the short run effects of factor intensity differences. Similarly,

when factor intensity differences manifest together with growth of total supply of

factor-input, it constitutes the long run sources of output growth differentials.

We now discuss the different sources of non-balanced growth in greater detail.
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Analyzing Non-balanced Growth

To quantify the different sources of non-balanced growth, we rewrite the sectoral production

functions as

Qat = AtD̄
γL1−γ

t dγatl
1−γ
at , Qmt = MtD̄

αLβtK
1−α−β
t dαmtk

β
mtl

1−α−β
mt ,

Qst = StK
η
t L

1−η
t kηstl

1−η
st ,

where dit ≡ Dit/D̄, lit ≡ Lit/Lt and kit ≡ Kit/Kt are the respective land, labor and capital

shares for sector i. By writing the production function in this form, we have derived it in

terms of the factor shares, which influence the short run growth dynamics. Following the

methodology described in (4.11) and using gKt = gKt

(
gMg

1−α−β
L

)1/(1−β)
, we decompose

the sectoral growth rates into its long run and short run sources. The decomposed output

growth gaps are

g̃Qm − g̃Qa = [g̃M − g̃A] +

(
γ − α

1− β

)
g̃L +

[
β

1− β
g̃M + βg̃Kt

]
+ [(αg̃dm − γg̃da) + ((1− α− β)g̃lm − (1− γ)g̃la)] + [βg̃km] (4.30)

g̃Qs − g̃Qm = [g̃S − g̃M ] +
α(1− η)

1− β
g̃L +

[
η − β
1− β

g̃M + (η − β)g̃Kt

]
+ [−αg̃dm + ((1− η)g̃ls − (1− α− β)g̃lm)] + [ηg̃ks − βg̃km] . (4.31)

Note, the first three terms on the right hand side of the above expressions are the long

run sources of differential sectoral output growth. The three terms respectively capture

the contribution of sectoral TFP growth differences (LR TFP), long run contribution of

differences in land intensity (LR Land) and long run contribution of differences in capital

intensity (LR Capital) on the differential sectoral output growth rates. Note, as the growth

rate of capital stock changes with time, there is a transitory component, g̃Kt , within the long

run contribution of capital intensity differences (LR Capital). In steady state, when this

transitory component vanishes, i.e. g̃Kt = 0, the long run sources of output growth differences

fully explain the steady state differences in output growth rates and the expressions match

eq. (4.29).
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The last two square-bracketed terms on the right hand side of the above two equations

account for the short run sources of output growth gaps. To be more precise, in (4.30) and

(4.31), the fourth [·] term encapsulates the short run effect of land intensity differences (SR

Land) and the last [·] term accounts for the short run effect of capital intensity differences

(SR Capital) on output growth gap. Over time as input-factor shares tend to a constant at

steady state, these short run effects of factor intensity differentials diminish and ultimately

vanish at steady state. For time period t = 2, we present the magnitudes of these five sources

of sectoral output growth gaps in Figure 4.5.

The five bars in both plots of Figure 4.5 constitute the different sources of sectoral output

growth gaps. From left to right, the bars in the top (and bottom) plot represent the five

terms of eqs. (4.30) (and (4.31) respectively). Note, the transitory component of long run

contribution of capital intensity differences on sectoral growth differentials is highlighted by

the light green area within LR Capital. Over time, this transitory component along with

SR Land and SR Capital disappears.

The top plot of Figure 4.5 depicts the decomposition of the manufacturing-agriculture

output growth gap as calculated in (4.30). One way to look at this plot is that the bars on the

positive (or negative) y-axis favour higher growth of manufacturing (or agriculture) output

as compared to agriculture (or manufacturing) output. The plot suggests that the short run

sources of growth favor agriculture sector while the long run sources of growth cumulatively

favor manufacturing sector. To understand this, remember that initially with low capital

stock, the manufacturing sector had appropriated inputs relatively more than what was

required in steady state. Over time, production factors shift away from the manufacturing

sector and into the agriculture sector. Hence short run growth favors agricultural sector

viz-a-viz the manufacturing sector. Within the long run sources of differential growth, even

though TFP growth differences favor the agricultural sector, but land and capital intensity

differences favor the manufacturing sector (as discussed in Proposition 4.7).

Of the two short run sources of growth gap, land intensity differentials have a greater effect

on the output growth gap, while among the three long run sources of growth differences, cap-

ital intensity differences has the largest contribution towards the manufacturing-agriculture

output growth gap. Thus, the more available input-factor has a larger explanatory power for

sectoral output growth differentials. In the initial periods, capital stock is low while land is

abundant, which explains the larger effect of land intensity differences in short run. However,
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Figure 4.5: Different Sources of Growth Differentials at t = 2.
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in long run sectoral land allocations are fixed while capital is abundant and growing. Thus in

steady state, the capital intensity differences have a greater explanatory power. The scarce

input-factor contributes less to growth as compared to the more abundant input-factor.

The lower plot of Figure 4.5 maps out the factors contributing to services-manufacturing

growth gaps. The bars on the positive (or negative) y-axis favours higher output growth

in the services (or manufacturing) sector. Unlike in the previous case, here both short

run and long run sources of growth favor the growth in the services sector. The intuition

for the effects of short run of sources of growth is the same as in the previous case. The

manufacturing sector releases the initially appropriated input resources to the services sector

which implies faster growth in the services sectors viz-a-viz manufacturing sector in the

transitional periods. Further, the land intensity and capital intensity differences favor the

services sector, as postulated in Proposition 4.7.

Regarding the explanatory power of the various sources of growth, as in the previous

case, the capital intensity differentials explain a significant portion of the long run services-

manufacturing output growth differentials. In the short run, land intensity differentials have

a larger explanatory power. This follows from hypothesis that the abundant factor has

greater contribution to growth differences.10

Note, we do not claim that land intensity differences are more or less important than

capital intensity differences in explaining differential sectoral growth. We merely highlight

that in transition periods or when an exogenous productivity shock deviates the economy

from its balanced growth path, the land intensity differentials explain more of sectoral growth

differences than capital intensity differences or sectoral productivity growth differentials. In

steady state, the capital intensity differences appear to explain more of the output growth

differences. Further note that if we account for growth in human capital, then the short run

as well as the long run effects of land intensity effect shall get magnified. Unlike population

10Regarding the robustness of the results, observe that excluding the land and capital shares in manufac-
turing production (α and β), all parameter values have been derived from data. So we run sensitivity checks
only with respect to these two parameters. As constant returns to scale exist in manufacturing sector, an
increase in α is accompanied by a decrease in β to keep α+ β unchanged (whose value is derived from data).
An increase in manufacturing capital share β, increases the convergence rate and also affects the steady state
variables but does not affect our results qualitatively. We find that a increase in β affects the short run
sources of growth gaps much more than the long run sources of growth gaps. This is because factor growth
rates are higher in short run, so a higher β has a larger effect on sectoral output growth gaps. Both short
run and long run sources of output growth gaps are sensitive to changes in β, which indicates towards the
importance of factor intensities in explaining output growth gaps. A decrease in α has similar effects as an
increase in β.
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growth, human capital accumulation does not have a natural limit and hence may grow at a

much higher rate. This would strengthen the contribution of land intensity differences in

explaining sectoral non-balanced growth.

4.4 Concluding Remarks

In recent decades, the services sector has recorded highest output and employment growth in

almost all countries. Sectoral growth is lead by services sector and followed by manufacturing

and agriculture, in that order. This phenomenon is mainly attributed to demand-side factors

like non-homothetic preferences. There are a few supply-side explanations for the three

sector growth ranking, but they are based on sectoral TFP growth rankings. As the ranking

of sectoral TFP growth rates is not uniform across developing and developed countries,

these explanations are applicable to mostly developed countries. In this chapter, we propose

a supply-side phenomenon which explains the sectoral output growth ranking and is not

country-specific. We regard that differences in factor intensities in goods production explain

non-balanced growth. In particular, we postulate that given limited supply of land, the

differences in land intensity across sectors manifest into differences in sectoral growth –

highest growth of services (the least land intensive) sector followed by manufacturing and

agriculture (the most land intensive sector).

Our analysis began with a three-sector model with only land and labor as inputs. Labor

and sectoral TFP grow over time at exogenous rates. We showed that differences in growth

rates of sectoral outputs are due to differences in sectoral TFP growth rate as well as due

to differences in sectoral land intensity. If TFP growth differences are not large, then land

intensity differences determine the inter-sectoral growth ranking. Further, it is possible that

output growth ranking may be exactly opposite of TFP growth ranking.

We also extended this basic model by including capital in the production of manufacturing

and services goods and incorporating endogenous accumulation of capital. Labor growth

and sectoral TFP growth continue to be the sources of long run growth. Now, capital

intensity differences in addition to differences in sectoral TFP growth rates and land

intensity differences, all three contribute to the sectoral output growth differences. In

transitional periods, the input-factor movements are entwined and it is not possible toe

characterize the exact trajectories of the economy. We simulate the model to analyze short

run trends. We find that as the initial capital stock is low, initially manufacturing sector
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appropriates all input resources more than what is required in the steady state. Over time,

it releases land to agriculture and slows down its pace of capital and land use relative to

other sectors. We also decompose sectoral growth differentials to analyze the strengths of the

different sources of growth. We find that the more available input-factor contributes more

to sectoral growth differences. Hence, in short run land intensity differences play a larger

role in explaining non-balanced growth and in long run the capital intensity differences have

a larger explanatory power.

In this chapter, we have presented a supply-side explanation for higher growth of the

services sector as compared to manufacturing and agriculture which can be applied to both

developing and developed countries. While this analysis is confined to a closed economy,

introducing international trade – in goods and services – which would permit analyzing

growth of the services sector in the context of the global economy. In the next chapter, we

incorporate three-sectors in an open economy. The production sectors are different from

what we have presented in this chapter. In a more simplified framework, we characterize

the differential impact of commodities trade and services trade on trading patterns and the

sectoral growth rates.
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Appendix 4.A

In this Appendix we prove Proposition 4.1.

We use Jones’s “hat” calculus, where equations are log-differentiated and proportionate

change variables are indicated by a ‘ .̂’ Zero-profit conditions imply

γr̂Dt + (1− γ)ŵt = p̂at + Ât

αr̂Dt + (1− α)ŵt = M̂t

ŵt = p̂st + Ŝt.

(4.A.1)

Log-differentiating full-employment conditions,

λDa

[
Q̂at − (1− γ)(r̂Dt − ŵt)

]
+ λDm

[
Q̂mt − (1− α)(r̂Dt − ŵt)

]
= ˆ̄D + λDaÂt + λDmM̂t

λLa

[
Q̂at + γ(r̂Dt − ŵt)

]
+ λLm

[
Q̂mt + α(r̂Dt − ŵt)

]
+ λLsQ̂st

= L̄t + λLaÂt + λLmM̂t + λLsŜt,

(4.A.2)

where λNj is share of factor N employed in sector j.

Market-clearing conditions imply

Q̂mt − Q̂at = p̂at

Q̂mt − Q̂st = p̂st.
(4.A.3)

Eqs. (4.A.1) and (4.A.3) imply

(γ − α)(r̂Dt − ŵt) = Q̂mt − Q̂at + Ât − M̂t

α(r̂Dt − ŵt) = Q̂st − Q̂mt + M̂t − Ŝt.
(4.A.4)

Substituting the above into (4.A.2), we solve Q̂at, Q̂mt and Q̂st:

Q̂at = Ât + γ ˆ̄D + (1− γ)L̂t

Q̂mt = M̂t + α ˆ̄D + (1− α)L̂t

Q̂st = Ŝt + L̂t.

(4.A.5)
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Eqs. (4.A.5) imply the proportionality relations for outputs claimed in Proposition

4.1. Substituting (4.A.5) into (4.A.3) yields proportionality relations for relative prices.

Proportionality relations for factor prices follow from (4.A.1) once we know those of relative

prices. Those for output and prices implies the proportionality relation for Et. We have

D̂at = Q̂at − (1− γ)(r̂Dt − ŵt)− Ât = ˆ̄D

D̂mt = Q̂mt − (1− α)(r̂Dt − ŵt)− M̂t = ˆ̄D

L̂at = Q̂at + γ(r̂Dt − ŵt)− Ât = L̂t

L̂mt = Q̂mt + α(r̂Dt − ŵt)− M̂t = L̂t

L̂st = Q̂st − Ŝt = L̂t,

where we have made use of (4.A.4) and (4.A.5).

The above expressions imply the proportionality relations for sectoral factor employment

in Proposition 4.1. The proportionality relations of relative prices follow from (4.A.3). In

turn, those of input prices follow from (4.A.1). Finally, since, in equilibrium, Et ∝ Qmt;

hence their proportionality relations are the same.

Appendix 4.B

Proof of Proposition 4.5

The full employment conditions (4.17)-(4.19) yield the following expressions of value of

sectoral outputs in terms of aggregate earnings of three factors: land, labor and capital.

θ1patQat = [(1− α)η − β]rDtD̄ − αηwtLt + α(1− η)rtKt

θ1pstQst = β(1− γ)rDtD̄ − βγwtLt + [(1− β)γ − α]rtKt

θ1Qmt = −(1− γ)ηrDtD̄ + γηwtLt − γ(1− η)rtKt.

(4.A.6)

where θ1 ≡ γ(η − β)− αη.

Next, the demand functions (5.6) along with agriculture and services goods market clear-

ing conditions LtCat = Qat;LtCst = Qst imply patQat = φaEt; pstQst = φsEt. Substituting

the above into the first two expressions of (4.A.6) and dividing the resulting equations by



APPENDIX 4.B. 91

(MtD̄
αL1−α−β

t )1/(1−β) and rearranging give rise to

βRdt = αrtKt + θ2Et
β

R
α

1−α−β
dt

= θ3Etr
β

1−α−β
t + (1− α− β)r

1−α
1−α−β
t Kt.

(4.A.7)

where θ2 ≡ φaβγ − φsαη ≷ 0, θ3 ≡ φaβ(1 − γ) − φs[(1 − α)η − β] ≷ 0, Kt and Et are as

defined in (4.20) and

Rdt =
rDt

M
1

1−β
t D̄

− 1−α−β
1−β L

1−α−β
1−β

t

. (4.A.8)

RDt 

rt 

A 

A 

B 

B 

Figure 4.6: The Reduced Form Static System

We can call Rdt the normalized land rental, just as Kt and Et are the normalized capital

stock and normalized total expenditure. (As discussed in the text, all normalized variables

become constant or time-invariant along the steady state.) Eqs. (4.A.7) implicitly solve RDt

and rt as functions of Kt and Et. As shown in Figure 4.6, the first equation in (4.A.7) defines

a upward sloping straightline (AA) relating RDt and rt, whose intercept on the vertical axis

may be positive or negative as θ2 ≷ 0. The second equation in (4.A.7) defines a negative

locus between RDt and rt (BB), which is asymptotic to the horizontal axis and asymptotic

to the vertical line at rt = ξ, where ξ ≥ 0 depending on the sign and magnitude of θ3. Hence
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a unique intersection between AA and BB in the first is assured. That is, solutions to RDt

and rt exist and they are unique. Accordingly, let

Rdt = frD(Kt, Et); rt = fr(Kt, Et).

Following the definition of Rdt,

rDt = M
1

1−β
t D̄

− 1−α−β
1−β L

1−α−β
1−β

t · frD(Kt, Et).

The zero-profit condition for the manufacturing sector yields the expression of wt in Proposi-

tion 4.5, where fw(Kt, Et) is a function of frD(Kt, Et) and fr(Kt, Et). In turn, the zero-profit

conditions for the agriculture and service sectors imply the expressions of relative prices,

where fpa(·) and fps(·) are functions of frD(·), fr(·) and fw(·). Substituting factor price

and product price expressions into (4.A.6) gives the output expressions in Proposition 4.5.

Sectoral employment of a factor is a product of the respective factor coefficient - a function

of factor prices - and output. Hence expressions of factor prices and outputs lead to the

expressions of factor employments in Proposition 4.5.

Existence and Uniqueness of the Steady State

Instead of using the implicit function fr(Kt, Et), we use the reduced form static system

(4.A.7) for our purpose. Substituting to these equations the steady state relations (4.27), we

obtain two equations in R∗D and K∗:

R∗D
K∗

=
φaβγ[(g◦ − 1)(1− βρ) + (1− ρ)] + φsαβηρ(g◦ − 1)

βρ(φmβ + φsη)
(4.A.9)

β

(
g◦ − ρ
ρ

)− β
1−α−β (R∗D)

− α
1−α−β

K∗
=

[φaβ(1− γ) + φsβ][(g◦ − 1)(1− βρ) + (1− ρ)]

ρ(φmβ + φsη)

+
φsβ(g◦ − 1)ρ[(1− α)η − β]

ρ(φmβ + φsη)
+
φsβ(g◦ − ρ)(1− η)

ρ(φmβ + φsη)
.

(4.A.10)

Eq. (4.A.9) is a linear, positively sloped relationship between R∗D and K∗, which goes

through the origin. Eq. (4.A.10) defines a decreasing, relationship between R∗D and K∗,

asymptotic to both axes. Hence an intersection point (steady state) exists and it is unique.
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Transition Dynamics

The static system (4.A.7) yields an implicit function of rental rate in terms of the normalized

variables, r(Kt, Et). The static system is rewritten as

(
αrtKt + θ2Et

β

)− α
1−α−β

βr
− β

1−α−β
t = (1− α− β)rtKt + θ3Et.

Taking a logarithmic transformation, we get

ψ(rt,Kt, Et) ≡ Υ− α

1− α− β
ln(αrtKt + θ2Et)

− β

1− α− β
ln(rt)− ln((1− α− β)rtKt + θ3Et).

where Υ is a constant. Differentiating the above with respect to rt, Kt and Et, we get

∂ψ

∂rt
= − α2Kt

(1− α− β)(αrtKt + θ2Et)
− β

(1− α− β)rt
− (1− α− β)Kt

(1− α− β)rtKt + θ3Et
< 0

∂ψ

∂Kt
= − α2rt

(1− α− β)(αrtKt + θ2Et)
− (1− α− β)rt

(1− α− β)rtKt + θ3Et
< 0 (4.A.11)

∂ψ

∂Et
= − αθ2

(1− α− β)(αrtKt + θ2Et)
− θ3

(1− α− β)rtKt + θ3Et
Q 0.

Thus, the partial derivatives of fr with respect to Kt and Et are

fr1 ≡
∂fr
∂Kt

= −∂ψ/∂Kt
∂ψ/∂rt

≡ −ψK
ψr

< 0

fr2 ≡
∂fr
∂Et

= −∂ψ/∂Et
∂ψ/∂rt

≡ −ψE
ψr

Q 0

where ψr, ψK and ψE are the three expressions in (4.A.11). The dynamic system (4.25) is

linearized at the steady state to give

∆Kt+1

∆Et+1

 =

∂Kt+1

∂Kt
∂Kt+1

∂Et
∂Et+1

∂Kt
∂Et+1

∂Et


 ∆Kt

∆Et

 .
where ∆xt = xt − x∗. The transition matrix, lets call it Λ, has elements

∂Kt+1

∂Kt
=

1

g◦

[
Kfr1 + fr

β
+ 1

]
≡ ΛKK > 0
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∂Kt+1

∂Et
=
Kfr2 − (φmβ + φsη)

βg◦
≡ ΛKE < 0

∂Et+1

∂Kt
=
ρEfr1ΛKK
g◦ − ρEfr2

≡ ΛEK < 0

∂Et+1

∂Et
=
g◦ + ρEfr1ΛKE
g◦ − ρEfr2

≡ ΛEE > 0,

where each element is evaluated at (K∗, E∗). If λ1 and λ2 are the two eigenvalues, then

λ1 + λ2 = Tr(Λ), λ1 ∗ λ2 = Det(Λ).

Using the properties of eigenvalues, we get

λ1 =
ΛKK + ΛEE −

√
(ΛKK + ΛEE)

2 − 4ΛKEΛEK

2

λ2 =
ΛKK + ΛEE +

√
(ΛKK + ΛEE)

2 − 4ΛKEΛEK

2

where λ1 is the smaller eigenvalue. We find from the dynamic system that Det(Λ) > 0 and

(1− λ1)(1− λ2) =
1

1− ρE
g◦ fr2

· ρE(φmβ + φsη)

β(g◦)2K
· (Kfr1 + Efr2) < 0,

where we have used r∗ = g◦/ρ− 1 and (4.A.11) to derive the sign of the expression. This

implies that one of the eigenvalues is greater than one while the other is less than one. The

system has a saddle path. Let 0 < λ1 < 1 be associated with the eigenvector (µK, µE). The

trajectory for normalized capital is

Kt −K∗ = µKλ
t
1.

At t = 0, Kt = K0, which implies µK = K0 −K∗. Thus,

Kt = K∗ + (K0 −K∗)λt1

which implies that if the economy starts at a point when the initial normalized capital

is smaller than the steady state normalized capital, the normalized capital monotonically

grows to its steady state value. As µE = −ΛEKµK/(ΛEE − λ1), the trajectory for normalized
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expenditure is

Et = E∗ − ΛEK(K0 −K∗)
ΛEE − λ1

λt1.

Using the value of λ1, it can be easily shown that ΛEE > λ1. Thus, if the initial normalized

capital stock is low (K0 < K∗) then we find that initial normalized expenditure is low

(E0 < E∗) and normalized expenditure monotonically grows over time to its steady state. At

t = 0, the expenditure is

E0 = E∗ − ΛEK(K0 −K∗)
ΛEE − λ1

.
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5 International Trade in Commodi-

ties and Services: Static and Dy-

namic Effects

5.1 Introduction

The world economy has experienced phenomenal growth of the services sector in the post-war

era, and a part of this rise is attributed to increased international trade in services. The

volume of service imports tripled between 1994 and 2004 (Hoekman and Mattoo (2008)).

According to WTO, the global value of cross-border export of services became 20% of

world trade in commodities and services by the year 2007 (Francois and Hoekman (2010)).1

Since the 1990s the average annual growth of trade in services is about 10%, and, a major

share of it is constituted by trade in business services, inclusive of pure business services

(those consumed mostly by businesses, like computer and information services, royalties

and licensing fees, etc.) and services shared by both businesses and households such as

transport, finance and communication.2 According to WTO data, the share of services that

are common to households and businesses in total service trade is about 50%.

Keeping in view the rising importance of services in national economies and in total basket

of trade, this essay builds a framework which differentiates between trade in commodities

(manufacturing) and trade in services and analyzes trade liberalization in commodities and

services. Services are distinguished from commodities (manufacturing) in two respects:

(a) income elasticity of demand for services by households exceeds that for manufacturing

1The share of service trade is about the same in 2012.
2See Breinlich and Criscuolo (2011).

97
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and (b) services produced in different countries are differentiated, whereas manufacturing

is homogeneous. In particular, the assumption (b) captures that services are typically

less standardized across domestic and foreign service providers, whereas manufacturing

products from competing trading countries are more standardized - in terms of horizontal

differentiation.

The sequence of events assumed in our model is the following. Starting from autarky,

trade liberalization (free trade) by countries occurs for commodities first, followed by that

for services. Perfect competition prevails in all sectors, hence international trade leads to

welfare gains. We focus on positive aspects while magnitudes of welfare gains are quantified

using simulations.

Another distinguishing feature of the essay is that it analyzes both the static as well as

dynamic (growth) effects trade liberalization in commodities and services are analyzed.

There are a few papers that analyze growth of manufacturing and the services in

the context of an open economy, but, to our knowledge, none incorporating trade in

both manufacturing and services. For example, Xu (1993) and Ishikawa (1992) consider

international trade in (manufacturing) commodities only and assume that services are

non-tradeables.3 This essay, so far, is the only exposition which incorporates both business

and consumer services as tradeables in an open economy framework.

Compared to the pioneering work of Grossman and Helpman (1992) and subsequent work

on trade and endogenous growth, there are two major differences. First, while most of the

existing literature on growth in open economies is centered on balanced growth, or growth

rates of manufacturing versus agriculture (e.g. Matsuyama (1992)), this essay allows for

differential or non-balanced growth across manufacturing and service sectors and analyzes

how (free) international trade in commodities and services impacts the growth performance

of these sectors individually. Second, instead of characterizing how international trade may

affect long-run aggregate growth rate of an economy, e.g. via resource allocation to the R&D

sector producing innovation as in Grossman-Helpman’s work, or what the long-run growth

rate of a country will be in the trading equilibrium, as in Acemoglu and Ventura (2002) for

3Xu (1993) builds a capital accumulation based Solovian growth model with a constant savings rate. It
has three sectors: a consumable manufacturing, an investment good which is also a manufacturing product
and a consumer service good. The objective is to explain the rise in the relative price of services and the
employment share of the services sector. Ishikawa (1992) presents a simple dynamic model with agriculture,
manufacturing and business services. Learning by doing in the business services (intermediate) sector is the
source of endogenous growth. It finds that trade is accompanied by factor reallocation which in turn changes
industrial structure, comparative advantage and accelerates economic growth.
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example, this exposition emphasizes growth rates during transition periods - which may be

interpreted as the short or the medium run. In our model, long-run or asymptotic growth

rate is not affected by international trade because the source of growth in our model – human

capital accumulation – is unaffected by trade. Needless to say, yet important however, long

term levels of consumption and welfare – which ultimately matter – can be substantially

affected by growth rates during transition.

In standard growth models transitional dynamics results typically from adjustment costs

of investment or diminishing returns to capital. In our model it stems from a completely

different source, namely, the structure of preferences towards services in household consump-

tion. As trade opens, there are static effects on resource allocation and output, which, in a

dynamic framework, can be seen as initial, one-period level effects. During transition, level

effects lead to growth effects having convergence properties.

In Section 5.2, we develop our model of growth for an autarkic (closed) economy, which

serves as our reference economy. Free trade in commodities is introduced in Section 5.3. In

Section 5.4, we analyze free trade in both commodities and services. Magnitudes of welfare

gains from trade regime changes are presented and analyzed in Section 5.5. Section 5.6

concludes the essay.

5.2 Closed Economy

The framework of this chapter builds on our earlier work, Das and Saha (2013), which

considered differential sectoral growth in a closed economy. Long term growth is not driven

by physical capital accumulation, technology innovation or learning-by-doing. Instead, a

simple process of human capital accumulation is presumed and there is one primary factor

of production, namely, effective labor. The reason for choosing this source of growth, rather

than accumulation of physical capital or technology innovation as in Grossman and Helpman

(1992), is that it allows to focus on differences in growth rates across sectors in a simple

one-primary-factor framework. This factor, which we call labor, can of course be broadly

interpreted as a composite input.4

An economy has three sectors – manufacturing (M), services (S), and, following Mat-

4In this sense, it is akin to the use of a Ricardian model. Copeland and Taylor (1994) is a prominent
example of how a one-primary-factor-based general equilibrium model can provide useful insights into complex
issues such as international trade and environment.
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suyama (2009) a “numeraire” sector (D). The presence of a third, numeraire sector allows

us to consider trade in commodities (manufacturing), independent of trade in services. We

assume that the economy obtains a fixed endowment of good D, say equal to E, at each

instant of time.5 We may regard D as food, although, by design, it is not meant to capture

agriculture either in terms of diminishing-return-to-scale technology or less-than-unitary-

income-elasticity of demand for food. Matsuyama (2009) does interpret his numeraire good

as agriculture in that the income elasticity of demand for it is less than one. Kongsamut

et al. (2001) also allow for a third sector, besides manufacturing and services, and interpret

it as agriculture for the same reason. We refrain from doing so on the grounds that (a)

our purpose is not to analyze growth over very long period of time incorporating transition

from agriculture to non-agriculture sectors, and, (b) since 1970s, agriculture’s share in total

output and employment has remained small and relatively invariant in prominent developed

economies.6

5.2.1 Household Sector

The representative household consumes all three goods: manufacturing, (consumer) services

and food. At any time t, let Ut ≡ Cmtλ1(Cst+δ)
λ2Cdt

1−λ1−λ2 , 0 < λ1, λ2, λ1 +λ2 < 1, δ > 0

be the felicity function, where Cmt Cst and Cdt are consumptions of M, S and D. Note:

1. Services have been represented as such in preferences by many, including Echevarria

(1997), Kongsamut et al. (2001), Ngai and Pissarides (2008), Foellmi and Zweimller

(2008) and Matsuyama (2009). Matsuyama (1992) states explicitly that ‘luxurious’

goods, like services, have income elasticity higher than one. Schettkat and Yocarini

(2006) provides a review of cross-country studies on services, such as personal services

or in some cases all services excluding distributional services (retail trade and wholesale

trade), and reports income elasticity of these services to be greater than unity.

2. Presence of the parameter δ implies:

a. Consumer services are not “essential” and hence income elasticity of demand for

5More generally we may postulate a positive growth rate of E which is lower than the growth rate of
outputs in manufacturing or services.

6For example, in the period 1970-2007, agricultural output in the U.S. fell from 4% of GDP to 1% of
GDP; manufacturing output fell from 35% of GDP to 22% of GDP; and services rose from 61% of GDP 77%
of GDP. Similar magnitudes of sectoral output changes were seen in developed countries like UK, Japan, etc.
Source: World Development Indicators, World Bank Database.
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such services exceeds unity. Per se, it would imply a higher growth rate of the

services sector than manufacturing.

b. Intertemporal rate of substitution of the service basket over time is variable,

implying transitional dynamics of output and employment in this sector. Thus it

is the non-essentiality parameter δ which delivers (transitional) growth effects in

our model economy.

c. The parameter δ being constant, as the economy grows, household consumption

of services become more and more essential overtime relatively. Hence income

elasticity of demand for consumer services declines over time towards unity and

thus the services-sector growth rate would monotonically fall over time.

At each t the household’s static optimization problem is: maxUt subject to pmtCmt +

pstCst + Cdt ≤ Bt, where Bt is the sum of wage earnings and the value of the endowment

E, and pmt and pst are the respective relative prices in terms of good D. The first-order

conditions and the indirect utility function are:

λ1

λ2
· Cst + δ

Cmt
=
pmt
pst

;
λ1

1− λ1 − λ2
· Cdt
Cmt

= pmt

Vt =
A(Bt + δpst)

pλ1
mtp

λ2
st

(5.1)

where A ≡ λλ1
1 λλ2

2 (1− λ1 − λ2)1−λ1−λ2 .

Note that through the parameter δ, the price of the service good, pst, has a positive effect on

utility, although its overall effect on utility is negative. Two important remarks are in order.

Remarks

1. The positive effect of pst on utility is like an income effect. Since δ measures the degree

of how less essential services are, compared to other consumption goods (M and D),

δpst can be interpreted as quasi real income which is not spent on services because

they are not essential but can be spent on other goods. Indeed it can be verified that

expenditure on M or D is a constant fraction of the sum of actual income Bt and quasi

income δpst.

2. Notice that if δ were equal to zero, Vt ∝ Bt/p
λ1
mtp

λ2
st , where the latter is real income

or GDP. While this is the (standard) basis of taking real GDP as the measure of
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aggregate welfare, it is not valid within the purview of our model which features

non-homotheticity. In Section 5.5 we take

Bt + δpst

pλ1
mtp

λ2
st

(5.2)

as the welfare measure and call it the real adjusted income.

The dynamic problem of the household will be introduced later.

5.2.2 Production Sectors

Both production sectors, M and S, have constant-returns technology and perfect competition

prevails in both. The former is produced by ‘effective labor’ and business services and the

latter by effective labor and manufacturing. The term ‘effective’ reflects that labor embodies

human capital. Modern services use various ‘consumables,’ which are manufactured products,

not to mention computer and other machinery. Technologies are expressed in terms of unit

cost functions:

Services:
c̃s(wt, pmt)

S
=
wβt p

1−β
mt

S

Manufacturing:
c̃m(wt, pst)

M
=
wαt p

1−α
st

M
,

where S and M are the respective factor-neutral productivity parameters and wt is the wage

rate per unit of effective labor (not wage earning).

Since goods S and M are necessary for the production of sectors M and S respectively

and additionally good M is essential in consumption, both goods must be produced in

equilibrium. The following equations mark the zero-profit conditions: c̃s(wt, pmt)/S = pst

and c̃m(wt, pst)/M = pmt . They solve wt and pst in terms of pmt:

wt =
(
MS1−α) 1

θ pmt; pst = φpmt,where φ ≡

(
Mβ/α

S

)α
θ

; θ ≡ α+ (1− α)β. (5.3)

Thus the wage rate and the price of services relative to manufacturing – or, equivalently,

wage rate and the price of manufacturing relative to services – are “fixed” or time-invariant,

given by technologies. Essentially, the production sector of our economy has a 2×2 structure:

two sectors and two inputs (a. labor and b. services or manufacturing). It follows that input
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coefficients in both sectors are fixed.

5.2.3 Static General Equilibrium

From Section 5.3 onwards we consider a world economy with two countries, k = h (home) or

f (foreign). Static general equilibrium in country k in the absence of international trade is

characterized by the following equations.

akalmQ
ka
mt + akals Q

ka
st = L̄kt (5.4a)

Ckast + δ =
pkamt
pkast

λ2

λ1
Ckamt (5.4b)

λ1

1− λ1 − λ2
·
Ckadt
Ckamt

= pkamt (5.4c)

Ckadt = E (5.4d)

akasmQ
ka
mt + Ckast = Qkast (5.4e)

akamsQ
ka
st + Ckamt = Qkamt, (5.4f)

where the superscript a denotes autarky. The expressions of input coefficients are given in

Appendix 5.A; note that akasma
ka
ms = (1− α)(1− β) < 1.

The first is the full-employment equation. The next two are the first-order conditions of

household optimization. The next three respectively specify market clearing of the numeraire

good, services and the manufacturing good. The price ratio, pkamt/p
ka
st , being functions of

technology parameters only, total outputs and household consumption of M and S are

determined by (5.4a)-(5.4b) and (5.4e)-(5.4f).

We present autarky equilibrium in the familiar demand-supply diagram. In Figure

5.1, the downward sloping relative demand curve is based on (5.4c). In view of household

consumption of manufacturing being determined independent of pkamt, and, in equilibrium

Ckadt = E, the vertical line is the relative “supply” curve of good M available for households.

Autarky equilibrium is defined by the intersection of this line with the downward-sloping

relative demand curve.
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Figure 5.1: Autarky Equilibrium

5.2.4 Intertemporal Household Problem

We now turn to characterize the dynamics. At any given t, the representative household is

endowed with one unit of time and inherits Lt units of effective labor or human capital. A

part of this stock is used up in augmenting its human capital and the rest supplied to the

production sectors. Let Ht ∈ (0, 1) denote investment in human capital in terms of time.

Within a time period, the household first commits to allocate such investment and then

offers the remaining stock of effective labor to the production sectors for employment. Let

Lt+1 = aLHtLt, aL > 1, (5.5)

describe the accumulation process of human capital. The tradeoff is that the higher the

investment in human capital, the greater will be the stock of effective labor and hence the

higher will be the total wage earnings in the future, but the less will be the total earnings in

the current period.

If t = 0 is the initial period, given L0, the household chooses {Ht}∞0 and {Lt}∞1 to

maximize

∞∑
0

ρtVt (where ρ < 1 is the discount factor and Vt is the indirect utility whose
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expression is given in (5.1)), subject to the human capital accumulation equation (5.5) and

Bt = wt(1−Ht)Lt + E.7 (5.6)

We obtain the following Euler equation:

Bt+1 + δpst+1

wt+1

/Bt + δpst
wt

= ρaL.

A marginal increase in investment in human capital entails a current period loss of wt,

which translates into a marginal loss of current utility equal to wt/(Bt+δpst). It also entitles

an increase in future utility equal to aLwt+1/(Bt+1 + δpst+1). The discounted value of the

marginal gain is ρ[aLwt+1/(Bt+1 + δpst+1)]. The Euler equation states that the marginal

loss in terms of current utility is equal to the discounted value of the next-period marginal

gain. Using the first-order conditions of static household optimization problem and the

properties of the indirect utility function, the Euler equation can be more simply stated as

pmt+1Cmt+1/wt+1

pmtCmt/wt
= ρaL.

8 (5.7)

We assume ρaL > 1, which ensures a positive growth rate of the economy.

5.2.5 Dynamics of the Economy

The ratio, wkat /p
ka
mt, being time-invariant, eq. (5.7) reduces to

Ckamt+1

Ckamt
= ρaL, (5.8)

That is, household manufacturing consumption grows at a constant gross rate of ρaL. This

will also be true in the presence of international trade, since wage in terms of manufacturing

will also be time-invariant in trade regimes – as long as each country produces both goods.

It follows that

Proposition 5.1 Welfare (as defined in (5.1)) grows at the rate (ρaL)λ1+λ2.

7Note, the total labor supply is the remaining share of effective labor after investing in human capital
L̄t = (1−Ht)Lt

8We have

Bt + δpst =
pst(Cst + δ)

λ2
=
pmtCmt
λ1

.
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Proof: Over time, the term Bt+δpst is proportional to pmtCmt , pmt is inversely proportional

to Cmt and pst is proportional to pmt. Hence

Vt+1

Vt
=
Ckamt+1

Ckamt
= (ρaL)λ1+λ2 .

This proposition also holds across trade regimes. In other words, the growth rate of

welfare is constant irrespective of whether there is international trade or not. It means that

a change in trade regimes results in a one-period change in the level of welfare, consequent

to which welfare resumes its earlier growth rate.

Growth Functions

The key to understanding growth effects of trade regime changes will be the existence of

the growth functions in our model economy, namely, the gross growth rate of a variable x

at time t as a function of the level of x at that time. For the autarky regime they will be

derived in three steps. First, we express sectoral outputs in terms of household consumption

of services and manufacturing via eqs. (5.4e) and (5.4f):

Qkast =
Ckast + akasmC

ka
mt

θ
; Qkamt =

akamsC
ka
st + Ckamt
θ

. (5.9)

Second, using input-coefficient expressions, that pkamt/p
ka
st = 1/φk and the first-order condition

(5.4b) that links household consumption of manufacturing and services along the income

consumption path, the output of particular sector is expressed as function of household

consumption of manufacturing. For the services sector for instance,

Qkast =
{[(1− α)λ1 + λ2]/φk}Ckamt − λ1δ

λ1θ
. (5.10)

Third, by exploiting the model’s feature that household consumption of manufacturing

grows at a constant rate, the growth rate is expressed in terms of the level of a variable. For

instance, in view of (5.8), (5.10) implies

QG
ka
st ≡

Qkast+1

Qkast
= ρaL +

(ρaL − 1)δ

θQkast
≡ QG

a
s(Q

ka
st ). (5.11)
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This is the growth function of the service-sector output. While the growth rate exceeds ρaL,

it declines over time obeying the growth function (5.11) and asymptotes to ρaL. Intuitively,

the growth rate is higher than ρaL because of income elasticity for the service good being

greater than unity. As the household consumption of services grows with the economy,

the service good becomes less non-essential and the income elasticity of household demand

for it falls, lowering the growth rate of service-sector output. It is worth noting that this

resembles the convergence property of capital stock over time in the standard one-sector

growth model. However, convergence in our framework stems from a very different source,

namely, diminishing income elasticity of household demand for services associated with the

growth of the economy.

Manufacturing output and its growth exhibit similar qualitative features since manufac-

tures are used in producing services. We can derive

QG
ka
mt ≡

Qkamt+1

Qkamt
= ρaL +

(ρaL − 1)(1− β)δ

θQkamt
≡ QG

a
m(Qkamt). (5.12)

Remarks

1. It is easy to establish that Qkast < Qkamt/(1 − β). Hence QG
ka
st > QG

ka
mt. That is,

the service-sector output grows faster than manufacturing - a well-known stylized

fact. It stems from the income elasticity of demand for services being higher that for

manufacturing.

2. The same growth equations as those of outputs hold for sectoral employment since

employment in a sector is proportional to the respective output.

3. Input coefficients being time-invariant, the business-service component of total services

grows at the same rate as manufacturing output.

Proposition 5.2 In the autarky regime, output and employment growth rate at any instant

of time in the services sector is higher than that in manufacturing and the growth rates

decline monotonically over time approaching ρaL.

Figure 5.2 depicts sectoral employment and growth rates as functions of time.

Given sectoral output dynamics, the dynamics of effective labor supply for production,
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Time

raL

GQa
mt = GLa

mt

GQa
st = GLa

st

Figure 5.2: Sectoral Growth Rates in Autarky Equilibrium

L̄t, follows from the full employment equation. We have

L̄G
ka = ρaL +

(ρaL − 1)λ1δ

Mk
1−β
θ Sk

1
θ L̄kat

. (5.13)

Its growth pattern is similar to that of sectoral output and employment: it declines over

time and asymptotes towards ρaL.

What remains to be characterized is the dynamics of human capital investment. To do

so, it will however be convenient to express the growth rate of L̄t as a function of itself, i.e.,

L̄Gt = L̄G(L̄t). We have, from (5.13), L̄G
′(L̄t) < 0.We use the definition of total effective

labor supply, L̄t = (1−Ht)Lt and the learning equation (5.5) to get,

∆Ht ≡ Ht+1 −Ht = (1−Ht)

[
1− L̄G(L̄t)

aLHt

]
. (5.14)

Figure 5.3 plots the ∆Ht = 0 locus, Ht = L̄G(L̄t)/aL. It is downward sloping as

L̄G
′(L̄t) < 0 and asymptotic to ρ since L̄G(L̄t) asymptotes to ρaL. Vertical arrows indicate

the change in Ht as one moves away from ∆Ht = 0 curve, while the horizontal arrows

indicate that L̄t always grows over time. It is clear that under perfect foresight the optimal

path must originate and stay within region II. Along the unique saddle path, Ht declines

monotonically over time, asymptotic to ρ.9

9The dynamics of Ht is analogous in the presence of international trade. We shall hence skip it for the
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Figure 5.3: Dynamics of Ht in Autarky

We now move on to explore the static and dynamic effects of commodity trade and trade

in services.

5.3 Free Trade in Commodities

Suppose the two countries, h and f , open up free trade in commodities only, that is, in

manufacturing and the numeraire good, not services. We call it Commodities Free Trade or

CFT. It happens, say, in period T , after labor is allocated to acquire human capital and as

a one-shot permanent regime change rather than something gradual. Thus, LT as well as

L̄T remain unchanged. There will be a one-period, static, level effects as markets for goods

M and D are integrated. Dynamic effects can be deduced from growth functions and the

initial level effects.

We assume that parametric differences across countries are not too large, and, accordingly,

both countries produce manufacturing. Hence the same zero-profit conditions as in autarky

hold in both production sectors and input coefficients remain the same.10

Trade equalizes the prices of traded goods. Let pomt denote the (common) international

relative price of manufacturing, where the superscript o denotes the CFT regime. Static

sake of brevity.
10If technologies are identical, the wage rate is equalized across countries - a ‘factor price equalization’

outcome.
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equilibrium is characterized by:

akalmQ
ko
mt + akals Q

ko
st = L̄kt (5.15a)

Ckost + δ =
pomt
pkost

λ2

λ1
Ckomt (5.15b)

λ1

1− λ1 − λ2
·
Ckodt
Ckomt

= pomt (5.15c)∑
k

Ckodt = 2E (5.15d)

akasmQ
ko
mt + Ckost = Qkost (5.15e)

Ckomt + akamsQ
ko
st +

Ckodt
pomt

= Qkomt +
E

pomt
. (5.15f)

There are three changes from autarky: (a) pkamt is replaced by pomt; (b) the market for the

numeraire good clears internationally, hence we have (5.15d) instead of Ckdt = E; and (c)

the manufacturing output does not just cater to domestic households and firms; thus (5.4f)

is replaced by (5.15f).

These are altogether eleven equations: (5.15d) and the rest of the equations for k = h, f .

Two sectoral outputs in each country, household consumption of the three goods in each

country and pomt are the variables.

5.3.1 Pattern of Commodity Trade and Cross-Country Comparisons

Barring the endowment of the numeraire good, depending on the initial level of development,

LkT , k = h, f and relative magnitudes of technology parameters, Mk and Sk, one country

will be the net exporter and the other the net importer of manufacturing. We have

Proposition 5.3 The country whose household consumption of manufacturing is higher in

CFT equilibrium is the net exporter of manufacturing.

Proof: Suppose country h’s household consumption of manufacturing is higher. Household

static optimization implies that, at any given pomt, its consumption of good D is higher. Since

each country’s endowment of good D is E, in view of (5.15d) Chdt > E > Cfdt. Hence, country

h is a net importer of good D. By virtue of trade balance, it must be the net exporter of

manufacturing.

As will be discussed later, the dynamic household optimization implies that in both

countries the household manufacturing consumption grows at the same rate (ρaL) as in
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autarky. Hence, if ChomT > CfomT , then Chomt > Cfomt ∀t > T . That is, in our model economy

trade pattern reversal does not occur.

The next proposition, quite intuitive, delineates trade pattern based on differences in the

level of development or technology of manufacturing production. Let country h be the more

developed country, i.e., LhT > LfT . Based on the definition of labor supply L̄t = (1−Ht)Lt,

observe that a higher L̄t is associated with a higher Lt. Hence, LhT > LfT ⇔ L̄hT > L̄fT .

Proposition 5.4 The country which is more developed (and has no technological inferiority

in producing either good), or, has technological superiority in producing manufacturing

(together with being no less developed than the other country and with no technological

inferiority in producing services) is the net exporter of manufacturing.

Proof: Equations characterizing static CFT equilibrium can be reduced to two equations in

Qkomt and Ckomt in terms of technology and preference parameters, L̄kt and pomt:

1− βλ2

λ1
· Ckomt − θQkomt =

E

pomt
+ δ(1− β)φk

λ2

λ1
Ckomt +

θ

β
Qkomt =

Mk1/θ
Sk

(1−α)/θ

β
L̄kt + δφk.

(5.16)

Comparative statics on eqs. (5.16) yields that, at given pomt, C
ko
mt is increasing in L̄kt and Mk.

Hence, combined with 5.3 it implies that country with higher L̄t or M is the net exporter of

manufacturing.

Furthermore, it is possible that technological advantage in services production may offer

comparative advantage in manufacturing since business services are inputs to manufacturing

production. From eqs. (5.16), ∂Ckomt/∂S
k R 0, i.e. country k will have comparative advantage

in manufacturing or services according as

Sk R

(
α

1− α

)θ
· δθ

Mk1−β
L̄kt

θ
.

There are two ways in which a productivity enhancement in the service sector may

affect household consumption of manufacturing. First, because services are used as input

in manufacturing production, wage rate – and thus total labor income – rise in terms of

manufacturing. Through an income effect, the household consumption of manufacturing will

tend to increase. To see this, suppose δ = 0. Then Ckomt = λ1[(wkt /p
o
mt)L̄

k
t ]; wkt /p

o
mt increases
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with Sk as long as services are used in producing manufacturing. Second, in the presence

δ > 0, as real income in terms of manufacturing increases with Sk, there is a demand bias

towards household consumption of services away from its consumption of manufacturing.

This is why the overall effect of an increase in Sk on Ckomt is ambiguous. It is worth noting

however that the magnitude of the first effect is greater, the greater the magnitude of L̄kt .

That is, the higher the level of development of a country, the greater is the presumption that

service sector productivity acts as a source of comparative advantage in manufacturing.

5.3.2 Static One-Period Level Effects: Autarky to CFT

Proposition 5.5 summarizes these effects.

Proposition 5.5 As free trade in commodities opens up, the manufacturing exporting

country experiences an increase in the prices of manufacturing and services, an increase in

manufacturing output, a decline in services output, a decrease in the household consumption

of manufacturing and services and an increase in the use of services for business. Opposite

implications hold for the manufacturing importing country.11

Quite intuitively, the manufacturing exporting country experiences a price and output

increase of manufacturing. Given full employment, services output falls, while the increase

in manufacturing output implies a higher use of business services. It follows that household

consumption of services decreases. Along the income consumption path, there is less

household consumption of manufacturing. As manufactures are used in producing services,

a higher price of manufacturing implies a higher price of services.

5.3.3 Dynamic Effects: Autarky to CFT

Although household-level parameter values may be different, the household intertemporal

optimization problem remains qualitatively the same as in autarky. The same Euler equation

follows, and, pomtC
k
mt/w

k
t , k = h, f , grows at the rate ρaL. As long as incomplete specialization

occurs in each country, wkt /p
o
mt is constant. Therefore, as in autarky, Ckomt grows at the

(gross) rate ρaL. Hence, so does
∑
k

Ckomt.

As shown in Appendix 5.B,

Proposition 5.6 Output growth functions in the CFT equilibrium are same as in autarky.

11See Appendix 5.B.
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Figure 5.4: Growth Effects of Commodity Free Trade in the Manufacturing Exporting
Country

It is because there is no change in the relative price between services and manufacturing

(although the relative price of manufacturing in terms of the numeraire good changes from

autarky to free trade in commodities) or input coefficients. Thus, at any given level of

output in one production sector, there is no change in output in the other production sector,

hence no (static) increase in real income and income elasticity of demand for household

services, implying no shift of growth functions.

However, the initial level effects imply movements along the growth functions. In view

of Proposition 5.5, in the manufacturing exporting country, QkosT < QkasT and QkomT >
ka
mT and

just the opposite occurs in the manufacturing importing country. Thus

Proposition 5.7 As countries move from autarky to free trade in commodities only, in the

manufacturing exporting country, there is an initial increase in the growth rate of output and

employment in the services sector and an initial decrease in the growth rate of output and

employment in the manufacturing sector. Opposite effects take place in the manufacturing

importing country. After the initial effects on growth rates, output and employment in both

sectors decline monotonically along the respective growth functions.

Figure 5.4 illustrates Proposition 5.7 for the manufacturing exporting country. Interestingly,

the country having comparative advantage (resp. disadvantage) in manufacturing initially

experiences a lower (resp. higher) growth rate of the manufacturing sector and a higher

(resp. lower) growth rate of the services sector. It also implies that in the country which has
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comparative advantage (or disadvantage) in manufacturing, trade in commodities widens

(or narrows) the sectoral output as well as employment growth rates.

5.3.4 Identical Technologies

In our analysis of trade in both commodities and services, which we call the grand free

trade regime, in section 5.4, we shall, for most part, consider the case where technologies

are same across countries, while the countries differ in their levels of development. For the

sake of comparing free trade in commodities with grand free trade, we explore now the

implications free trade in commodities under this assumption. Notice that, if technologies

are identical, wages, relative price of services and input coefficients are same across countries.

This facilitates ranking of sectoral resource allocation and growth rates across the two

countries.12

To begin with, as one would expect,

Proposition 5.8 If technologies are same across countries, the more developed (manufac-

tures exporting) country will produce more of both services and manufactures than the other

(manufactures importing) country.

This is proved in Appendix 5.B.

Indeed, closed-form solutions are available for output and consumption levels, and the

terms of trade (see Appendix 5.B) - which will be used in comparing the two trading regimes.

In particular, the output expressions are

Qkost =
[(1− α)λ1 + λ2]

L̄wt
2 − αλ1δ

(λ1 + λ2)θ
+

1− α(1− λ2)

θ

(
L̄kt −

L̄wt
2

)
Qkomt =

[λ1 + (1− β)λ2]
L̄wt
2 + βλ1δ

(λ1 + λ2)θ
+

1− βλ2

θ

(
L̄kt −

L̄wt
2

)
,

(5.17)

which are same as (5.A.4).

It is instructive to note that respective equilibrium output has two components: one

if countries were symmetric and the other measuring deviations due to asymmetry or

comparative advantage. These are respectively the first term and the second in the right-

hand side of expressions in (5.17). The “symmetry component” is, as it must, equal to

12It is proved in Appendix 5.B that, in the absence of technology differences, there will be no overtaking
by the initially less developed country of the initially more developed country in the level of development,
i.e., if L̄hT > L̄fT , then L̄ht > L̄ft for all t > T .
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the output under autarky, while “comparative advantage” component. is positive (resp.

negative) for the more (resp. less) developed country, since at the same wage rate and

relative prices of services and manufacturing, the more developed country would produce

more of both goods.

With respect to dynamic effects, in view of Proposition 5.8, the growth functions in

(5.A.1) imply that

Proposition 5.9 As long as technologies across countries are identical, in the CFT regime

the growth rates, at any given time period, of output and employment in both sectors in

the manufacturing exporting country are less than their counterparts in the manufacturing

importing country.

5.4 Trade in Commodities and Services

Suppose the two economies open up trade in services also, and services are provided

internationally in the cross-border mode. Let us call it the grand free trade or the GFT

regime. Consumers and manufacturing-good producers in each country can now access

service providers in both countries.

Services are typically viewed - and modeled - as differentiated products. Keeping this

in mind, we postulate that they are differentiated across countries, while retaining our

assumption that services produced within a particular country are homogeneous. That is,

there are two brands in our two-country world, which are imperfect substitutes in consumption

and as inputs to manufacturing. Three important implications follow immediately.

1. Free international trade in services bestows positive variety effects in both consumption

and production and thus entails effects of symmetry or trade among similar countries

and those of asymmetry or comparative advantage.

2. In particular, the variety effect in producer (business) services is equivalent to technical

progress. Hence trade in services enhances labor productivity.13

3. Variety effect in consumer services reduces the price of the composite basket of consumer

services and hence reduces the value of δ. Hence, services trade, by increasing the

13In their study of U.S. manufacturing firms over 1992-2000, Amiti and Wei (2009), for example, find that
services offshoring had a significantly positive effect on and explained 11% of the labor productivity growth
in their sample of manufacturing firms.
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variety of services available for household consumption, makes services more essential.

Let us define composites of consumer and business services as

Zkt ≡
[(
Chkst

)γ
+
(
Cfkst

)γ]1/γ
; Ikt ≡

[(
Ihkst

)η
+
(
Ifkst

)η]1/η
, γ, η ∈ (0, 1),

where the first (resp. second) superscript marks the country in which the service is produced

(resp. consumed). Elasticities of substitution between home and foreign produced service

brands in consumption and production are respectively 1/(1 − γ) and 1/(1 − η), both

exceeding unity.

Let the household utility function takes the form: Ukt = Ckmt
λ1

(Zkt + δ)λ2Cdt
1−λ1−λ2 .

Notice that in a closed economy or in CFT where only the domestic variety of services are

available, the utility function reduces to the earlier one. Let the manufacturing production

function be Qkmt = ALkmt
αIkt

1−α, which also reduces to the earlier production function when

only domestic services are available. Household and firm optimizations yield the prices of

respective service composites:

P cst ≡
(
phst
− γ

1−γ + pfst
− γ

1−γ
)
− 1−γ

γ ; Pmst ≡
(
phst
− η

1−η + pfst
− η

1−η
)
− 1−η

η .

These are the combined, not average, cost of consuming the two service brands. If phst =

pfst ≡ pst, then, for instance, P cst = 2pst/2
1
γ < 2pst, which reflects that the number of varieties

available is valued.

The indirect utility function is the same as earlier, except that pst substituted by P cst.

Likewise, Pmst substitutes pst in the unit cost function of manufactures.

5.4.1 Static Equilibrium

We assume that cross-country differences in technology or the level of development are not

large enough, such that incomplete specialization prevails in both economies. Zero-profit

conditions in the two sectors are thus spelt by:

wkt
α
Pmst

1−α

Mk
= prmt;

wkt
β
prmt

1−β

Sk
= pkst, k = h, f

where the superscript r denotes GFT equilibrium. These conditions imply the following

expressions for the wage rate, prices of home and foreign service brands and their price
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indices:

wkt = ν1−α
1 Mk1/α

prmt; p
k
st = φk

θ
α ν

(1−α)β
1 prmt; P

m
st =

prmt
να1

; P cst = ν
(1−α)β
1 ν2p

r
mt (5.18)

where ν1 ≡

[∑
k

(
φk
)− ηθ

(1−η)α

] 1−η
ηθ

; ν2 ≡

[∑
k

(
φk
)− γθ

(1−γ)α

]− 1−γ
γ

.

As in autarky or CFT, wages and service prices in terms of manufacturing are functions of

technology coefficients only. But the functions are different. Expressions of corresponding

input coefficients are given in Appendix 5.C. We observe that

Lemma 5.1 Compared to autarky or CFT equilibrium, in GFT equilibrium, for both coun-

tries (a) the wage rate in terms of manufactures or the service brand produced in the respective

country is greater, (b) labor coefficients in each sector are smaller, and (c) the price of each

service brand in terms of manufactures is higher.

Intuitively, availability of more variety of services lowers the effective price of the service

input and thus acts as labor-saving technical progress in both sectors, since service is used

in manufacturing and manufacturing is used in producing services. This explains (a) and

(b). The wage rate in terms of each service brand being higher, the zero profit condition in

the service sector implies that the price of manufactures relative to a service brand must be

lower. This proves part (c).

Unlike the movement from autarky to CFT which entails the two trading countries

experiencing asymmetric relative price movement (manufacturing vis-a-vis the numeraire

good) depending on comparative advantage, the transition from CFT to GFT leads to

symmetric relative price movements for both countries: both countries must face the same

price movement for manufacturing as it is a traded good, and, in view of Lemma 5.1, they

face an upward movement of the price of each service brand in terms of manufactures.

The static GFT equilibrium is characterized by eleven equations, (5.A.5a)-(5.A.5g), laid

out in Appendix 5.C. They determine household consumption levels of all three goods,

two sectoral outputs in each country and the relative price of manufacturing. The prices

of service brands are proportional to the price of manufacturing and same across the two

trading countries.

An important implication is that in contrast to CFT, GFT has elements of trade among

similar countries. It is because of this however, the resulting model is considerably complex.
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For tractability, we confine ourselves to the ‘Heckscher-Ohlin’ case, in which technologies

are same across countries, and, countries differ in terms of their size or level of development

only (Lkt ).

Under the assumption of identical technologies, the system of equations (5.A.5a)-(5.A.5g)

reduce to eqs. (5.19a)-(5.19g) below.

αQkrmt
2π/β

+
βQkrst

2π(1−β)/β
= L̄kt (5.19a)

Zkrst + δ = 2
1−γ
γ
−π · λ2

λ1
· Ckrmt (5.19b)

λ1

1− λ1 − λ2

Ckrdt
Ckrmt

= prmt (5.19c)

Chdt + Cfdt = 2E (5.19d)

1

2
1
γ

∑
k

Zkrst +
1− α

2
αη+(1−α)β)

ηθ

∑
k

Qkrmt = Qhrst (5.19e)

1

2
1
γ

∑
k

Zkrst +
1− α

2
αη+(1−α)β)

ηθ

∑
k

Qkrmt = Qfrst (5.19f)

Ckrmt +
Zkrst

2
1−γ
γ
−π

+
Ckrdt
prmt

= αQkrmt + 2πβQkrst +
E

prmt
, 14 (5.19g)

where π ≡ (1− η)(1− α)β

ηθ
.

The first is the full-employment equation. The next two are the first-order conditions

of household optimization. These are followed by three market-clearing conditions. The

last equation spells trade balance over trade in commodities and services - equivalent to an

economy’s budget constraint.

One striking feature immediate from eqs. (5.19e) and (5.19f) is that

Proposition 5.10 At the GFT equilibrium, total production of services is the same across

the two countries.

Note that Proposition 5.10 holds irrespective of differences in the country sizes (as

long as both countries incompletely specialize). The reason behind such service production

equalization is that the availability of same technologies equalizes unit cost of production

and hence relative prices of the distinct service brands across countries. Thus, the demands

for country-specific brands are governed by same relative prices and same world aggregates,

14Derivation of (5.19a)-(5.19g) is given in Appendix 5.C.
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namely, the sum of household service composites (for household demand for services) and

the sum of manufacturing output (for manufacturing sector’s demand for services) across

countries. In equilibrium, the amount produced of each brand is same across the countries.15

Recall that in CFT equilibrium the less developed country produces less amount of services

compared to the more developed country. Now that in GFT equilibrium both countries

produce the same amount means a service-production catch-up by the less developed country

with its more developed trade partner.

An immediate corollary of Proposition 5.10 is that

Corollary 5.1 In the GFT equilibrium, the more developed country produces more manu-

facturing than does the less developed country.

5.4.2 Pattern of Trade

In our model with three goods - services, manufacturing and the numeraire good - the

question is: which country would export or import services and which would export or

import manufacturing. Since there is a third good, a priori, a country may be a net exporter

or importer of both services and manufacturing. We have the following the trade balance

expressions:

Service trade balance of country k:
pkrst
prmt

Qkrst −
P cst
prmt

Zkrst −
Pmst
prmt

akrsmQ
kr
mt

= 2πQkrst −
1

2
1−γ
γ
−π
Zkrst − (1− α)Qkrmt

Manufacturing trade balance of country k: Qkrmt − Chrmt − akrmsQkrst

= Qkrmt − Ckrmt − 2π(1− β)Qkrst .

For example, country k is the net exporter of services if and only if its service trade balance

is positive. As shown in Appendix 5.C,

Proposition 5.11 The more developed country is the net importer of services and the net

exporter of manufacturing. There is no trade pattern reversal for any particular country.

15If the manufacturing good was differentiated, the same argument would apply to manufacturing outputs,
implying that output of each good will be the same across the two countries. This will be compatible
with full employment only if effective labor supply were the same in the two trading countries. Otherwise,
specialization must occur, because too many local goods would face symmetric demand functions across
countries.
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It means that whichever country is more developed initially remains more developed

than the other country in all subsequent time periods and it remains as the net importer of

services and net exporter of manufacturing. The more developed country would consume

more of services than the less developed country. Since both countries produce the same

amount of services, it follows that the former would be a net importer of services. With

regard to manufacturing, (a) because both countries produce the same amount of services,

the more developed country must be producing more manufacturing than the other country;

furthermore, (b) the consumption of manufacturing in the production of services is same

for both countries since technologies are identical and both produce the same amount of

services. (a) and (b) together tend to imply that the more developed country would a net

exporter of manufacturing, although its household consumption of manufacturing is higher.

5.4.3 Static One-Period Level Effects

Whereas a regime change from autarky to commodity free trade entails a comparative

advantage effect - asymmetry across countries leading to relative price changes - moving from

commodity free trade to grand free trade is associated with a variety (or similar-country)

effect as well as a comparative advantage effect.

An interesting feature of our model economy is that, absent the variety effect, there

are no terms of trade effects, i.e., no changes in pmt or pst, hence standard comparative

advantage effects are absent.16 The reason behind this is the following. Without the variety

effect, the terms of trade between manufacturing and services as well as wage in terms of

manufacturing or services are unchanged. Hence, in the GFT equilibrium, at the relative

price of manufacturing (in terms of the numeraire good) prevailing in CFT equilibrium,

the real adjusted income in terms of manufacturing is same, thus quantity demanded of

household manufacturing by each country is the same as in the CFT equilibrium; the world

household demand for manufacturing is the same, which returns the same relative price of

manufacturing. Hence, in the absence of the variety effect, both terms of trade in the GFT

equilibrium are same as in the CFT equilibrium. An immediate implication is that there

are no effects on welfare. That is, trading countries do not benefit (or lose) from trade in

services.17

16Mathematically, variety effect is eliminated by letting γ → 1 and η → 1.
17Other implications in the absence of variety effects are as follows. Terms of trade and real adjusted

income remaining the same in each country, total household consumption of manufacturing and services
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We now explore the static one-period effects of free trade in commodities in the presence

of variety effects. Here, we analyze the positive effects, whereas welfare gains are examined

in Section 5.5; as we shall see, there are comparative-advantage effects on welfare gains as

well.

Similar to case of trade in commodities only, there are closed-form solutions for quan-

tities produced and consumed and the relative price of manufacturing - which facilitate

in determining static level effects of GFT, starting from CFT. Appendix 5.C lays down

the expressions for world consumption of manufacturing, the terms of trade and output

expressions at the country level. We have18

Proposition 5.12 Starting from free trade in commodities, free trade in services leads to

(a) a higher world output of services, (b) a higher or lower world output of manufacturing

and (c) a higher or lower relative price of manufacturing and services (in terms of the

numeraire good).

Intuitively, the world-wide ‘technological-progress effect’ of trade in services (due to

availability of more variety of services) and that income elasticity of demand for services

by households exceed unity both tend to push up world-level production of services. For

(sum of home and foreign varieties) in either country are the same in CFT equilibrium. Moreover, household
consumption of services are equally split between domestic and foreign varieties. The world household
consumption of each variety of services remains unchanged between the two regimes.

Given the world consumption of household services, world outputs of manufacturing and services in CFT
equilibrium are determined from summing up (5.15a) and (5.15e) over the two countries:

α
∑
k

Qkmt + β
∑
k

Qkst =
∑
k

L̄kt

∑
k

Ckst + (1− α)
∑
k

Qkmt =
∑
k

Qkst.

Note that in GFT equilibrium (5.19a), (5.19e) and (5.19f) imply the same relationships when γ and η are
equal to unity. Since the world consumption of each variety of services is the same between the regimes, it
follows that world outputs manufacturing and services are the same between the two regimes. This implies
that the same industrial consumption - hence total world consumption - of manufacturing and services.

The only impacts of comparative advantage or asymmetry are on resource allocation within trading
countries. Compared to CFT, in GFT equilibrium the manufacturing production is higher (resp. lower) in
the more (resp. less) developed country, whereas the production of services is lower (resp. higher) in the more
(resp. less) developed country. It can seen as follows. Since world production of manufacturing is the same,
industrial consumption of services of each variety is the same. However, the less developed country’s quantity
demanded of more developed country’s service variety is less than half of that of the more developed country.
Hence the total world demand for the service variety - by households and manufacturing firms - produced in
the more developed country is less in the GFT equilibrium than in the CFT equilibrium. Therefore, the
service-sector production in the more developed country is less. The opposite holds for the less developed
country.

18See Appendix 5.C. From Lemma 5.1 we already know that the relative price of each service brand in
terms of manufactures rises.
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manufacturing, while the technological-progress effect tends to increase world production,

income elasticity of demand for manufacturing being less than one tends to shift production

away from this sector. The net effect is ambiguous. For similar reasons, the world household

consumption of manufacturing may increase or decrease, implying that the relative price of

manufacturing may move up or down. If pm is higher, then ps is also higher since the latter

in terms of manufacturing is greater in GFT than in CFT; but if pm is lower, ps in GFT

may be higher or lower.

In the GFT regime, the country-level services and manufacturing outputs are equal to

Qkrst =
Qwrst

2
=

2
π(1−β)

β [(1− α)λ1 + λ2]
L̄wt
2 −

αλ1δ

2
1−γ
γ

(λ1 + λ2)θ

Qkrmt =

2
π
β [λ1 + (1− β)λ2]

L̄wt
2 + βλ1δ

2
1−γ
γ −π

(λ1 + λ2)θ
+

2
π
β

α

(
L̄kt −

L̄w2
2

)
,

(5.20)

which are same as (5.A.13). Notice that

a. Because there is service output equalization across countries, the service output in

either country consists of the symmetry component only, whereas that of manufactures

has elements of both symmetry and comparative advantage.

b. Akin to trade in commodities only, the comparative-advantage component of manufac-

turing output is positive and negative respectively for the more developed and the less

developed country.

Comparing with the respective expressions at the CGT equilibrium given in (5.A.4), we

obtain Proposition 5.13, which delineates the effect on output and resource allocation within

each country (See Appendix 5.C).

Proposition 5.13 As countries move from CFT to GFT

(a) services production increases in the less developed country but may increase or decrease

in the more developed country,

(b) production of manufacturing may increase or decrease in either country, and,

(c) in the less developed country, employment shifts from manufacturing to the services

sector, while in the more developed country employment shift can happen in either direction.

Several forces at work explain Proposition 5.13.

(i) Trade in services serving as technical progress in both sectors has a positive symmetry
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effect on outputs of manufacturing and services in both countries. As income elasticity

of services exceeds one, the increase in real income shifts household demand away from

manufacturing to services. On this account, in both countries, there is a positive symmetry

effect on services output and a negative symmetry effect on manufacturing output. Thus,

compared to CFT, the overall symmetry effect is greater for services output and may be

greater or less for manufacturing output in both countries.

(ii) Furthermore, the comparative-advantage effect on services output was positive (resp.

negative) for the more (resp. less) developed country in the CFT regime and it is zero for

both countries in the GFT regime.

(iii) Finally, service trade serving as technical progress implies a higher magnitude of

comparative-advantage effect on manufacturing in GFT equilibrium - which is positive for

the more developed country and negative for the less developed country.

These forces together explain parts (a) and (b) of Proposition 5.13. Part (c) follows from

the ‘catch-up’ implication of free trade in services by the less developed country - as the

less developed country catches up with the more developed country in producing services,

the employment in the former’s service sector increases, despite that free trade in services

amounts to labor saving technological progress.

Leapfrogging

Moving back to Part (a) of Proposition 5.13, it is possible that the more developed country

produces more of services and yet the less developed country catches up. We may interpret

this leapfrogging by the less developed country. Indeed,

Proposition 5.14 If the difference in the level of development across countries is small

enough, compared to CFT equilibrium, both countries will produce more - and end up

producing the same amount – of services in the GFT equilibrium.

Proof: Suppose there is no difference in levels of development, i.e., the two countries are

symmetric. Comparing (5.20) with (5.17) yields that both countries will produce more of

services in GFT equilibrium. By continuity, the same must hold if the difference in the level

of development is small enough.

An Example of Leapfrogging
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We can quantify the increase in the output of services in terms of two initial conditions

and seven parameter parameters. Suppose that the shift from CFT to GFT regimes occurs

period 1 and let L̄h1 = 10 and L̄f1 = 9.5, i.e., at the time of regime shift, the difference in the

level of development between the two countries is 5%. Let δ = 1. No empirical estimates

of elasticities of substitution between domestic and foreign brands of services seem to be

available a this point of time. In the absence of a better alternative, we proxy them by

Armington elasticities with respect to manufactured goods. For fourteen advanced countries,

Saito (2004) provides estimates of elasticities of substitution between domestic and foreign

varieties of different manufactured goods in both consumption and production.19 They

range from 0.24 to 3.53. Our model, however, requires the Armington elasticity (in both

consumption and production) to exceed unity. We choose their values between 1.1 and 3.5

(see Table 5.1) and assume further that γ = η. The imputed values of γ and η range from

0.09 to 0.71.

The rest of the preference parameter values and those of technology are chosen by

following the methodology of Acemoglu and Guerrieri (2008) and applying to the period

1998-2011. That is, based on National Income and Product Accounts, let the parameters of

the two economies be deduced from data of the U.S. economy over 1998-2011. The average

labor shares over this period in value added of manufacturing and services goods give α = 0.6

and β = 0.5. The average sectoral output shares of GDP, 0.2 for manufacturing and 0.79

for services, are assumed to proxy the preference parameters λ1 and λ2, i.e., λ1 = 0.20 and

λ2 = 0.79.20

For each set of parameter values, we compute the output of services produced in home

and foreign countries in CFT and GFT regimes. In GFT equilibrium, service output is same

between the two countries. For each set of parameter values, output of services is higher in

the GFT equilibrium for both countries, implying leapfrogging by the foreign country.

We decompose the total changes in service output to those due to comparative advantage

and those due to elements of trade among similar countries. The latter is obtained by

asking what would be the changes in output if both countries were at the same level of

development, equal to the average, i.e., if L̄h = L̄f = 9.75. The remaining is interpreted as

19For instance, the average estimate of elasticity of substitution between domestic and foreign textiles in
consumption equals 1.22 and that between domestic and foreign paper products in production is equal to
1.37.

20These values of λ1 and λ2 imply that 1− λ1 − λ2 = 0.01, which accords with 1% share of agriculture in
U.S. real GDP in the noughties.
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the comparative advantage effect - negative for the home country and positive for the foreign

country since the latter has comparative advantage in producing services. We may however

observe that for either country the effect of elements of trade among similar countries is

dominant - as it must for leapfrogging to occur.

It is worth noting from Table 5.1 that as countries move from CFT to GFT,

1. the higher (or smaller) the elasticity of substitution, the greater (less) is the comparative-

advantage effect on change in the service output, relative to that of trade among similar

countries;

2. the increases in service output in either country are rather dramatic when the elasticity

of substitution is relatively close to unity; for instance, if the Armington elasticity is

1.1, the service output increases by 461% and 493% in the home country and in the

foreign country respectively.

The reason lies in that the higher the elasticity of substitution the less is the variety

effect, i.e., the effect of trade among similar countries.21 Hence the comparative advantage

effect is relatively large if the elasticity of substitution is high. Recall that the variety effect

induces a labor-saving technological progress effect as well as makes consumer services more

essential, and, thus, if the elasticity of substitution is relatively small (closer to one), the

variety effect on outputs will be large.

We now turn to growth/dynamic effects of trade in services.

5.4.4 Growth Effects

The household’s dynamic optimization leads to the same Euler equation, implying that Ckrmt

grows at the gross rate ρaL. As before, outputs can be expressed in terms of Ckrmt, which

lead to the respective growth functions. It is shown in Appendix 5.C that

QG
kr
st = ρaL +

(ρaL − 1)δ

2
1−γ
γ θQkrst

; QG
kr
mt = ρaL +

(ρaL − 1)(1− β)δ

2
1−γ
γ
−π
θQkrmt

. (5.21)

Comparing with (5.A.1), we see that there is a major difference with trade in commodities

only: unlike trade in commodities only, trade in services shifts the output growth functions.

More specifically,

21In the extreme case when home and foreign varieties are perfect substitutes, the variety effect must be
zero.
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Proposition 5.15 Free trade in services shifts down growth functions of service-sector and

manufacturing output.

Intuitively, at a given level of respective output, there is a higher output in the other

sector since the increase in variety of services due to trade in services acts as technological

progress. The increase in real income reduces the income elasticity of demand, lowering

the growth rate of the service sector, which, in turn, pulls down the growth rate of the

manufacturing sector.

However, the impact of free trade in services on sectoral growth rates in the initial period

is not clear from (5.21). But it is easy to check that for similar countries 2
1−γ
γ Qkrst > Qkost

and 2
1−γ
γ
−π
Qkrmt > Qkomt. Hence, growth rates fall initially, and,

Proposition 5.16 As the two similar economies transit from free trade in commodities to

free trade in both commodities and services, growth rates in both sectors in both countries fall

discretely, after which they decline monotonically along the new respective growth functions.

The preceding proposition is illustrated in Figure 5.5.

Time

Free Trade in Commodities Only

Grand Free Trade

0

Output Growth Functions
Services/Manufacturing

Figure 5.5: Growth Functions and Dynamics

Sectoral employments are proportional to sectoral outputs. Under the assumptions of
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identical technologies across countries, we get

Lkost = βQkost ; Lkrst =
β

2
π(1−β)

β

Qkrst

Lkomt = αQkomt; Lkrmt =
α

2
π
β

Qkrmt.

Fixed proportionalities implies that the employment growth rate is same as output growth

rate. A change in trade regime from CFT to GFT, lowers the output growth functions,

and hence the employment growth functions for both countries. Thus, the immediate

effect of services trade liberalization is a fall in sectoral employment growth rate. Over

time, LG
kr
st and LG

kr
mt monotonically decline along their respective growth functions. The

sectoral employment growth dynamics resembles Figure 5.5. The effect of services trade on

inter-sectoral growth gap is not clear – differences in sectoral output (and hence employment)

growth rates may widen or narrow.

5.5 A Quantitative Assessment of Gains from Trade

The competitive framework without any presence of frictions or imperfections imply that

more trade must be welfare-improving to each trading country compared to less trade. In

this section, we undertake simulations to quantitatively and comparatively assess welfare

gains from trade in commodities and those from trade in services as implied by our model.

There is a vast literature on the estimation of welfare gains (in terms of real GDP per

capita) from trade, of which most studies find these gains to be quite small. Although not

stated explicitly, the literature refers predominantly to trade in commodities. Estimates

from computational general equilibrium (CGE) models show welfare gains to be less than 1

per cent of GDP. For example, cross country studies Deardorff and Stern (1986) and Hertel

and Keeney (2006)22 find global welfare gains from removal of tariffs to be about 0.07% and

0.27% respectively. Harrison et al. (1997) find that removal of tariff and non tariff barriers

yields a global welfare gain of 0.2-0.7%. Kee et al. (2008) estimate the welfare gains from

removing the existing tariff regimes, as of 2003, to be in the range of 0 (for Singapore) to

3.05% of GDP (for Egypt), the median for welfare gains being 0.17% of real GDP. While,

22Hertel and Keeney (2006) use the more recent GTAP 6 dataset. They find that two-thirds of the welfare
gain is explained by free agricultural trade and that the gains vary by beneficiary region – highest for the
developing countries (0.44%) and lowest for the high-income countries (0.23%).
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Table 5.2: Parameter Values for Numerical Simulation

α β λ1 λ2 ρ aL δ Mh = Mf Sh = Sf E η = γ

0.6 0.5 0.2 0.79 0.98 1.05 1 1 1 100 0.9

like most in the literature the preceding work assumes that domestic and foreign varieties

are imperfect substitutes, a distinguishing feature of Kee et al. (2008) is that it directly

estimates the import demand elasticities of different products and uses these estimates to

calculate the standard (dead-weight) static welfare gains from the removal of the existing

tariff structure.

Apart from reduced-form methods used in aforementioned studies, welfare gains have

been calculated through structural estimation by directly estimating equations of a theoretical

model. In addition to elements of comparative advantage such models typically incorporate

sources of gains from trade like imperfect competition, heterogeneous firms and expansion

of varieties. Estimates of welfare gains in these models are somewhat higher than those

yielded by CGE models. For example, Arkolakis et al. (2012) and Melitz and Redding

(2013) - both based on US data - find welfare gains from trade to be a little over 1%. Eaton

and Kortum (2002) is an important exception and a landmark work in that it develops a

competitive (rather than non-competitive) general equilibrium, Ricardian, model of world

trade with many goods and countries. It presents estimates of welfare gains to due to change

in geographical costs and tariffs. If all countries have initially imposed 5% ad valorem

tariff on all imports (the average rate of tariff across manufacturing imports by OECD

countries), then elimination of all tariffs results in welfare gains in the range of 0.21 to

1.31% across the OECD countries while most countries gain about 1%. Using a variation of

the Eaton-Khortum model, Fernando and Lucas (2007) estimate welfare gains from tariff

elimination by the largest 60 economies from the existing levels and the gains range from

0.15% to 5.16% with the simple average of 1.12% and a weighted average of 0.5%.

For our model, we choose the preference and technology parameters as in the previous

numerical example, i.e., α = .6, β = .5, λ1 = 0.2, λ2 = 0.79, δ = 1, E = 100, Mh = Mf = 1,

Sh = Sf = 1. The discount factor is assumed to be ρ = 0.98 (Acemoglu and Guerrieri

(2008)). Given ρ, the value of aL is chosen such that ρaL matches the growth rate of the

U.S. manufacturing output per worker during the period 1998-2011, equal to 1.03% annually

(FRED Economic Data). For clarity, we present all parameter values in Table 5.2. Let
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period 1 be the initial period when both countries are in autarky with L̄h1 = 10, L̄f1 = 5. We

suppose that the countries switch from autarky to commodity free trade in period 5. At

this time period L̄h5 = 11.38 and L̄f5 = 5.75.

We tabulate, as the indicator of welfare, the real adjusted income per capita, as defined

in (5.1), in the two regimes at t = 5. Their difference measures the static, one-period gain

from commodity free trade.23 Table 5.3 reports the results. The fourth and the last column

show about 0.03% increase in welfare for the more developed (home) country and 0.07% for

the less developed (foreign) country. As expected, the less developed country benefits more

from trade in commodities than the more developed country.

Notice that in comparison to the existing literature, our (simulated) estimates are lower.

This can be attributed to three reasons. First, in our model the numeraire good sector,

which may be thought of as the agriculture, is assumed to be an endowment sector, and,

hence, unlike, for example, Kee et al. (2008), does not capture production gain from trade

liberalization in that sector. Second, in our model trade equilibrium is confined to the case

of incomplete specialization; it does not capture extra gains from trade associated with

complete specialization. Third, we assume that the domestic and foreign brands of traded

manufacturing goods are perfect substitutes, i.e., the elasticity of substitution between these

brands is infinity. Thus, compared to when the elasticity of substitution is finite, the effect

of a decrease or an increase in tariff is less incident on the imported variety, entailing less

welfare gain or loss.

The novelty of our analysis, however, lies in featuring trade in services along side

commodity trade. There are not many studies on welfare gains from liberalization of service

trade.

One main obstacle in quantifying gains from services trade liberalization has been the

difficulty in measuring barriers to services trade. Unlike goods, which must cross borders

and are subjected to custom duties and tariffs, services often involve direct transactions

between the customer and the producer. This fact complicates the measurement in services

as well as in their corresponding trade barriers (Konan and Maskus (2006)). Most empirical

studies on services trade use rudimentary data on service trade barriers, and hence it is

appropriate to state that the empirical literature on quantifying welfare gains from service

23In view of Proposition 5.1, the growth rate of each country’s welfare is equal to (ρaL)λ1+λ2 in all trade
regimes including autarky.
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trade liberalization is at a relatively nascent stage. This literature shares two attributes:

first, both consumer and business services are taken into consideration, and second, in most

studies the estimated gains from services trade liberalization are higher than those from

goods trade liberalization.

Francois (1999) provides the first cross-country estimates on barriers to services trade for

selected services like business, financial and construction. Hertel (2000) uses these estimates

to analyze the impact of post Uruguay round removal of services trade barriers on global

welfare using a GTAP model. He finds that gains from services trade liberalization are about

half of the gains from elimination of agricultural or manufacturing trade barriers. This

is however contrary to what is seen in other studies and is probably because he considers

services liberalization in selected service industries and omits services industries which had

high tariff barriers (like transport and communication, R&D, health). Robinson et al. (2002)

use a multi-country CGE model. The services trade protection data for the six services

sectors, namely, utilities, construction, trade and transport, private service, public service,

and housing, are obtained from Dee (1998). Welfare gains for the world economy as a whole

from a 50% cut of protection in the service sectors are estimated to be five times larger

than those from non-service sector trade liberalization (the former trade liberalization yields

welfare gains of 1.05% compared to 0.20% from latter).24

There are papers on country specific gains from service trade liberalization. Using a CGE

model, Chadha et al. (2003) estimate the annual gains for India from services liberalization

(of 33% cut in services tariff) to be around 1.6%, compared to 0.4% from goods liberalization.

Konan and Maskus (2006), who also use a CGE framework, compare goods versus services

liberalization for Tunisia, and, find that elimination of goods tariff increases welfare by 1.5%,

whereas services liberalization yields a welfare gain of 5.3%.25,26

Note that, consistent with the existing empirical literature, our model incorporates both

business and consumer services. In our baseline simulation exercise, we fix the Armington

24Robinson et al. (2002) also consider trade-induced technology transfer, and, accounting for such transfers,
find that the gains from services trade liberalization are about 2.99% and higher than gains from non-service
sector trade liberalization (0.27%).

25Among various channels of services liberalization, Konan and Maskus (2006) consider two: removal of
border barriers on tradable services and investment liberalization in services (i.e. allowing FDI in services).
The gains are higher from the second channel (4%) than the first channel (1.22%)

26In a working paper, Jouini and Rebei (2013) also analyze welfare gains from services liberalization in
Tunisia, based on a two-sector small open economy dynamic and stochastic general equilibrium model. Using
Bayesian techniques, the estimated gains from services trade (via investment liberalization) ranges from
1.12% to 5.22%.
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Table 5.4: Welfare Effects of GFT: With differences in initial levels of development only.
L̄h1 = 10, L̄f1 = 5

Time Home Foreign

Total
Welfare

Change (%)

Decomposition of
Welfare Change

Total
Welfare

Change (%)

Decomposition of
Welfare Change

Similar
Country
Effect

Comparative
Advantage

Effect

Similar
Country
Effect

Comparative
Advantage

Effect

15 14.54 97.86 2.14 13.67 104.15 -4.15
16 14.54 97.86 2.14 13.67 104.15 -4.15
17 14.54 97.86 2.14 13.67 104.15 -4.15
18 14.54 97.86 2.14 13.67 104.15 -4.15
19 14.54 97.86 2.14 13.67 104.15 -4.15
20 14.54 97.86 2.14 13.67 104.15 -4.15

elasticities of both business and consumer services at 6.2 (which implies η = γ = 0.8)27. The

two countries are same as described earlier in Table 5.2. It is supposed that they switch

from CFT to GFT regime in period 15. At t = 15, L̄h15 = 15.64 and L̄f15 = 8.08. Table

5.4 reports one-period (static) welfare change of these countries. Observe that as the two

countries move from CFT to GFT,

1. The gains from transition from CFT to GFT regime (about 14%) exceed those from

autarky to goods trade liberalization (0.03% for the manufacturing-exporting (home)

country and 0.07% for the manufacturing-importing (foreign) country). While this is

qualitatively similar to the empirical evidence, quantitative differences are huge: 14%

gains from service trade liberalization in our model, as compared to 3 to 5% in the

papers cited above. Such large welfare gains mainly stem from the increase in the

variety of services from one to two in both consumption and production, which would

be absent when one compares some (restricted) trade to free trade in services.

2. Service trade liberalization leads to higher welfare gains (14.54%) for the more developed

27In a review paper, McDaniel and Balistreri (2003) note that the Armington elasticities in manufacturing
range from 0.53 to 13. We choose the Armington elasticity of services to be the midpoint of this range.



134 CHAPTER 5. TRADE IN SERVICES

(home) country than those (13.67%) for the less developed (foreign) country. This is

unusual. Unlike in a standard comparative-advantage based model of trade, in our

model world economy relative prices and real wages move in the same direction and

with same magnitude for both trading countries; thus, the same real wage increase per

unit of effective labor bestows more real income gain and hence higher welfare gain to

the more human-capital-rich country.

3. Table 5.4 provides a decomposition of total gains from services trade to the variety

(similar-country) effect and the comparative advantage effect (differing levels of the

stock of human capital). We see that the variety effect ‘drives’ the gains from services

trade. It is because, as discussed in the beginning of Section 5.4.3, welfare gains accrue

to trading countries due to comparative advantage i.e. asymmetry, only in the presence

of variety effects which lead to changes in the terms of trade when countries move

from CFT to the GFT regime. Otherwise, without any variety effect, there are no

changes in terms of trade despite asymmetry and hence no welfare gains - or losses.

Sensitivity Analysis

How robust are our simulated welfare gains? Of eleven parameters which fully specify the

world economy (see Table 5.2), technology and preferences parameters (α, β, λ1 and λ2) are

obtained from actual data - which is a standard practice. The value of discount factor that

we have taken is also standard in the literature. The growth parameter, aL, is induced from

data. These parameters are not varied in our sensitivity analysis. Regarding the productivity

parameters, in GFT regime we had assumed them to be equal across the two countries

(i.e., Mh = Mf and Sh = Sf ). We find that under this scenario (of identical technologies),

welfare gains are not sensitive to variations in technology parameters. The same holds

for the endowment parameter E. The remaining parameters are δ, the non-homotheticity

parameter, and η = γ, the Armington elasticity. In our model these parameters ‘define’

service goods as opposed to commodities. Hence, sensitivity of welfare gains with respect to

these two parameters is of special interest.

We find that welfare gains (from both commodities and services free trade) are not

sensitive to the non-homothecity parameter (δ). As Tables 5.5 and 5.6 depict, a 20% variation

in δ from its bench-mark value of unity reduces welfare gains of trading countries from
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Table 5.5: Sensitivity Analysis: Autarky to CFT

Parameter (% Change)

Change in Welfare Gains from
Baseline Model (in percentage

points)30

Home Foreign

δ
+20% - 0.001 - 0.004

-20% 0.002 0.004

L̄h1
+20% 0.010 0.052

-20% - 0.014 - 0.041

commodities trade by negligible percentage points and those from services trade by 0.2 to

0.3 percentage points. However, welfare gains from free services trade are quite sensitive

to Armington elasticities.28 A 20% deviation in these elasticities leads a change in welfare

gains to the tune of 3-5 percentage points.

Besides some of the parameters of the model, we also checked the robustness of welfare

gains to initial conditions on the levels of human capital.29

Table 5.6: Sensitivity Analysis: CFT to GFT

Parameter (% Change)

Change in Welfare Gains from
Baseline Model (in percentage
points)31

Home Foreign

δ
+20% - 0.18 -0.32

-20% 0.20 0.33
1

1− η
=

1

1− γ
+20% -2.96 -2.79

-20% 5.01 4.61

L̄h1
+20% 0.17 0.00

-20% -0.23 -0.01

An increase in L̄h1 by 20% (which, at given L̄f1 , widens the developmental gap between the

two countries by 40%) implies almost double welfare gains (0.068% to 0.12%) from commodity

free trade for both countries. This reflects higher gains from greater comparative advantage.

28In their review paper, McDaniel and Balistreri (2003) also find that the values of Armington elasticities
have a significant effect on the magnitudes of welfare gains.

29We also found that variations in the dates of trade regime shifts have little impact on welfare gains.
30The baseline welfare gains from commodities trade were 0.030% for home country and 0.068% for foreign

country.
31The baseline welfare gains from services trade were 14.54% for home country and 13.67% for the foreign

country.
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However, welfare gains from services free trade are not sensitive to the developmental gap (i.e.

comparative advantage) - since, as discussed earlier, it is the variety effect, not asymmetry

in the level of development which effectuates terms of trade movements.

5.6 Concluding Remarks

This essay has formulated a competitive model of trade in services alongside trade in goods

or commodities. In contrast to goods, services are distinguished by the income elasticity of

household demand for them being greater than unity, and, across countries, services being

more differentiated than goods. Antecedents of both characteristics of services are contained

in the existing trade, development and growth literature. We consider consumer as well as

producer services, and, analyze static as well as dynamic effects of trade in commodities and

trade in services. Trade in services has become more pronounced in relatively recent years.

We thus consider the following sequence: starting from autarky the two countries in our

model first open trade in commodities (free trade in commodities only) and then open trade

in services (grand free trade). In all three regimes, the service sector output grows faster

than manufacturing, because the income elasticity of demand for services by households

exceeds unity.

In terms of static effects, trade in commodities are founded on comparative advantage,

while that in services contain elements of comparative advantage as well as those of trade

among similar countries. The larger or the more developed country possesses comparative

advantage in manufacturing and comparative disadvantage in services. In the absence

of trade in services, technological superiority in producing manufacturing is a source of

comparative advantage in manufacturing while, higher services productivity may serve as a

basis of comparative advantage in manufacturing. In case of identical technologies across

the two countries, trade in services features a service-output-equalization outcome: that

is, despite differences in sizes or the level of development, both economies will produce the

same amount of service output in equilibrium. It is because, individually, the world demand

functions for service brands across countries are identical. Our model predicts leapfrogging by

smaller or less developed economies in terms of producing services as service trade becomes

freer in the world economy. Our numerical analysis points to strong and robust welfare gains

from trade in services, compared to meager gains from commodities trade liberalization and

the large gains from trade in services stem mainly from larger variety effects which directly
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benefits household utility and also enhances productivity across production sectors.

Absent factors such as technological progress through R&D, learning by doing etc., long-

run growth in our model economy is unaffected by shifts in trade regime. Non-homotheticity

of preferences implies transitional growth however, which is influenced by trade-regime

changes. The growth rate of a sector is dependent on the level of output or employment

and we call this the ‘growth function.’ Furthermore, the growth rate is negatively related

to output or employment in that sector, and, in this sense there is ‘convergence.’ Trade

in commodities leads to movements along the growth functions, whereas trade in services

implies both a shift and a movement along a functions. The shift occurs since trade in

services leads to (one-time) productivity increase in both manufacturing and services sectors.

Although the literature on trade in services is burgeoning, most of it is empirical. The

current essay is an initial attempt to formulate a theoretical framework which allows for and

distinguishes between trade in commodities and trade in services. Among the four modes

of service provision across countries, the essay deals with Mode 1 - cross-border trade in

services, which is ‘disembodied.’ Although this form of service trade has grown rapidly over

the decades, so have service trade in other modes, notably mode 3: through commercial

presence; see, Francois et al. (2009). Since service trade via mode 3 is associated with FDI

in service, FDI must be an integral part in developing a more representative model of trade

in services.
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Appendix 5.A

This refers to Autarky. The input-coefficient expressions are:

akalm =
α(pks/w

k)1−α

Mk
=

α

(MkSk
1−α

)1/θ
; akasm =

(1− α)(wk/pks)
α

Mk
=

1− α
φk

akals =
β(pkm/w

k)1−β

Sk
=

β

Mk(1−β)/θ
Sk

1/θ
; akams =

(1− β)(wk/pkm)β

Sk
= (1− β)φk,

where φ is defined in (5.3).

Appendix 5.B

This refers to Free Trade in Commodities Only.

Proof of Proposition 5.5

Eqs. (5.16) yield that (i) Chmt is decreasing, (ii) Qhmt is increasing and (iii) pomtC
h
mt is

increasing in pomt; (iii) implies that Chdt increases with pomt.

Consider the manufacturing-exporting country, say h. It is already shown that in CFT

equilibrium Chodt > E, while E equals the amount consumed of good D in autarky. That is, as

free trade in commodities opens up, the manufacturing-exporting country’s consumption of

good D increases. Since Chdt increases with pomt, it follows that the manufacturing-exporting

country sees an increase in pmt as the economies move from autarky to CFT. In view of (i)

and (ii), it experiences a decrease in Chmt and an increase in Qhmt. An increase in pmt implies

an increase in pst. As Qhmt increases, Qhst must fall, so that full employment ensured, and,

use of services as input to manufacturing must increase. In the light of (5.15b), Chst falls as

Chmt decreases.

Proof of Proposition 5.6

In view of (5.15c) and (5.15d)

λ1

1− λ1 − λ2
· 2E∑

k C
ko
mt

= pomt.

Substituting the above into the first equation in (5.16) and eliminating E, defining µk =
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∑
k

Ckomt/(2C
ko
mt) and utilizing (5.4b) give rise to

Qkost =
[(1− α)λ1 + λ2 + (1− α)(1− λ1 − λ2)(1− µk)]Ckomt − λ1δφ

k

λ1θφk

Qkomt =
[λ1 + (1− β)λ2 + (1− λ1 − λ2)(1− µk)]Ckomt − (1− β)λ1δφ

k

λ1θ
.

These expressions imply

QG
ko
st = ρaL +

(ρaL − 1)δ

θQkost
= QG

a
s(Q

ko
st ); QG

ko
mt = ρaL +

(ρaL − 1)(1− β)δ

θQkomt
≡ QG

a
m(Qkomt),

(5.A.1)

which are same as (5.11) and (5.12).

Proof of No Overtaking of the Level of Development in Case of Identical Technologies

Normalizing Mk = Sk = 1, from the output expressions,

L̄k0 = akalmQ
ho
m0 + akals Q

ho
s0 = αQhom0 + βQhos0

=
[1− (1− λ1 − λ2)µk]Ckom0 − λ1δ

λ1

⇒ L̄h0

L̄f0
=

[1− (1− λ1 − λ2)µh]Chom0 − λ1δ

[1− (1− λ1 − λ2)µf ]Cfom0 − λ1δ

If L̄h0 > L̄f0 , then

[1− (1− λ1 − λ2)µh]Chom0 > [1− (1− λ1 − λ2)µf ]Cfom0

⇒ [1− (1− λ1 − λ2)µh]Chom1 > [1− (1− λ1 − λ2)µf ]Cfom1 since Ckom1 = ρaLC
ko
m0

⇒ L̄h1

L̄f1
> 1.

By repetition, L̄ht > L̄ft for all t.

Proof of Proposition 5.8

For simplicity, let Mk = Sk = 1. Thus

φk = 1;
pkamt
pkast

= 1; akalm = α; akasm = 1− α; akals = β; akams = 1− β.
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We eliminate Ckost , Ckomt and Ckodt from eqs.(5.15c)-(5.15e) and obtain

−(1− α)(1− βλ2)

λ2
·Qkomt +

1− βλ2

λ2
·Qkost =

E

pomt
− (1− λ2)δ

λ2
. (5.A.2)

Eqs. (5.A.2) and (5.15a) imply

∂Qkost
∂L̄kt

> 0;
∂Qkomt
∂L̄kt

> 0.

Hence the country having a higher endowment of L̄kt will produce more of both goods.

Closed Form Solutions When Technologies are Identical Across Countries

Using the same normalizations for notational simplicity and summing up over two countries

the equations representing static CFT equilibrium, we obtain

αQwomt + βQwost = L̄wt

(1− α)Qwomt + Cwost = Qwost

Cwomt + (1− β)Qwost = Qwomt

Qwost + 2δ =
λ2

λ1
Cwomt ,

where the superscript w denote the world level. These equations explicitly solve world-level

production and consumption of manufacturing and services. In particular

Qwost =
[(1− α)λ1 + λ2]L̄wt − 2λ1αδ

(λ1 + λ2)θ

Qwomt =
[λ1 + (1− β)λ2]L̄wt + 2λ1βδ

(λ1 + λ2)θ

Cwomt =
λ1(L̄wt + 2δ)

λ1 + λ2

pomt = post =
λ1 + λ2

1− λ1 − λ2
· E

L̄wt /2 + δ
.

(5.A.3)

Production and consumption of manufactures and services can then be solved from

(5.15a), (5.15b), (5.15e) and (5.15f). We have the following expressions for equilibrium
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outputs:

Qkost =
[(1− α)λ1 + λ2]

L̄wt
2 − αλ1δ

(λ1 + λ2)θ
+

1− α(1− λ2)

θ

(
L̄kt −

L̄wt
2

)
Qkomt =

[λ1 + (1− β)λ2]
L̄wt
2 + βλ1δ

(λ1 + λ2)θ
+

1− βλ2

θ

(
L̄kt −

L̄wt
2

)
.

(5.A.4)

Appendix 5.C

This section refers to Grand Free Trade.

Input Coefficient Expressions

Using (5.18),

akrlm =
α

Mk

(
Pms
wk

)1−α
=

α

ν1−α
1 Mk

1
α

; akrsm =
1− α
Mk

(
wk

Pms

)α
= (1− α)να1

akrls =
β

Sk

(
prm
wk

)1−β
=

β

ν
(1−α)(1−β)
1 Mk

1−β
α Sk

; akrms =
1− β
Sk

(
wk

prm

)β
= (1− β)ν

(1−α)β
1

Mk
β
α

Sk
.

akrlmQ
kr
mt + akrls Q

kr
st = L̄kt (5.A.5a)

Zkrst + δ =
prmt
P cst
· λ2

λ1
· Ckrmt (5.A.5b)

λ1

1− λ1 − λ2

Ckrdt
Ckrmt

= prmt (5.A.5c)∑
k

Ckrdt = 2E (5.A.5d)

(
phst
P cst

)− 1
1−γ ∑

k

Zkrst +

(
phst
Pmst

)− 1
1−η ∑

k

akrsmQ
kr
mt = Qhrst (5.A.5e)

(
pfst
P cst

)− 1
1−γ ∑

k

Zkrst +

(
pfst
Pmst

)− 1
1−η ∑

k

akrsmQ
kr
mt = Qfrst (5.A.5f)

Ckrmt +
P cst
prmt

Zkrst +
Ckrdt
prmt

= αQkrmt +
βpkst
prmt

Qkrst +
E

prmt
, (5.A.5g)

where k = h, f .
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Derivation of System (5.19a)-(5.19g)

We have

P cst
prmt

= ν
(1−α)β
1 ν2;

Pmst
prmt

=
1

να1
;
pkst
prmt

= φk
θ
α ν

(1−α)β
1 ;

pkst
P cst

=
φk

θ
α

ν2
;
pkst
Pmst

= φk
θ
α νθ1 . (5.A.6)

Using (5.A.6) and the expressions of input coefficients above, the system (5.A.5a)-(5.A.5g)

can be expressed as

αQkmt

ν1−α
1 Mk

1−α
α

+
βQkst

ν
(1−α)(1−β)
1 Mk

1−β
α

= L̄kt

λ1

1− λ1 − λ2

Ckdt
Ckmt

= prmt

Zkst + δ =
1

ν
(1−α)β
1 ν2

· λ2

λ1
Ckmt

Chdt + Cfdt = 2E(
ν2

φh
θ
α

) 1
1−γ ∑

k

Zkst +
(1− α)να1(
φh

θ
α νθ1

) 1
1−η

∑
k

Mkβ/αQkmt = Qhst

(
ν2

φf
θ
α

) 1
1−γ ∑

k

Zkst +
(1− α)να1(
φf

θ
α νθ1

) 1
1−η

∑
k

Mkβ/αQkmt = Qfst

Ckmt + ν
(1−α)β
1 ν2Z

k
st +

Ckdt
prmt

= αQkmt + βφk
θ
α ν

(1−α)β
1 Qkst +

E

prmt
,

(5.A.7)

where k = h, f .

Under our assumption of identical technologies across countries, we take

Mk = Sk = 1

⇒ φk = 1; ν1 = 2
1−η
ηθ ; ν2 =

1

2
1−γ
γ

akrlm = 2
− (1−η)(1−α)

ηθ α, akrsm = 2
α(1−η)
ηθ (1− α)

akrls =
β

2
(1−η)(1−α)(1−β)

ηθ

, akrms = (1− β)2
(1−η)(1−α)β

ηθ .

(5.A.8)

Using (5.A.8), the system (5.A.7) reduces to equations (5.19a) through (5.19g).
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Proof of Proposition 5.11

Suppose country h is more developed when GFT occurs at time τ , i.e., L̄hτ > L̄fτ . Turn

to the expressions for Qkrst and Qkrmt as given in (5.A.17) and (5.A.18). Using these, the

full-employment equation (5.19a) implies

L̄kt = AhCkrmt + BC
wr
mt

2
− C, (5.A.9)

where

Ak ≡ θ − {(1− α)β + α[1− λ1 − (1− β)λ2]}µk

2
π
β λ1θ

B ≡ β[(1− α)λ1 + λ2]

2
π
β λ1θ

; C ≡ δ

2
1−γ
γ

+
π(1−β)

β

.

Hence

L̄hτ > L̄fτ

⇒AhChrmτ + BC
wr
mτ

2
> AfCfrmτ + BC

wr
mτ

2

⇒AhρaLChrmτ + BρaL
Cwrmτ

2
− C > AfρaLCfrmτ + BρaL

Cwrmτ
2
− C

⇒AhChrmτ+1 + B
Cwrmτ+1

2
− C > AfCfrmτ+1 + B

Cwrmτ+1

2
− C, since Ckrmt grows at the rate ρaL

⇒L̄hτ+1 > L̄fτ+1

Thus, if country h is more developed than country f when GFT occurs it remains more

developed for all time periods afterwords.

Let country h be the more developed country. Since both countries produce the same

amount of services, country h must be producing a higher amount of manufacturing, i.e.,

Qhrmt > Qfrmt.

We express eq. (5.19g) as

1

λ1
Ckrmt −

δ

2
1−γ
γ
−π

= αQkrmt + 2πβQkrst +
E

prmt
(5.A.10)

⇒ Qkrmt − Ckrmt =

(
1

λ1α
− 1

)
Ckrmt −

δ

2
1−γ
γ
−π
α
− 2πβ

α
Qkrst −

E

αprmt
. (5.A.11)
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From (5.A.10), since Qhrmt > Qfrmt and Qhrst = Qfrst , we have Chrmt > Cfrmt. In turn, in the

light of (5.A.5b), Chrmt > Cfrmt implies Zhst > Zfst. The last two inequalities together with

Qhrst = Qfrst imply that the service trade balance of country h is less than that of country

f and hence negative. In view of (5.A.11), Qhrmt − Chrmt > Qfrmt − C
fr
mt, as Chrmt > Cfrmt and

Qhrst = Qfrst . Hence, Qhrmt−Chrmt− 2π(1−β)Qhrst > Qfrmt−C
fr
mt− 2π(1−β)Qfrst , that is, country

h will have a positive manufacturing trade balance.

Closed-Form Solutions of the System (5.19a)-(5.19g)

Aggregating the equations over the two countries, world-level quantities and relative price of

manufacturing in terms of the numeraire good can be solved: Particularly,

Qwrst =

2
π(1−β)

β [(1− α)λ1 + λ2]L̄wt − 2αλ1δ

2
1−γ
γ

(λ1 + λ2)θ

Qwrmt =

2
π
β [λ1 + (1− β)λ2]L̄wt + 2βλ1δ

2
1−γ
γ −π

(λ1 + λ2)θ

Cwrmt =
λ1

λ1 + λ2

(
2
π
β L̄wt +

2δ

2
1−γ
γ
−π

)

prmt =
λ1

1− λ1 − λ2
· 2E

Cwrmt
=

λ1 + λ2

1− λ1 − λ2
· E

2
π
β · L̄

w
t
2 + δ

2
1−γ
γ −π

prst =
λ1

1− λ1 − λ2
· 2E

Cwrmt
=

λ1 + λ2

1− λ1 − λ2
· E

2
π
β
−π · L̄

w
t
2 + δ

2
1−γ
γ

.

(5.A.12)

For respective countries

Qkrst =
Qwrst

2
=

2
π(1−β)

β [(1− α)λ1 + λ2]
L̄wt
2 −

αλ1δ

2
1−γ
γ

(λ1 + λ2)θ

Qkrmt =

2
π
β [λ1 + (1− β)λ2]

L̄wt
2 + βλ1δ

2
1−γ
γ −π

(λ1 + λ2)θ
+

2
π
β

α

(
L̄kt −

L̄w2
2

)
.

(5.A.13)
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Proof of Proposition 5.12

Solution expressions for world-level output and price of manufacturing in CFT and GFT

regimes are given in (5.A.3) and (5.A.12). On subtraction,

Qwrst −Qwost =

[
2
π(1−β)

β − 1

]
[(1− α)λ1 + λ2]L̄wt +

(
1− 1

2
1−γ
γ

)
2αλ1δ

(λ1 + λ2)θ
> 0

Qwrmt −Qwomt =

(
2
π
β − 1

)
[λ1 + (1− β)λ2]L̄wt −

(
1− 1

2
1−γ
γ −π

)
2βλ1δ

(λ1 + λ2)θ
R 0

pwrmt − pwomt =
(λ1 + λ2)E

1− λ1 − λ2
·

 1

2
π
β · L̄

w
t
2 + δ

2
1−γ
γ −π

− 1
L̄wt
2 + δ

 R 0

pwrmt − pwomt =
(λ1 + λ2)E

1− λ1 − λ2
·

 1

2
π
β
−π · L̄

w
t
2 + δ

2
1−γ
γ

− 1
L̄wt
2 + δ

 R 0

(5.A.14)

Proof of Proposition 5.13

Subtracting (5.A.4) from (5.A.13)

Qkrst −Qkost =

[
2
π(1−β)

β − 1

]
[(1− α)λ1 + λ2]

L̄wt
2 +

(
1− 1

2
1−γ
γ

)
αλ1δ

(λ1 + λ2)θ

− 1− α(1− λ2)

θ

(
L̄kt −

L̄wt
2

)

Qkrmt −Qkomt =

(
2
π
β − 1

)
[λ1 + (1− β)λ2]

L̄wt
2 −

(
1− 1

2
1−γ
γ −π

)
βλ1δ

(λ1 + λ2)θ
+

2
π
β

α

(
L̄kt −

L̄w2
2

)
.

(5.A.15)

We have L̄kt ≷ L̄wt /2 as country k is more or less developed. From the above expressions,

Qkrst > Qkost if L̄kt < L̄wt /2 and Qkrst ≷ Qkost if L̄kt > L̄wt /2, and, Qkrmt and Qkomt cannot be

compared irrespective of whether L̄kt ≷ L̄wt /2.
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From output expressions,

α

2
π
β

Qkrmt − αQkomt =
β − αβ(1− λ2)

θ

(
L̄kt −

L̄wt
2

)
−
αβλ1δ

(
1− 1

2
1−γ
γ −π

)
(λ1 + λ2)θ

< 0 if L̄kt <
L̄wt
2
.

(5.A.16)

Derivation of Growth Functions Given in (5.21)

From the expressions of Cwrmt in (5.A.12) and Qkrst in (5.A.13),

Qkrst =
[(1− α)λ1 + λ2]Cwrmt/2

2πλ1θ
− δ

2
1−γ
γ θ

. (5.A.17)

Substituting the above expression into (5.A.5g) and making substitutions based on (5.A.5b)-

(5.A.5d),

Qkrmt =
θ − {(1− α)β + α[1− λ1 − (1− β)λ2]}µk

αλ1θ
· Ckrmt −

(1− β)δ

2
1−γ
γ
−π
θ
. (5.A.18)

Using the fact that Ckrmt grows at the constant rate ρaL, the above expressions of Qkrst and

Qkrmt lead to their growth rate expressions.



6 The Finale

This thesis has developed three essays on non-balanced sectoral growth, particularly in

relation to the services sector. To briefly summarize, the first essay (Chapter 3) develops

the hypothesis that the higher growth of the services sector in terms of both output and

employment vis-a-vis manufacturing stems from relatively higher returns to scale in the

services sector and greater presence of employment frictions in manufacturing compared to

the services sector. Both assumptions are empirically motivated and the essay provides a

supply side explanation for the services sector outpacing the manufacturing sector. These

assumptions also imply that within the services sector the business service sub-sector grows

faster than the consumer service sub-sector.

The second essay (Chapter 4) offers a different explanation for non-balanced growth,

namely, differences in the intensity of land use in production across services, manufacturing

and agriculture sectors. Critical is the assumption that the services sector is least intensive

in the use of land, while manufacturing is more intensive and agriculture is the most

intensive in the use of land. All else the same, it implies that the services sector would

grow faster than manufacturing and the latter would grow faster than agriculture. The

model also incorporates exogenous TFP and labor growth, capital accumulation as well

as differences in capital intensity across sectors. A major contribution of this essay is to

formulate a decomposition of sectoral growth rate differences into TFP growth differences,

capital intensity differences as well as land intensity differences across sectors. We show that

in long run the contribution of capital intensity differences on output growth gaps is much

higher than the contribution of other two factors. However, in short run, the land intensity

differentials have the largest explanatory power. This is because the more available factor of

production (land in short run and capital in long run) has a larger scope for change and

hence has a larger contribution towards sectoral output growth differences.

147
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The third essay (Chapter 5) develops a dynamic, two-country model of international trade,

which distinguishes between trade in services and trade in commodities. It characterizes

and compares between the following regimes in sequence, no trade (autarky), free trade

in commodities only and finally free trade in commodities and services. In terms of

static effects, trade in commodities are founded on comparative advantage, while that in

services contain elements of comparative advantage as well as those of trade among similar

countries. The larger or the more developed country possesses comparative advantage in

manufacturing and comparative disadvantage in services. In the absence of trade in services,

technological superiority in producing manufacturing is a source of comparative advantage

in manufacturing while, higher services productivity may serve as a basis of comparative

advantage in manufacturing. In case of identical technologies across the two countries, trade

in services features a service-output-equalization outcome: that is, despite differences in sizes

or the level of development, both economies will produce the same amount of service output

in equilibrium. Our numerical analysis points to strong and robust welfare gains from trade

in services, compared to meager gains from commodities trade liberalization and the large

gains from trade in services stem mainly from larger variety effects which directly benefits

household utility and also enhances productivity across production sectors. Absent factors

such as technological progress through R&D, learning by doing etc., long-run growth in our

model economy is unaffected by shifts in trade regime. Non-homotheticity of preferences

implies transitional growth however, which is influenced by trade-regime changes. Trade

in commodities leads to movements along the growth functions, whereas trade in services

implies both a shift and a movement along a functions. The shift occurs since trade in

services leads to (one-time) productivity increase in both manufacturing and services sectors.

This thesis concludes by suggesting a couple of avenues for future research towards a

richer understanding of services driven growth of an economy.

6.1 Information Technology in Services

In a cross country study, Eichengreen and Gupta (2012) find that demand for services has

grown in two waves with income per capita. The second wave of the burgeoning share of

the services sector in an aggregate economy has been attributed to IT infrastructure and to

increased use of computer capital. A theoretical model incorporating this relationship would

lay out the micro (firm level) as well as macro (market or country level) structures which
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have propelled the growth of services sector. While both computer capital and standard

capital are derived from machines, the former helps in network formation between its users

while the latter does not. The more firms or consumers use computer capital, it increases

the productivity of computer capital in production of goods. This is because computer

capital promotes exchange of ideas and information and thus has spillover effects. In this

computer era, the IT capital is equally, or perhaps more, important than traditional capital

and hence there is an urgent need to understand this IT-driven growth. One way to model

this is through a production function of the kind

Qjt = F ((1 + C−jt)Cjt,Kjt, Ljt)

where j denotes an industry, Q denotes output, C is computer capital, K is capital and L is

labor. The productivity of computer capital is increasing in the computer capital used by the

other sectors, C−jt. This captures the productivity gains from networking that come from

use of computer capital and not from capital or labor. In a multi-sector growth framework,

where one sector (say services) uses computer capital more intensively than the other sector,

this may explain the higher growth of the more computer capital intensive sector. As the

computer capital of the economy grows, it would propel the growth of the more computer

capital intensive sector. This may also explain the higher number of firm start-ups and the

greater innovation activity in the services sector.

Another way to model IT use in production is to directly capture computer capital

use in R&D sector for innovation which may lower the start-up costs of a firm. This may

potentially generate higher growth of the more computer capital intensive sector viz-a-viz

the other sector.

6.2 Services in Public Policy

There is an ongoing debate regarding the role of services as engines of growth in developing

Asia and Africa. Several economists believe that development of the services sector would

promote growth in Asia (Park and Noland (2013)). In Africa, agricultural development is

needed to eradicate hunger and poverty but it also requires financial, telecommunication,

health and education services for growth of the economies. The question is whether an

economy can develop on the basis of a growing tertiary sector? And even if services sector is
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the engine for an under-developed country’s growth, is such a growth desirable? One can

think of modelling a two-sector (manufacturing and services) economy along with government.

Services may be business services or consumer services. The sectoral production functions

are

Qit = AitF (Kit, Lit), i = {m, s}

where i denotes sector, Q is output, A is TFP, F is production function in two inputs capital

(K) and labor (L) and the two sectors are manufacturing (m) and services (s). Sector m

also produces capital. The government taxes the representative agent and builds sector

specific infrastructure, which affects the productivity growth of the sector.

Ait+1

Ait
= H(Git)

where G is government spending. Intuitively it means that suppose government invests in

telecommunications infrastructure, this would enable faster increase in the productivity of

the services sectors. Government spending on a sector may negatively affect that sector’s

capital and labor allocations. If preferences are homothetic, then in this economy the

sector with more government investment would be the leading sector. However it is not

clear which sector would constitute a larger share in government spending. Further if

the sectoral productivities were different, i.e. Am(Git) and As(Git) were no longer same,

how would it affect the sectoral growth and hence the economy’s growth? Analyzing this

model will yield under what conditions should the government invest in services-specific or

manufacturing-specific infrastructure. The role of government in promoting sectoral growth

is an interesting topic for future research.
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