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1. Introduction

Determining camera location from image to space point

correspondences (i.e., 2-D and 3-D correspondences) 1is a very'

basic problem in image analysis and cartography. It can be
applied to aircraft location, robot calibration and so on.
Roughly, this problem can be considered as estimétimg the
three dimensional location from which an Iimage was taken by a
set of recognized landmark appearing 1n the image. The camera

location determination problem is formally defined as

Vo

follows: "Given a set of m control points, whose three
dimensional co—-ordinates are known in some co-ordinate frame,

and given an image in which some subseet of m control points

is visible, determine the location (relative to the co-
ordinate system of the control points) from which the image
was obtained". In solving this problem, we shall assume that
the focal length of the camera is known and the 2-D to 3-D
line or points correspondences are given.

. Here, we are not finding the absolute location of the
camera, rather the location of one camera relative to an

another camera, i.e. the relative orientation of two cameras.

This report is organized as follows. A brief description

of perspective projection, camera model and stereo imaging is

sited in section 2. Camera - calibration is defined 1in the
section 3. Section 4 presents formal description of the
problem and section 5 describes the algorithm used here.

Section 6 will give some experimental results.
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2. Prerequsites

1 2.3. Paraﬁectiia tranafornatibn
Perspective transformation projects 3D-points onto a
plane. We define a camera co-ordinate system (X,y,z) as
having the image plane parallel to the x-¥y plane , the
optical axis along z-axis.lThus the centre of the image plane
is at the coFordinate (0,0,f) and the centre of the lens is
at the origin, £ being the focal length uf the lens. Assume
that the camera co-ordinate system (X,Y,Z) is aligned with
' the world co-ordinate system (X,Y,Z2).
Let (X,Y,Z) be the world co-ordinate of any point in 3-D
scene . We wish to obtain the image co-ordinate (x',y’ ) of
the projection of the point (X,Y,2) onto the image plane. By

simple mathematical deduction we get,
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The homogeneous co-ordinates of a point with cartesian co-
ordinate (X,Y,Z%) are defined as (kX,kY,kZ,k), where k is an

arbitrary non-zero constant. Clearly, conversion of

homogeneous co-ordinates back to cartesian co-ordinates is
acomplished by dividing the first three homogeneous CO-

ordinates by the forth. Then we can obtain the perspéctive

tranformation matrix :



1 0 0 o
0 1 0 o
P = 0 0 1 o
0 0 1/f 0

\ /

2.2 Camera model

To 1get the 1image co-ordinate of a point in perspective
transformation we assumed that the camera and the world co-
ordinate systems are coincident. Now we consider a more
general situation in which the two co-ordinate systems are

allowed to be separate.

IL.et the co-ordinate of the centre of prajectian (i.e.,
lens) 1is (XO,YO,ZOJ. Pan,the angle between x and X axis is a
and tilt, the angle between z and % axis is B .

Aftér a translation and rotation with respect to x and =z
axis we can aligned the camera co-ordinates with the world
co—-ordinates. So the image co-ordinates p(x’,y’) can be
obFained by

¢ = P.Rg.R,.G.W .... (%)
where P = projection tr:':mhsf ormation matrix ;
R 'Rg = fotation matrices;

a

G = translation matrix;

W = homogeneous world point (X,Y,Z,1}, taking k = 1;
¢ = homogeneous co-ordinate of the image point.
Writing explicitly,

X’ = £[(X-X,)cosa + (Y-Yg)sina]/z’ .......(1)



y’ = £[~(X-Xy)sinacos8B + (YfYO)cosacosB-f

) /

(2-Z3)sinBl/z’ ;...cc....(2)

N
w
I

—-(X-Xp)sinasinB + (Y-Y,)cosasinB -(Z-Z,)cosB

2.3 Btereo ilagiﬁg

The mapping of a 3-D scene onto a image plane is a many-
to-one transformation. Thatmis,.an image point does not
uniquely determine the location of a corresponding warlfl
point. The missing depth information can be obtained by usiﬂé
stereoscopic imaging technique. Stereo imaging involves
obiaining;two separate imageiviews of an objeci ofninterest.
The objective is to find the co-ordinate (X,Y,2Z) of a point P
given its image points (x73,¥’¢) and (x’',,y’,)-

The transformation between two camera stations can be
treated as a rigid body motion and can thus be decomposed
into a rotation and a translation. If ry = (xl,yl,zl) is tﬁé
position of point P measured in the left camera co-ordinate
system and r,. = (X.,Y,,2,) is the position of the same point
measured in the right camera co-ordinate system, then

Xy = R.rl + Xy
where R 1is a 3x3 orthonormal matrix representing the rotatidn
and L o is the offset vector cﬁrresponding to the translation.

Once R and r, are known, we can compute the position of a

point with known left and right image co-ordinates. If

(x’7,Y"7) and (x',.,Y’,) are these co-ordinates, then



| Y"1 Y'r
(F21 77+ T22 7 F 23 )2y + Y24 = 7 Zpv
X"y Y’

We can use any two of these _equafions to solve for zy and

z, and then we can compute the 3-D co-ordinate by

xfl yfl

n = (X9,¥1,21) = (_;_r _;_r 1)z,
| xl’ _Yl'
r r

rr = (xrlyl-rzr) = ("_f-_r -"f_-l' l)zr'

3. Camera calibration

In eqution (1) and (2) we obtained explicit equations for
the image co-ordinates (x’,y’) of a world point w(X,Y,Z).
Implementation of these equations requires knowledge of
camera offsets and the angle of pan and tilt. Whj.ie these
parameters can be ineasured directly, it 1is often more
convenient to determine one or more of these parameters by
using the camera itself as a measuring device. This requires
a set of imﬁge points whose world co-ordinates are known and
the computational procedure used to obtain the camera
parameters using these known' points is often referred to aé
camera calibration.

With reference to the equation c = P.Rg.R,.G.W ....(3.1)



let A = P.Ra.R_.G. The elements of A contains all the camera

parameters and from the equation (3.1l) we have

/ \ / \ [/ \
C1 411 312 A33 A4 £
Cy | = | @21 322 a3 3y, Y
C3 a31 a3 33 A34 Z
c Ayq Ay Ay A 1
4 41 “42 43 T44
\ / \ R A W |
So the cartesian co-ordinate of the image point (x’,y’) is
given by ’
's- c
1
XI= ——- and y’= -Ee.
C, | _ C,

Writing explicitly,

-

These two equations consists of 12 unknowns, so the

b

camera calibration procedure then consists of:

1. Obtaining more than 6 world points with known co-

ordinates (X;, Y;, Zi){_ii=1,2..6.

2. Corresponding iﬁége_points (x7:,Y"3)-

3. Using this points solve the above equations for the
unknowns aij's.

In practice, more than 6 points are taken and solution is

achieved by least square estimation.

‘However, as suggested in section 2.3, to compute depth by

stereo imaging we need rotation and translation parameters

between two camera (left and right) co-ordinate systems.' We

. 1\. [ r . F

0
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call the procedure for computing these relative parameters as
relative calibration. There are two different ways of

relative calibration as given below.

3.1 Relative calibration using camera co-ordinates
a. Here we assume that the actual three dimensional co-

ordinates ry = (Xy,Y1,27) and ro. = (X.,Yyr2,) with respect to

r

the left and right camera co-ordinate systems respectively,

A} ’ o,

are known. We can expand the relation r_ = R.r, + ry to

ry1*x) + ry5*yy + ry3%z; + r;, =X,

f

Yoq1*Xy + Too*yy + Xrpj%*z; + ry, Yr

r31*x) + r35*y; + raj%*zy + r3, Zy

where [rij], i,3 =1,2,3, are the elements of rotation matrix
R and ry,, r,, and r,, are the offset r,. Given a set of cor-
respondiné'world points (X1, Y7, 2z3) and (x., Y., Z,) We have

to determine the coefficients rij's. Here we can incorporate

the six constraints of orthonormality ie.

"n.

R.RT = TI.

b. In above case we assumed that the 3-D co-ordinates with
respect to left and right camera co-ordinate system are
known, but actually we do not know the points ry = (xy, yi,

zl)T and r = (x I themselves, only their

r Z

rr le | r)

projections in the image. Given the focal length of the

cameras we can determine the ratios of x and y to z using

X'1/f = x]_'/zi and y’y/f = y;/z; and similerly for x’.. and

r

Y’y We can regard z; and 2z, as additional unknowns. Each

r



pair of corresponding points now provide only one
co}lstrainfs, not three. Unfortunately the equai:iuné ‘are non-
linear in nature and this makes them harder to solve and will
give multiple solutions. For a given point pair (x'y, ¥';)

and (X'r, y’,) we have

| i v/
r
ry *xf) + Typ*y’y t It Ty, *oom = X0 T

| Z 2
| ] |

. f A
Yori®X Ty F Lokl + Toadf + Ty, * — =Yy % -z

21°% 1 22" ] 23 24 Y r

| p A Z
1 ] |
o Z,

ra;*X’; + T3p*y’y + raa*f +rgy * - = L% =
| Z] Z3

There are 3 equations in forteen unknowns Y,;4.-T34s, 2]
and z,. Each additional point pair provides three more

equations but alsb introduce two more unknowns. .

Now we can use the fact that the rutation_ matrix R=[:r:ij]
chould be orthonormal. This introduces six additional cons-
traints. Given n points pairs, ﬁe have (12 + 2n) unknowns and

7 + 3n constraints. A solution is thus possible if we have

five points pairs, provided that the equations are

independent.

4. Problem definition - | . -
Our problem is to find the relative orientation of the

two camera co-ordinate system. We could do this after

calibrating the cameras according to the procedure described



above. But here we are not using this procedure for two
reasons.

l. Since we are using two cameras so we have to
calibrate two cameras independently then find their relative
arientatiaﬁs. In each of the three steps some éﬁounf of error
will be incurred. .

2. We have not sufficient equipments to find the known
world points.

For this reason we are directiy-finding the relative

orientations of the cameras without calibrating them indepen-

dently.
To find the relative orientations of two cameras we are to

face the problem of solving non-linear equations. To avoid
this we took a different approach. Here we are finding the
rotational matrix R[rij] and translation matrix r, 'withc:iﬁ:
sq}ﬁing the non-linear equations. The method is described in

the algorithm.

5.1 Description of the algoritha

To find the relative orientation which determines the

transformation between two camera co-ordinate systems. We

[

ﬁill use a Grid which is fixed relative to world co-ordinate
systen.

Suppose we have the corresponding junction points of two
diffrent images and also the centre points of two image .To
atnid the‘ snl?ing ‘of non-linear equations we will take

another approch which is described below by an example.



"

L

3-D co-ordinates of A, O, and B are (x,, Y, Zp): (¥g: Ygr

zg) and (x_,, Y_.,, 2_,) respectively. suppose the_image

Let AOB be a straight line in the original grid, where the

points of A, 0 and B are A’ (x',,y’,) 0’ (%X'4,¥"g) and

B (x'_.,Y'_p) respectively, in the left camera co-ordinate system

Let (a,b,c) be the direction cosine of AOB and 1 be the

length of OA as well as 0OB. Then

and

We know that if (x’,y’) be the image point of the point

/
X0

il
e
o

~

|
~
o

\

[

\

whose 3-D co-ordinate is (x,y,z) ,then

xf

' length.

Using

= f*x/z,

yl’

10

= f*yfz ,

where £ 1is the focal



Similerly,

£*x]*a
X'g ~ X', = -7 .
xf - xf Z~ — 1C
0 0
——— e = ———— = = k7 (say)-
xro - X'_n ZO + lc
Therefore
(1 - k')
C = =——————ee * Z = k4 * z, (SAY) e ccccecnns (6).
(1 + k7)*1

From equation (1) ;
' (X', — X7g) (1 + 1%k,) .
s | = “___I_l_-"'“'_'g --------- % ZO — k2 %x ZO - e (7) -

Since a2 + b2 + cZ =1 ,

22 = 1/(ky? + k2 + k3°)

Therefore from (6) , (7) and (8) we get the value of a, b
and c

This is our basic procedure. To minimising the error for
calculating z, we may consider as many lines as possilble.
here we considered 16 oblique lines passing through thé
centre of the grid and 18 grid lines: horizontal and
vertical.

Now, consider a boundary junction point ry = (X3,¥y1,27) in

11



the left image and r,. = (xr,yr,zr) be the corresponding point
in the right image. (Xg,/YorsZgr) and (Xgy:Yo1r%01!} be the

centre of right and left image respectively. Then we have

% f

rr=R-rl+r0 ------------------ llll(g)l

| Using equation (1)
/ | \ [/ \ / \ [/ \

Xor * l-ap ryy1 12 13 Xgp t 1-2y ry4
Yor + 1-bp | = | Ta3 ¥a3 Ta3 | | Yor + 1-P1 | * | F24
Z + l.C r o | Y Z + l.C ) of
or -Cr 31 ¥32 Y33 Zg] 1 34
\ / \ / \ ‘ / \ /
..... (10)

where (al,bl,cl) and (ar,br,cr) be the direction cosine of

the same line in the left and right image respectively.

or,
/ \ 1/ \ [ \ [ \ [ \
X a X a r
or | o 0l 1 14
be | = { ®1 [ j.1.|®
Yor | ¥ r| =1 R Yor | * I RI-1-] By | T | T24
\ / \ /
z C 2 o r
or r 01 1 34
\ /[ \ / \ / \ /\ /
...... (11) -
From here we get
/ \ / \
a a
r 1
b { R } | b (12)
= sl Dy | cceceoncnosnscscvansas 12
r 1| =~**"n=ce®=*®"" ee=" g
\ /
C C
o 1
\ / \ /
So we proceed as follows:
step 1. rind the direction cosines of the oblique lines

passing through the centre using above algorithm and store

them in an array.

12



step 2. . For each grid line find the point of inter-
sections with the opposite middle grid line to get the centre
point of the former grid line. then'findlthe direction cosine
of the line using the previous algorithm. Store these
direction cdsines also.

step 3. Using these data solve the equation (12) for the
values of R[rij] applying least square estimation. .
step 4. For each line whose direction cosine 1is found,'
obtain the value of (x01,y01,z01)- and -(XOr,YOr,ZOr) using
equations (3) and (4)1,.r since at the time of finding the
direcfion cosine we foun& the value of z, which we can uée
now.

step 4. Solve the equation (11) for r,,, Tr,,; and Iri,

using equation (12) and the values of (XOIFYOIFZOI) and

(Xor+YorrZor) -

5.2 Finding junction points

Vo
b f . ’ _ ” -

In the two transformed images of the grid we will use the
points in the left image whose corresponding image co-~ordi-
nate in the right image are known.That is why we will use

only the junction points of the grid. So here we find the

corresponding junction points of two 1mages.
Inputs : Two transformed images of the grid.

Outputs :1. The boundary junction points of two images and

their correspondences.

2. Centre points of two 1images.

13



step 1 : Find the corher points of the image scanning the
image by a straight line of the form x/a + y/b = 1. For each
corner points change the value of a and b accordingly. Say
for the first corner poi_.nt; initi-alize a and b by 1 and

increse both of them after each unsuccessful search.

step 2: Starting from the first corner t:averse the
boundary of the grid to find the boundary' junction points.
while traversing boundary , for each boundary pixel find the
number of 8-neighbours. If the nuﬁber of 8-neighbours is
greater than 2 then from theré stack the points until a point
is reached whose number of 8-neighbours is two.take the
average of the points those are stacked, to get a junction
- poilnt. .

For the each corner wé will get two junction points which
are misleading. To overcome this we will ignore .the points
having-mnfe than two 8-neighbours but the number of elements

in the stack is 1.

WX * RN XXXK b o000 6 &
X X
X X
0 ’ X X - -
X X

figure 3. Example of boundary junction points

1

sté.p 3: Suppose arrto. .31] is the set of 'houndary
junction points. To get the centre point we will take two
straight lines joining the points arr[4], arr[20] and
arr[12], arr{28]. Find the point of intersection of thesehtwo

straight lines to get the centre point.

14



6. Experimental results

stage 1. Create a square grid containing 64 squares each of

size 64x64 pixels.

Stage 2. Create two images of the grid from different

positions and different angles. This is done in two steps.

Inputs : Position of the camera ie,co-ordinate of the
centre of the image plane, the value of pan and tilt, focal
length and height of the grid.

~Output : Transformed image of the grid.

o bl

stepl: Using camera model and corresponding transfor-

mation transform the junction points of the grid.

step2: Join the transformed junction points according
as they are joined in the original grid.
stage 3. Find the corresponding boundary junction points
of two transformed images and also their centre points by the
- algorithm described in 5.2.
Stage 4. Find the rotation matrix R and translation vector r,
by the algorithm descfibed in 5.1.

Here we have 34 lines, so first we start

) / -

from equation
(12) and by least square estimation we will get 9 linear
equations in 9:unknowns X5y i,j = 1,2,3. To incorporate the
6 normalizing conditions we multiply two equations of the
above 9 equations (not necessarily distinct) to get 45
equatiorns in 45 unknowns, each being a quadratic term of the

form rllz, ry1r12 etc. Totally, we get 51 equations in 45

15



unknowns. In matrix form,

Ag1xas Pasxa = Ys51x1
From this we get, |

_ -1
Basy1 = [A’A]l “4s5x45 A'g5x51 Ys51x1

Now, considering the values of r112' r122, r132, ry1ria-

ris,ry3s Yryp3Try1s W€ will get two sets of ?alues of
(ry1,r15,ry13) - We take one which satisfies equation (12) more
" accurately than the other.

similerly, we get (r,4,T559,C23) and (r31,r32,r33).

Then solve equation (11) for transition vector

(ri4:T24:X34) -

2. conclusion We have presented a method for computing
relative orientation between two cameras, by which we can
find the cﬁ:lepth' of an objectj [see 2.3]. This E:\lgof'ithm uses
point and straight line correspondences of two images with
distinct views. The main advantage of this method is that ié
decouples rotation and translation, and hence reduces
computations. With respect to error in the solution due to
" noise in the input image data we have emperically observed
that :

(1) Adding more feature correspondences to the solution
reduces the error. .

(2) All the lines should not be parallel to x-Yy plane.

16
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RESULT
The square grid is in first quadrant in 3-D ﬁo-ordinate system
having one of it’s corner at (0,0,100) and the plane bf the grid
1s parallel to X—Y-plane.
For the Left image
Camera co-ordinate = (256,256,0).
Focal length = 30.
For the Right image :
Camera co~ordinate = (300,300,0).
Focal iength = 30.
Result without iteration :
rll= 1.004868 r12= -0,059084 ri3= 0.115108
r2l= 0.011318 r22= 0.998758  r23= —-0.048527
r3l= ~0.000446 r32= 0.121124 r33= ~0.992637

r11l%%2 + rl2+%2 4 rl13+*2 = 1,026500
rélﬁ*z + r22*%%2 4+ r23%%x2 = 1.000000
r31%%2 + r32+4%2 4 r33%*2 = 1,000000
r1l*r21 + rl2+r22 + rl13*r23 = —0.053224
r1l*r31l + rl2%r32 + r13%r33 = -0.121865
rdl*r3l + r22*r32 +.r23*r33 = (0.169138

After first iteration :
rll= 0.991594 rl2= -0,059084 rl13= 0.003318

r2l= 0.065144  r22= 0.998758 r23= ~0.048527
r3l= —-0.000446 r32= 0.048259 r33= 0.992637

|

rll**x2 + r12%*2 + rl13%%*2 = (0,.986761



r21%%2 + r22%*2 4+ r23%%2 = 1,004116
r3l**%2 + r32%%2 + r33%*2 = (,987658
rll*r2l + rl2*r22 + rl3*r23 = 0,005425
rll*r3l + ri12*r32 + rl3*r33 = -0.000000
r2l*r3l + r22*r32 + r23*r33 = 0.000000

After second iteration :

ril= 0.998247 rl2= -0.059084 rl13= 0.003324
r2l= 0.059154 r22= (0.996695 r23=l—0.048527
r3l= -0.000446 r32= 0.048657 r33= 0.998835

rll**2 + rl2**2 4 rl3**%2 = 1,000000
r21%%2 4+ r22%%2 + r23%*%2 = 0.999255
r31**%2 4+ r32%*%2 + r33*%%2 = 1,000039
rll*r2l + rl2+*r22 + rl3*r23 = -0,000000
rli*r3l + rl2*r32 + rl3*r33 = -0.,000000
r2l*r3l + r22+%r32 + r23*r33 = 0.000000

After third iteration :

rll= 0.998247 rl2= —0.059084 rl3= 0.003323
£21= 0.059176  r22= 0.997069  r23= —0.048527
r31= -0.000446 r32= 0.048638 r33= 0.998815

rll**2 + rl2%*2 + rl3+*2 = 1,000000
r21l%*2 + r22*%*%2 4+ r23**2 = 1,000003
r31*%2 4 r32%%2 + r33%*2 = 0,999998
rll*r2l + rl2*r22 + rl3+r23 = 0.000000



rll*r3l + rl2*r32 + rl13*r33 = -0.000000
r2l*r31 + r22*r32 + r23*r33 = 0.000000

After forth iteration :

rll= 0.998247 rl2= -0.059084 r13= 0,003323
r2l= 0.059176  r22= 0.997067 r23= -0.048527
r31= -0.000446 r32= 0.048638 r33= 0.998816

r11%%2 + r124%2 + r13+%2 = 1.000000
r21*%2 4+ r22*%%2 4+ r23**2 = 1,000000
K31%%2 + r32%%2 4+ r33%%2 =« 1.000000
rll*r2l + rl2*r22 + rl3*r23 = -0.000000
rll*r3l + rl2*r32 + rl3*r33 = -0.000000
r21*r3l + r22*r32 + r23*r33 = -0.000000

Translation (rl4,r24,r34) = (45.613932 52.916884 11.852839)



Image in left camera.
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Image in right camera.




