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## Abstract

A multicollision for a hash function is a set of two or more distinct domain points all mapping to the same range point. Multicollision freeness has been suggested as an important security property of hash functions. Joux has shown that multicollisions are not harder to find than ordinary collisions for hash functions based on an iterated construction. For general hash functions, the best known attack is the generic birthday attack. For truly random functions, the complexity of finding $r$-collisions is $\Theta\left(m^{(r-1) / r}\right)$ where $m$ is the size of the range of the hash function. But such functions are seldom encountered in practice.

For the case of $r=2$, Bellare and Kohno analyze the success rate of the birthday attack on a specific hash function rather than analyzing one chosen at random. They define balance of a hash function $h$, denoted $\mu(h)$, which is a measure of the "amount of regularity" of $h$ and study its impact on the birthday attack.

In this thesis we extend the notion of balance to that of $r$-balance. We then analyze the performance of the birthday attack via the $r$-balance. We derive bounds on the probability of finding $r$-collisions using the birthday attack for a given hash function $h$. Using these bounds we show that the complexity of finding $r$ collisions is roughly $\Theta\left(m^{\left(\frac{r-1}{r}\right) \mu_{r}(h)}\right)$ where $\mu_{r}(h)$ is the $r$-balance of $h$. Our results indicate that higher the $r$-balance, higher will be the complexity of finding $r$-collisions. For $r=2$, our analysis provides slightly better bounds than the ones given by Bellare and Kohno.
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## Chapter 1

## Introduction

Hash functions are of fundamental importance in cryptographic protocols. Informally, a hash function takes as input a bit string that is arbitrarily long and compresses it into a fixed length output. A hash function essentially produces a "digest" or a "fingerprint" of fixed length of a message of arbitrary length ([Sti02]). Most hash functions used in practice have an upper limit on the size of inputs, but this limit is so large that it would make sense to say that hash functions take arbitrarily sized inputs.

A cryptographic hash function is required to satisfy some security properties depending on the particular protocol in which it is being used. Some of the most important security properties are collision resistance, preimage resistance and second preimage resistance. One desirable property of a hash function is "random behaviour". That is, given a hash value, it must be hard to predict another hash value. Some applications [RS96, GS94, BPVY00] rely on another property called $r$-collision freeness.

A collision is a pair of messages that hash to the same value. A hash function is said to be collision resistant if it is "infeasible" to construct a collision. Since the domain of a hash function is larger than its range, it follows from the pigeonhole principle that collisions will surely exist. A hash functions must be designed in such a way that finding these collisions is computationally difficult. Preimage resistance refers to the hardness of finding a preimage of a given hash value (note that there could be more than one preimage for a given hash value). Second preimage resistance requires that, given a hash value and one of its preimages, finding another message that maps to the same value is computationally hard. All hash functions can be attacked using the generic collision-finding attack called the birthday attack.

In cryptography, hash functions are most commonly encountered in digital signatures and data integrity. In case of digital signatures, a long message is hashed and then the hash value is signed. The sender sends the message and the signature. The receiver hashes the received message and verifies whether the received signature is correct for this hash value. This saves both time and space compared to signing
the entire message itself. The property of collision resistance comes into play here. Suppose one could construct two different messages that hash to the same value. Then the sender could send one of these messages and later claim to have signed and sent another. To prevent this from happening the hash function must be designed to be collision resistant.

Another application of hash function is in data integrity where it is used as follows. The hash value of the data is computed and stored. At any point of time if we want to verify the integrity of the data, we will compute the hash value and compare it to the stored value for equality. Note that we have assumed here that the integrity of the stored hash value is protected in some manner. Other applications of hash functions include identification schemes and micropayment schemes. A distinct class of hash functions, called message authentication codes (MACs), are used for message authentication ([MvOV97, Sti02]). A MAC differs from a hash function in that it takes as a second input a secret key with the security goal that it be infeasible to find a message that maps to the same output without the knowledge of the key.

The property of $r$-collision freeness has been suggested as a useful tool in building cryptographic protocols. It was used for the micropayment scheme Micromint of Rivest and Shamir [RS96], for identification schemes by Girault and Stern [GS94] and for signature schemes by Brickell et. al. [BPVY00]. An $r$-way collision (or $r$ collision) is a set of $r$ messages that hash to the same value. This property requires that finding an $r$-collision should be computationally difficult. Consider, for example, the micropayment scheme of [RS96]. In this scheme, "coins" are produced by a broker who sells them to users. Users give these coins to vendors as payments. Vendors return coins to the broker in return for payment by other means. A coin is a bit-string whose validity can be easily checked by anyone, but which is hard to produce. Here an $r$-collision is used as a coin. Verification is simply done by checking whether the $r$ messages are distinct and they all hash to the same value. The intuition behind using $r$-collisions is that forging a coin i.e., finding an $r$-collision is infeasible and much harder than finding ordinary 2-collisions.

It was shown by Joux [Jou04] that for iterated hash functions finding $r$-collisions is not much harder than finding 2-collisions. Following Joux's attack, Nandi and Stinson [NS07] studied multicollision attacks in a more general class of hash functions called generalized sequential hash functions. They showed the existence of multicollision attacks for this class of hash functions provided that every message block is used at most twice in the computation of the message digest. They rule out a large class of hash functions as candidates for multicollision secure hash functions. These attacks were extended and generalized by Hoch and Shamir [HS06] to treebased hash functions that have a fixed expansion rate, which indicates the maximum number of times a message block is processed in the evaluation of a message digest. But when the hash function is truly random, it would be more difficult to find an $r$-collision than finding a 2 -collision. A generic attack that finds $r$-collisions is the generalized birthday attack.

Bellare and Kohno [BK04] analyze the performance of the birthday attack on a hash function in terms of what they define as balance of the hash function. They show that the birthday attack fares well against functions with low balance as compared to highly balanced ones. Their results indicate that designing a hash function that has random behaviour and also high balance would ensure better security against birthday attacks.

The main question addressed here the following: What is the notion of balance of a hash function in the context of $r$-collisions? How will the balance affect the generalized birthday attack that finds $r$-collisions?

The rest of the thesis is organized as follows. In Chapter 2, we provide basic definitions concerning hash functions followed by a description of the birthday attack and its analysis in the random oracle model. In Chapter 3, we state the definition of balance and discuss its impact on the birthday attack. In Chapter 4, we will discuss multicollision attacks on iterated hash functions. Then we will review some statistics literature on the generalized birthday problem. In Chapter 5, we will define the notion of $r$-balance and analyze the performance of the generalized birthday attack via the $r$-balance.

## Chapter 2

## Hash Function Preliminaries

A function $h: X \rightarrow Y$ is called a hash function if the domain $X$ and range $Y$ are finite sets such that $|X|>|Y|$. If a hash function is secure then it should be infeasible for a bounded adversary to solve the following problems.

- Preimage

Given $y \in Y$, find $x \in X$ such that $h(x)=y$

- Second Preimage

Given $x \in X$, find $x^{\prime} \in X$ such that $x \neq x^{\prime}$ and $h\left(x^{\prime}\right)=h(x)$

- Collision

Find $x, x^{\prime} \in X$ such that $x \neq x^{\prime}$ and $h(x)=h\left(x^{\prime}\right)$
We will now analyze the difficulty of solving the collision finding problem in a certain idealized model for a hash function called the random oracle model.

Random Oracle Model The random oracle model introduced by Bellare and Rogaway [BR93], provides a mathematical model for an "ideal" hash function. In this model a hash function $h$ is chosen uniformly at random from the set $\mathcal{F}^{X, Y}$ of all functions from the set $X$ to the set $Y$. There is no algorithm or formula that computes the values for $h$ but we are provided only oracle access to the function $h$. Given $x \in X$, the only way to compute $h(x)$ is to query the oracle. As a consequence of these assumptions, the hash values for a function $h \in \mathcal{F}^{X, Y}$ are independently and uniformly distributed over $Y$. That is,

$$
\operatorname{Pr}[h(x)=y]=\frac{1}{m}
$$

for all $x \in X$ and $y \in Y$, where $m=|Y|$.

### 2.1 The Birthday Attack

As mentioned in Chapter 1, one of the most important security properties of a hash function is collision-resistance, which measures the ability of an adversary to

```
Choose \(X_{0} \subseteq X\) such that \(\left|X_{0}\right|=q\)
For \(i=1, \ldots, q\) do
        \(y_{i} \leftarrow h\left(x_{i}\right)\)
EndFor
If there is a pair \((i, j)\) such that \(y_{i}=y_{j}\)
    then return \(x_{i}, x_{j}\)
EndIf
Return "failure"
```

Figure 2.1: Birthday attack on a hash function $h: X \rightarrow Y$ based on sampling without replacement.
find a collision for the hash function. All hash functions suffer from the generic birthday attack. Figure 2.1 shows the classical birthday attack on a hash function $h$. The attack picks points $x_{1}, x_{2}, \cdots, x_{q}$ without replacement from the domain $X$ and computes $y_{i}=h\left(x_{i}\right)$ for $i=1, \cdots, q$. The attack is successful if there is a pair $i, j$ such that $x_{i}, x_{j}$ form a collision for $h$. The integer $q \geq 2$ is the number of trials. The attack returns a collision for $h$ or returns "failure" if it fails to find one. The relation to birthdays arises from the question of how many people need be in a room before the probability of there being two people with the same birthday is close to one. Assuming birthdays are independently and uniformly distributed over the days of the year it turns out that when the number of people hits $\sqrt{365}$ the chance of a birthday collision is already quite high, around $1 / 2$.

We will now provide an analysis of the birthday attack of Figure 2.1 in the random oracle model.

Theorem 2.1.1. Let $h: X \rightarrow Y$ be a hash function with $|X|=n$ and $|Y|=m$. Then for any integer $q \geq 2$,

1. The success probability of the classical birthday attack is given by

$$
p=1-\left(1-\frac{1}{m}\right)\left(1-\frac{2}{m}\right) \cdots\left(1-\frac{q-1}{m}\right) .
$$

2. The minimum number of trials required to find a collision with probability $p$ is approximately determined by solving for $q$ in

$$
q \approx \sqrt{2 m \ln \left(\frac{1}{1-p}\right)}
$$

Proof. Let $X_{0}=\left\{x_{1}, \cdots x_{q}\right\}$. For $i=1, \cdots, q$, define $E_{i}$ to be the event that $y_{i} \notin\left\{y_{1}, y_{2}, \cdots y_{i-1}\right\}$. According to the random oracle model, the $y_{i}$ 's are uniformly distributed in $Y$. If $y_{1}, \cdots, y_{i-1}$ are all distinct then $\operatorname{Pr}\left[E_{i}\right]$ is the probability that $y_{i}$ takes one of the $m-i+1$ remaining values from $Y$. Thus we have,

$$
\operatorname{Pr}\left[E_{i} \mid E_{1} \wedge E_{2} \wedge \cdots \wedge E_{i-1}\right]=\frac{m-i+1}{m}
$$

for $2 \leq i \leq q$. By applying chain rule we obtain

$$
\operatorname{Pr}\left[E_{1} \wedge E_{2} \wedge \cdots \wedge E_{q}\right]=\left(1-\frac{1}{m}\right)\left(1-\frac{2}{m}\right) \cdots\left(1-\frac{q-1}{m}\right) .
$$

Now,

$$
p=\operatorname{Pr}[\text { at least one collision }]=1-\operatorname{Pr}[\text { no collisions }]=1-\operatorname{Pr}\left[E_{1} \wedge E_{2} \wedge \cdots \wedge E_{q}\right]
$$

and thus statement 1 follows. Now we proceed to the proof of statement 2. Using the fact that $1-x \leq e^{-x}$ for $0<x<1$, we get

$$
\begin{aligned}
\prod_{i=1}^{q-1}\left(1-\frac{i}{m}\right) & \leq \prod_{i=1}^{q-1} e^{-\frac{i}{m}} \\
& =e^{-\sum_{i=1}^{q-1} \frac{i}{m}} \\
& =e^{-\frac{q(q-1)}{2 m}}
\end{aligned}
$$

Thus we have

$$
\begin{aligned}
p & \approx 1-e^{-\frac{q(q-1)}{2 m}} \\
e^{-\frac{q(q-1)}{2 m}} & \approx 1-p \\
-\frac{q(q-1)}{2 m} & \approx \ln (1-p) \\
q^{2}-q & \approx 2 m \ln \left(\frac{1}{1-p}\right) \\
q & \approx \sqrt{2 m \ln \left(\frac{1}{1-p}\right)}
\end{aligned}
$$

If we substitute $p=0.5$ then we obtain

$$
q \approx 1.17 \sqrt{m}
$$

This shows that around $\sqrt{m}$ trials are needed to find a collision for $h$ with probability equal to $1 / 2$.

### 2.2 Merkle-Damgård Construction

Hash functions map arbitrarily long strings to fixed length strings. In practice, building a cryptographic function with an input of variable size is not a simple task. Due to this reason, most hash functions are based on an iterated construction that makes use of a building block called the compression function whose inputs have fixed sizes ([Sti02]). The compression function $f$ takes two inputs: a chaining variable and a message block; it outputs the next value of the chaining variable. The most popular generic construction is the Merkle-Damgård (MD) Construction ([Mer79, Dam89]). We will now give a brief description of the MD-construction. Throughout this section we will consider hash functions whose inputs and outputs are bit strings. Denote the length of a bit string $x$ as $|x|$. Before processing, the message is first padded and split into elementary blocks.

Padding scheme Padding is done by appending a single ' 1 ' bit, followed by as many ' 0 ' bits as needed. To avoid some attacks, the binary encoding of the message length is also added to complete the padding. This is called Merkle-Damgård strengthening.

The iteration Once the padded message is split into $\ell$ blocks, $M_{1}, \cdots, M_{\ell}$, the chaining variable is set to some fixed initial value, $I V$, and the iteration is performed.

- Pad the original message and split it into $\ell$ blocks $M_{1}, \cdots, M_{\ell}$.
- Set $H_{0}$ to the initial value $I V$.
- For $i=1, \cdots, \ell$, let $H_{i}=f\left(H_{i-1}, M_{i}\right)$.
- Output $h(M)=H_{\ell}$.

The following theorem states that if a collision can be found for $h$ then a collision can be found for the compression function $f$. This means that it is enough to design a collision resistant compression function to ensure that the hash function is collision resistant.

Theorem 2.2.1 (Merkle-Damgård Theorem). If the compression function $f$ is collision resistant then the hash function $h$ is also collision resistant.

Proof. Suppose that $h$ is not collision resistant. This means that there are two messages $M$ and $M^{\prime}$ such that $h(M)=h\left(M^{\prime}\right)$. Let $M=M_{1}\left\|M_{2}\right\| \cdots \| M_{\ell}$ and $M^{\prime}=M_{1}^{\prime}\left\|M_{2}^{\prime}\right\| \cdots \| M_{k}^{\prime}$ where $M_{i}$ 's and $M_{j}^{\prime}$ 's are of the same length.

Case 1: The lengths of $M$ and $M^{\prime}$ are different.
If the lengths of two messages are different then their last blocks must be different.

$$
h(M)=h\left(M^{\prime}\right)
$$

$$
\Longrightarrow f\left(H_{\ell-1}, M_{\ell}\right)=f\left(H_{k-1}^{\prime}, M_{k}^{\prime}\right)
$$

which gives a collision for $f$.
Case 2: The lengths of $M$ and $M^{\prime}$ are same.
Let the number of blocks be $\ell$. If all the intermediate hash values are equal, i.e. $H_{i}=H_{i}^{\prime}$ for all $i \leq l$ with some $M_{j}=M_{j}^{\prime}$. In this case, a collision is obtained as follows.

$$
H_{j}=f\left(H_{j-1}, M_{j}\right)=f\left(H_{j-1}^{\prime}, M_{j}^{\prime}\right)=H_{j}^{\prime}
$$

If some intermediate hash values are unequal, i.e., $H_{i} \neq H_{i}^{\prime}$ for some $i \leq l$ then consider the maximum such $i$. A collision can be obtained as follows.

$$
H_{i+1}=f\left(H_{i}, M_{i+1}\right)=f\left(H_{i}^{\prime}, M_{i+1}^{\prime}\right)=H_{i+1}^{\prime}
$$

## Chapter 3

## Balance and its impact on Birthday Attacks

In a birthday attack, we pick points $x_{1}, x_{2}, \cdots, x_{q}$ from $X$ and compute $y_{i}=h\left(x_{i}\right)$ for $i=1, \cdots, q$. The attack is successful if there is a pair $i, j$ such that $x_{i}, x_{j}$ form a collision for $h$. Here, $q$ is called the number of trials. There are several variants of this attack which differ in the way the points $x_{1}, x_{2}, \cdots, x_{q}$ are chosen. The attack considered in [BK04] shown in Figure 3.1, considers points that are chosen independently and uniformly at random from $X$. This attack is as good as the classical birthday attack given in Figure 2.1 when the domain is substantially larger than the range (say, $n \geq 2 m$ ). This is because the probability of two domain points being equal becomes negligible compared to probability of a collision when the domain is large enough. Let $C_{h}(q)$ be the probability that the birthday attack on hash function $h: X \rightarrow Y$ succeeds in finding a collision in $q$ trials. For any real number $c$ with $0 \leq c<1$, let

$$
\begin{equation*}
Q_{h}(c)=\min \left\{q: C_{h}(q) \geq c\right\} . \tag{3.1}
\end{equation*}
$$

The discussion in Section 2.1 suggests that the function $C_{h}(q)$ grows with $q$ as follows.

$$
\begin{equation*}
C_{h}(q) \approx\binom{q}{2} \cdot \frac{1}{m}, \tag{3.2}
\end{equation*}
$$

where $m=|Y|$ is the size of the range of $h$ and $q \leq O(\sqrt{m})$. This implies that a collision is expected in about $m^{1 / 2}$ trials. This is obtained by viewing the range points $y_{1}, y_{2}, \cdots, y_{q}$ computed in the attack as being independently and uniformly distributed in $Y$.

Bellare and Kohno [BK04] explain why this argument is actually not correct. It is because the point $h(x)$, for $x$ drawn at random from $X$, is not necessarily uniformly distributed in $Y$. Rather, the probability that $h(x)$ equals a particular range point $y$ is $\left|h^{-1}(y)\right| /|X|$, where $h^{-1}(y)$ is the set of all preimages of $y$ under $h$. So the range points computed in the attack are uniformly distributed over $Y$ if and only if $h$ is

```
For i=1,\ldots,q do
    xi}\stackrel{&}{\leftarrow}
    yi}\leftarrowh(\mp@subsup{x}{i}{}
EndFor
If there is a pair (i,j) such that }\mp@subsup{y}{i}{}=\mp@subsup{y}{j}{}\mathrm{ and }\mp@subsup{x}{i}{}\not=\mp@subsup{x}{j}{
    then return }\mp@subsup{x}{i}{},\mp@subsup{x}{j}{
EndIf
Return "failure"
```

Figure 3.1: Birthday attack on a hash function $h: X \rightarrow Y$ based on sampling with replacement.
regular, meaning that every range point has the same number of preimages under $h$. Given a hash function $h$ one cannot assume that $h$ has "random behaviour" because the analysis of the birthday attack ignores the actual function entirely by looking at only random functions. One ends up not analyzing the given function $h$, but rather analyzing an abstract and ideal object which ultimately has no connection to $h$, regardless of the design principle underlying $h$. Hence in [BK04] the authors assess the success rate of birthday attack by looking at $C_{h}(q)$ for a specific $h$ rather than one chosen at random. They define the balance measure for a hash function and then provide quantitative estimates of the success rate of the birthday attack as a function of the balance of the hash function being attacked.

### 3.1 Balance of a hash function

The balance of a hash function is a measure of the "amount of regularity" of the function. It is defined as follows.

Definition 3.1.1 (Balance [BK04]). Let $h: X \rightarrow Y$ be a hash function whose domain $X$ and range $Y=\left\{y_{1}, y_{2}, \cdots, y_{m}\right\}$ have sizes $n, m \geq 2$, respectively. For $i=1,2, \cdots, m$, let $n_{i}=\left|h^{-1}\left(y_{i}\right)\right|$ denote the size of the preimage of $y_{i}$ under $h$. The balance of $h$, denoted $\mu(h)$, is defined as

$$
\begin{equation*}
\mu(h)=\log _{m}\left(\frac{n^{2}}{n_{1}^{2}+\cdots+n_{m}^{2}}\right), \tag{3.3}
\end{equation*}
$$

where $\log _{m}(\cdot)$ denotes the logarithm in base $m$.
The intuition behind the above definition is that

$$
\frac{1}{m^{\mu(h)}}=\frac{n_{1}^{2}+\cdots+n_{m}^{2}}{n^{2}}
$$

is the probability that $h(a)=h(b)$ if $a, b$ are drawn independently with replacement from the domain $X$. From the definition it follows that the balance is a real number between 0 and 1 i.e., $0 \leq \mu(h) \leq 1$. Balance 1 indicates that the hash function is regular and balance 0 indicates that it is a constant function.

### 3.2 Impact of balance on birthday attack

The following theorems summarize the results obtained in [BK04].
Theorem 3.2.1. Let $h: X \rightarrow Y$ be a hash function. Let $n=|X|$ and $m=|Y|$ and assume $n>m \geq 2$. Let $\alpha \geq 0$ be any real number. Then for any integer $q \geq 2$

$$
\begin{equation*}
\left(1-\alpha^{2} / 4-\alpha\right) \cdot\binom{q}{2} \cdot\left(\frac{1}{m^{\mu(h)}}-\frac{1}{n}\right) \leq C_{h}(q) \leq\binom{ q}{2} \cdot\left(\frac{1}{m^{\mu(h)}}-\frac{1}{n}\right) \tag{3.4}
\end{equation*}
$$

the lower bound being true under the additional assumption that

$$
\begin{equation*}
q \leq \alpha \cdot\left(1-\frac{m}{n}\right) \cdot m^{\mu(h) / 2} . \tag{3.5}
\end{equation*}
$$

It is important to have upper and lower bounds on $C_{h}(q)$ that are close to each other, because based on these estimates we are making very specific choices of hash function parameters, in particular, output lengths. Accordingly Theorem 3.2.1 strives for good bounds and achieves this since, as $\alpha \rightarrow 0$, the lower bound of Equation (3.4) approaches the upper bound. So the bounds can be made as close as we want. However, there is a tradeoff: as $\alpha \rightarrow 0$ the lower bound is valid across smaller and smaller ranges of $q$ due to the restriction of Equation (3.5).

Suppose that $n \geq 2 m \geq 4$. If we choose $\alpha=2 / 5$, then for any integer $q \geq 2$, we have

$$
\begin{equation*}
0.28 \cdot\binom{q}{2} \cdot \frac{1}{m^{\mu(h)}} \leq C_{h}(q) \leq\binom{ q}{2} \cdot \frac{1}{m^{\mu(h)}} \tag{3.6}
\end{equation*}
$$

These bounds show that

$$
C_{h}(q)=\Theta(1) \cdot \frac{q^{2}}{m^{\mu(h)}},
$$

as long as $q$ is not too large.
Theorem 3.2.2. Let $h: X \rightarrow Y$ be a hash function. Let $n=|X|$ and $m=|Y|$ and assume $n \geq 2 m \geq 4$. Let $\alpha \geq 0$ be any real number such that $\beta=1-\alpha^{2} / 4-\alpha>0$. Let $c$ be a real number in the interval $0 \leq c<1$. Then

$$
\begin{equation*}
\sqrt{2 c} \cdot m^{\mu(h) / 2} \leq Q_{h}(c) \leq 1+\sqrt{\frac{4 c}{\beta}} \cdot m^{\mu(h) / 2}, \tag{3.7}
\end{equation*}
$$

the upper bound being true under the additional assumption that

$$
\begin{equation*}
c \leq\left(\alpha \cdot(1-m / n)-m^{-\mu(h) / 2}\right)^{2} \cdot \frac{\beta}{4} . \tag{3.8}
\end{equation*}
$$

Substituting $\alpha=(\sqrt{17}-3) / 2$ will yield the following bounds.

$$
\begin{equation*}
\sqrt{2 c} \cdot m^{\mu(h) / 2} \leq Q_{h}(c) \leq 1+2.36 \cdot \sqrt{2 c} \cdot m^{\mu(h) / 2} \tag{3.9}
\end{equation*}
$$

the upper bound being true under the additional assumption that $c \leq 0.0006$ and $m^{\mu(h)} \geq 2,200$. These results indicate that $Q_{h}(c)=\Theta(\sqrt{c}) \cdot m^{\mu(h) / 2}$.

The above theorems show that a collision is expected in about $m^{\mu(h) / 2}$ trials. Hence it is expected that the birthday attack fares better on hash functions with low balance as compared to highly balanced ones. Therefore designers should consider high balance as one of the design criteria for hash functions.

Regular vs. Random Functions A symmetry argument shows that if $h_{1}, h_{2}$ : $X \rightarrow Y$ are regular functions, then $C_{h_{1}}(q)=C_{h_{2}}(q)$. Denote this value by $C_{X, Y}^{r e g}(q)$. Similarly $Q_{h_{1}}(c)=Q_{h_{2}}(c)$ and denote this value by $Q_{X, Y}^{r e g}(c)$. It can be shown that

Proposition 3.2.3. If $h: X \rightarrow Y$ is a hash functions then $C_{h}(q)>C_{X, Y}^{r e g}(q)$ and $Q_{h}(c)<Q_{X, Y}^{r e g}(c)$.

In other words, regular functions are the best with regard to security against the birthday attack.

Designers of hash functions often have as target to make the hash function have "random behaviour". To assess how this impacts their security against the birthday attack consider the performance of the birthday attack when the function $h$ is random. Let $h$ be chosen randomly from $\mathcal{F}^{X, Y}$. Let $C_{X, Y}^{\oint}(q)$ denote the probability that the attack succeeds in $q$ trials. The probability is over the initial choice of $h$ and the choice of $x_{1}, x_{2}, \cdots, x_{q}$ made in the attack. Let $Q_{X, Y}^{\S}(c)$ denote the smallest value of $q$ for which $C_{X, Y}^{\ominus}(q) \geq c$. Then it can be shown that
Proposition 3.2.4. $C_{X, Y}^{\ominus}(q)>C_{X, Y}^{r e g}(q)$ and $Q_{X, Y}^{\oint}(c)<Q_{X, Y}^{r e g}(c)$
This indicates that random functions offer less security than regular functions against the birthday attack. Hence designing hash functions that have random behaviour subject to being regular would improve security slightly.

Does MD transform preserve balance? Many popular hash functions are designed by applying the Merkle-Damgård (MD) transform to an underlying compression function. The results in [BK04] show that the MD transform does not preserve regularity or maintain balance. This indicates a weakness in the MD transform based design principle from the point of view of ensuring high balance. Also, it is shown that regularity not only of the compression function but also of certain associated functions does suffice to guarantee regularity of the hash function. The conclusion is that a general design principle, attempting to ensure high balance of a hash function by only establishing some properties of the compression function, cannot be recommended.

## Chapter 4

## Multicollisions

The notion of collision can be generalized to that of $r$-way collision (or $r$-collision). An $r$-collision is simply an $r$-tuple of distinct domain points $x_{1}, x_{2}, \cdots, x_{r}$ such that, $h\left(x_{1}\right)=h\left(x_{2}\right)=\cdots=h\left(x_{r}\right)$. If the hash values behave almost randomly, finding an $r$-collision could be done by hashing about $m^{(r-1) / r}$ points in the domain. This tends to $m$ when $r$ becomes large. Due to this fact relying on $r$-collision freeness in cryptographic constructions seems to be a good way to gain more security without increasing the size of the hash functions.

The intuition behind relying on $r$-collision freeness is that finding multicollisions is harder than finding collisions. This is true for a truly random function. But many of the hash functions used in practice are based on an iterated construction and Joux [Jou04] has demonstrated that $r$-collisions in iterated hash functions are not much harder to find than ordinary collisions, even for very large values of $r$.

### 4.1 Multicollision attacks on iterated hash functions

We now give a brief summary of Joux's attack. We will ignore the padding process in the MD-transform as long as we consider collisions between messages of same length since collisions without padding lead to collisions with padding on messages of same length. Using Joux's attack, one can find a $2^{t}$-collision for an iterated hash function $h$ that costs $t$ times as much as building ordinary 2-collisions. Let $f$ denote the compression function and let $H_{0}, H_{1}, \cdots$ denote the chaining values. Assume that we have access to a collision finding machine $C$, that given as input a chaining value $H$, outputs two different message blocks $M$ and $M^{\prime}$ such that $f(H, M)=f\left(H, M^{\prime}\right)$. This collision finding machine may use the generic birthday attack or any specific attack based on a weakness of $f$. Using $t$-calls to $C$, we can build $2^{t}$-collisions for $h$ using the following method:

- Let $H_{0}$ be the initial value $I V$ of $h$.
- For $i=1, \cdots, t$, do
- Call $C$ and find $M_{i}$ and $M_{i}^{\prime}$ such that $f\left(H_{i-1}, M_{i}\right)=f\left(H_{i-1}, M_{i}^{\prime}\right)$
- Let $H_{i}=f\left(H_{i-1}, M_{i}\right)$.
- Output the $2^{t}$ messages of the form $\left(m_{1}, m_{2}, \cdots, m_{t}\right)$ where $m_{i}$ is one of $M_{i}$ and $M_{i}^{\prime}$.

Following Joux's attack, Nandi and Stinson [NS07] studied multicollision attacks in a more general class of hash functions called generalized sequential hash functions. They showed the existence of multicollision attacks for this class of hash functions provided that every message block is used at most twice in the computation of the message digest. The expected complexity of their attack is $O\left(t^{2} \ln t\left(\log _{2} m+\ln \ln t\right) \sqrt{m}\right)$ to find $2^{t}$-collisions. Thus they rule out a large class of hash functions as candidates for multicollision secure hash functions. These attacks were extended and generalized by Hoch and Shamir [HS06] to tree-based hash functions that have a fixed expansion rate, which indicates the maximum number of times a message block is processed in the evaluation of a message digest.

If a hash function is truly random then birthday attack is the best known attack for finding multicollisions. The problem of finding multicollisions is analogous to the generalized birthday problem which is well studied in both statistics and cryptography literature. The following subsections summarize different results concerning the probability of finding $r$-collisions when the hash function has random behaviour.

### 4.2 Generalized Birthday Problem

The problem of finding $r$-collisions is analogous to the generalized birthday problem described as follows:
$q$ people are selected at random. What is the probability that at least $r$ of them will have the same birthday? What is the smallest value of $q$ such that the probability is greater than or equal to $1 / 2$ that at least $r$ people have the same birthday?

This problem is abstractly equivalent to the scheme of placing $q$ balls in $m$ cells. In the following section we will discuss McKinney's solution [McK66] to this problem.

### 4.2.1 Exact probability of finding multicollisions

The solution to the problem given by McKinney is as follows.
Let $X_{i}(i=1,2, \cdots, q)$ be independent, identically distributed random variables with uniform distribution over the set of cells. If $y_{1}, y_{2}, \cdots, y_{m}$ denote the cells, then

$$
\operatorname{Pr}\left[X_{i}=y_{j}\right]=\frac{1}{m} .
$$

The exact probability that $r$ or more $X_{i}$ 's are equal is to be determined. Let the event $E$ be defined as "no $r$ of the random variables $X_{i}$ 's are equal" (or equivalently, at most $r-1$ of the $X_{i}$ 's are equal). Then

$$
\operatorname{Pr}\left[r \text { or more } X_{i} \text { 's are equal }\right]=1-\operatorname{Pr}[E]
$$

$\operatorname{Pr}[E]$ is then computed by summing the probabilities of all ways in which $q$ random variables can take on less than $r$ equal values.

For a given $q$, let
$q_{1}=$ number of non-repeated $X_{i}$ 's
$q_{2}=$ number of pairs of equal $X_{i}$ 's
$q_{r-1}=$ number of $(r-1)$-tuples of equal $X_{i}$ 's, where

$$
\begin{equation*}
q=\sum_{i=1}^{r-1} i q_{i} \tag{4.1}
\end{equation*}
$$

Then $\operatorname{Pr}[E]$ is given by $\sum \operatorname{Pr}\left[q ; q_{1}, q_{2}, \cdots, q_{r-1}\right]$ where the summation extends over all $q_{i}\left(i=1,2, \cdots, q_{r-1}\right)$ which satisfy Equation (4.1). The general term of the summation is the probability that there are exactly $q_{1}$ non-repeated items, $q_{2}$ pairs, $\cdots, q_{r-1}(r-1)$-tuples of equal $X_{i}$ 's. This takes the form

$$
\begin{equation*}
\operatorname{Pr}\left[q ; q_{1}, q_{2}, \cdots, q_{r-1}\right]=\frac{q!}{\prod_{j=1}^{r-1}\left(q_{j}!\right)(j!)^{q_{j}}} \cdot \frac{\mathrm{P}\left(m, \sum_{i=1}^{r-1} q_{i}\right)}{m^{q}}, \tag{4.2}
\end{equation*}
$$

where $\mathrm{P}(a, b)$ denotes the number of permutations of $a$ things taken $b$ at a time.

### 4.2.2 A representation using multinomial c.d.f.'s

The multinomial distribution is described in [Fel08] as follows.
Consider a succession of $N$ independent trials where each trial can have one of several outcomes. Denote the possible outcomes of each trial by $E_{1}, E_{2}, \cdots, E_{t}$ and suppose that the probability of the realization of $E_{i}$ in each trial is $p_{i}(i=1, \cdots, t)$. For $t=2$, we have Bernoulli trials. In general, the numbers $p_{i}$ are subject only to the condition

$$
p_{1}+\cdots+p_{t}=1
$$

Let $N_{1}, N_{2}, \cdots, N_{t}$ denote the number of occurrences of the events $E_{1}, E_{2}, \cdots, E_{t}$ respectively. $N_{1}, N_{2}, \cdots, N_{t}$ are said to follow a $t$-category multinomial distribution with sample size $N$ and parameters $p_{1}, p_{2}, \cdots, p_{t}$. The p.m.f. is given by the probability that in $N$ trials, $E_{1}$ occurs $k_{1}$ times, $E_{2}$ occurs $k_{2}$ times, etc., which takes the form

$$
\operatorname{Pr}\left[N_{1}=k_{1}, N_{2}=k_{2}, \cdots, N_{t}=k_{t}\right]=\frac{N!}{k_{1}!k_{2}!\cdots k_{t}!} p_{1}^{k_{1}} p_{2}^{k_{2}} \cdots p_{t}^{k_{t}}
$$

where the $k_{i}$ 's are arbitrary non-negative integers subject to the obvious condition

$$
k_{1}+k_{2}+\cdots+k_{t}=N
$$

The multinomial cumulative distribution function is defined as follows.

$$
\operatorname{Pr}\left[N_{1} \leq a_{1}, \cdots, N_{t} \leq a_{t}\right]=\sum_{\substack{k_{1} \leq a_{1} \\ k_{t} \leq a_{t}}} \operatorname{Pr}\left[N_{1}=k_{1}, N_{2}=k_{2}, \cdots, N_{t}=k_{t}\right]
$$

One can express $\operatorname{Pr}[E]$ (defined in Section 4.2.1) using a multinomial cumulative distribution function. Let $N_{1}, N_{2}, \cdots, N_{m}$ denote the number of balls in cells $y_{1}, y_{2}, \cdots, y_{m}$ respectively. Then $\left(N_{1}, N_{2}, \cdots, N_{m}\right)$ will have an $m$-category multinomial distribution with sample size $q$ and parameters $p_{i}=\frac{1}{m}(i=1, \cdots, m)$. Then $\operatorname{Pr}[E]$ can be expressed as follows.

$$
\operatorname{Pr}[E]=\operatorname{Pr}\left[N_{1} \leq r-1, N_{2} \leq r-1, \cdots, N_{m} \leq r-1\right]
$$

Levin [Lev81] provides an efficient way to compute a multinomial c.d.f. by expressing it as the conditional distribution of independent Poisson random variables given fixed sum. The previous methods could be applied only in the equiprobable case whereas Levin's approximation works even when probabilities are different.

Theorem 4.2.1. Let $\left(N_{1}, N_{2}, \cdots, N_{t}\right)$ have a t-category multinomial distribution with sample size $N$ and parameters $\left(p_{1}, p_{2}, \cdots, p_{t}\right)$. Let $\left(a_{1}, a_{2}, \cdots, a_{t}\right)$ be nonnegative integers, and define

$$
p_{N}=\operatorname{Pr}\left[N_{1} \leq a_{1}, \cdots, N_{t} \leq a_{t}\right]
$$

Then for any real number $s>0$,

$$
\begin{equation*}
p_{N}=\frac{N!}{s^{N} e^{-s}}\left(\prod_{i=1}^{t} \operatorname{Pr}\left[X_{i} \leq a_{i}\right]\right) \operatorname{Pr}[W=N] \tag{4.3}
\end{equation*}
$$

where $X_{i} \sim$ indep $\mathcal{P}\left(s p_{i}\right)=$ independent Poisson r.v.'s with mean sp $p_{i}$ and $W$ is a sum of independent truncated Poisson r.v.'s, namely $W=\sum_{i=1}^{t} Y_{t}$ where $Y_{i} \sim \mathcal{T} \mathcal{P}_{a_{i}}\left(s p_{i}\right)=$ truncated Poisson(sp $i_{i}$ ) with range $0,1, \cdots, a_{i}$.

Proof. The theorem may be proved by applying Bayes' Theorem to the usual representation of the multinomial frequencies conditional on their sum being fixed. Let $A_{i}$ denote the event $X_{i} \sim \operatorname{indep} \mathcal{P}\left(s p_{i}\right)$. Then the multinomial c.d.f. is

$$
\operatorname{Pr}\left[A_{1} \cdots A_{t} \mid \Sigma_{1}^{t} X_{i}=N\right]=\frac{\operatorname{Pr}\left[A_{1} \cdots A_{t}\right]}{\operatorname{Pr}\left[\Sigma_{1}^{t} X_{i}=N\right]} \operatorname{Pr}\left[\Sigma_{1}^{t} X_{i}=N \mid A_{1} \cdots A_{t}\right]
$$

The result follows by noting that $\sum X_{i} \sim \operatorname{indep} \mathcal{P}(s)$ and that the conditional distribution of $X_{i}$ given $A_{i}$ is $\mathcal{T} \mathcal{P}_{a_{i}}\left(s p_{i}\right)$.

For large $t$ the Central Limit Theorem offers an approximation to the last term i.e., $\operatorname{Pr}[W=N]$. Levin suggests an Edgeworth expansion which provides better accuracy than just a first order normal approximation.

Diaconis and Mosteller [DM89] suggest an approximation that is valid for fixed $r$ and large $m$. The number of balls required to have probability $p$ of $r$ or more balls in the same cell is approximately given by solving for $q$ in

$$
\begin{equation*}
q e^{-q /(r m)}\left(1-\frac{q}{(r+1) m}\right)^{-1 / r} \approx\left(m^{(r-1)} r!\ln \left(\frac{1}{1-p}\right)\right)^{1 / r} \tag{4.4}
\end{equation*}
$$

It follows from the above expression that for fixed $p$, the complexity of finding an $r$-collision is $\Theta\left(r m^{(r-1) / r}\right)$ using the birthday attack. For fixed $p$ and $r$, the complexity is $\Theta\left(m^{(r-1) / r}\right)$.

### 4.3 Complexity of finding $r$-collisions

As mentioned in the Section 4.2.2, the approximate complexity of finding an $r$ collision using the birthday attack is $\Theta\left(r m^{(r-1) / r}\right)$. We will now give a proof of this result which appears in [Pre93]. The following notation will be used in the analysis: for any positive integers $d$ and $r$ such that $d \geq r \geq 2,(d)_{r}=d(d-1) \cdots(d-r+1)$.
Theorem 4.3.1. Let $q$ balls be distributed in $m$ cells independently and uniformly at random. Then the number $t$ of cells containing exactly $r$ balls is given by

$$
\begin{equation*}
\binom{m}{t} \frac{(q)_{t r} r}{(r!)^{t}} \frac{\left(1-\frac{t}{m}\right)^{q-t r}}{m^{t r}} \sum_{v=0}^{m-t}(-1)^{v}\binom{m-t}{v} \frac{(q-t r)_{v r}}{(r!)^{v} m^{v r}} \frac{\left(1-\frac{v}{m-t}\right)^{q-(v+t) r}}{\left(1-\frac{t}{m}\right)^{v r}} \tag{4.5}
\end{equation*}
$$

Proof. We start by calculating the probability that one of the cells contains exactly $r$ balls.

$$
p_{1}=\binom{q}{r} \frac{(m-1)^{q-r}}{m^{q}}
$$

Here $\binom{q}{r}$ is the number of selections of $r$ balls and $(m-1)^{q-r}$ is the number of ways in which the remaining $q-r$ balls can be distributed over the remaining $m-1$ cells. The total number of distributions is given by $m^{q}$. Similarly, for two cells this probability is equal to

$$
p_{2}=\frac{\binom{q}{r}\binom{q-r}{r}(m-2)^{q-2 r}}{m^{q}}
$$

The product of the two binomial coefficients can be simplified to

$$
\frac{q!}{(r!)^{2}(q-2 r)!}=\frac{(q)_{2 r}}{(r!)^{2}}
$$

The general expression for $v \leq m$ is then

$$
\begin{equation*}
p_{v}=\frac{(q)_{v r}}{(r!)^{v}} \frac{\left(1-\frac{v}{m}\right)^{q-v r}}{m^{v r}} \tag{4.6}
\end{equation*}
$$

The probability that $v$ cells contain $r$ balls is given by

$$
\begin{equation*}
S_{v}=\binom{m}{v} p_{v} \tag{4.7}
\end{equation*}
$$

as there are $\binom{m}{v}$ ways to select $v$ cells out of $m$. The next step is to calculate the probability that no cell contains exactly $r$ balls. This can be done using the inclusion-exclusion principle:

$$
\begin{equation*}
P(m, q, r, 0)=\sum_{v=0}^{m-1}(-1)^{v} S_{v} . \tag{4.8}
\end{equation*}
$$

Consider now a distribution where $t$ cells contain exactly $r$ balls. These $t$ cells can be chosen in $\binom{m}{t}$ ways and the balls in these cells can be chosen in $(q)_{t r} /(r!)^{t}$ ways. The remaining $q-t r$ balls are distributed over the remaining cells so that none of these cells contains $r$ balls; the number of such distributions is $(m-t)^{q-t r} P(m-$ $t, q-t r, r, 0)$. Dividing by $m^{q}$ one obtains for the probability that exactly $t$ cells contain $r$ balls as

$$
\begin{aligned}
P & (m, q, r, t) \\
& =\frac{1}{m^{q}}\binom{m}{t} \frac{(q)_{t r}}{(r!)^{t}}(m-t)^{q-t r} P(m-t, q-t r, r, 0) \\
& =\binom{m}{t} \frac{(q)_{t r}}{(r!)^{t}} \frac{\left(1-\frac{t}{m}\right)^{q-t r}}{m^{t r}} \sum_{v=0}^{m-t}(-1)^{v}\binom{m-t}{v} \frac{(q-t r)_{v r}}{(r!)^{v} m^{v r}} \frac{\left(1-\frac{v}{m-t}\right)^{q-(v+t) r}}{\left(1-\frac{t}{m}\right)^{v r}}
\end{aligned}
$$

This completes the proof.
It is not feasible to evaluate (4.5) for large values of $m$ and $q$. We will hence study the asymptotic behaviour of this function. Let $r>1$. If $q / m$ is too small, then we can expect no cells containing $r$ balls; in this case $P(m, q, r, 0)$ is near unity and all $P(m, q, r, t)$ with $t \geq 1$ are very small. If $q / m$ is very large, then most cells will contain about $r=q / m$ balls. We will discuss only the intermediate case.

Theorem 4.3.2. Let $q$ balls be distributed in $m$ cells independently and uniformly at random. Then the number $t$ of cells containing exactly $r$ balls follows asymptotically a Poisson distribution with

$$
\begin{equation*}
P(m, q, r, t)=e^{-\lambda_{r}} \frac{\lambda_{r}{ }^{t}}{t!} \text { and } \lambda_{r}=\frac{m e^{-\frac{q}{m}}}{r!}\left(\frac{q}{m}\right)^{r} \tag{4.9}
\end{equation*}
$$

This holds when $q$ and $m$ tend to infinity such that $\lambda_{r}$ remains bounded.
Proof. First we will estimate the quantity $S_{v}$ of (4.7). Based on the inequality $(x)_{k} \leq x^{k}$ for $s \geq 1$ one obtains

$$
v!S_{v} \leq \frac{m^{v}}{m^{v r}} \frac{q^{v r}}{(r!)^{v}}\left(1-\frac{v}{m}\right)^{q-v r}
$$

From Taylor's expansion, for $0<x<1$, we have

$$
\begin{equation*}
\frac{-x}{1-x}<\ln (1-x)<-x \tag{4.10}
\end{equation*}
$$

Therefore

$$
v!S_{v}<\frac{m^{v}}{(r!)^{v}}\left(\frac{q}{m}\right)^{v r} e^{-\left(\frac{q-v r}{m}\right) v}
$$

Using the inequality $(x)_{k} \geq(x-k)^{k}$ for $s \geq 1$, we get the lower bound as follows.

$$
v!S_{v} \geq \frac{(m-v)^{v}}{m^{v r}} \frac{(q-v r)^{v r}}{(r!)^{v}}\left(1-\frac{v}{m}\right)^{q-v r}
$$

Using (4.10), we get

$$
v!S_{v}>\frac{m^{v}}{(r!)^{v}}\left(\frac{q}{m}\right)^{v r}\left(1-\frac{v r}{q}\right)^{v r} e^{-\left(\frac{q-v(r-1)}{m-v}\right) v}
$$

Now define

$$
\lambda_{r}=\frac{m e^{-\frac{q}{m}}}{r!}\left(\frac{q}{m}\right)^{r}
$$

and suppose that $q$ and $m$ increase in such a way that $\lambda_{r}$ remains constrained to a finite interval $0<a<\lambda_{r}<b$. For each fixed $v$ the ratio of the upper and lower bounds tends to unity, under the condition that $v r \ll q$. Hence

$$
\begin{equation*}
0 \leq \frac{\lambda_{r}{ }^{v}}{v!}-S_{v} \rightarrow 0 \tag{4.11}
\end{equation*}
$$

This relation holds trivially when $\lambda_{r} \rightarrow 0$ Hence (4.11) holds whenever $q$ and $m$ increase in such a way that $\lambda_{r}$ remains bounded. Now

$$
\begin{equation*}
e^{-\lambda_{r}}-P(m, q, r, 0)=\sum_{v=0}^{\infty}(-1)^{v}\left(\frac{\lambda_{r}^{v}}{v!}-S_{v}\right) \tag{4.12}
\end{equation*}
$$

and (4.11) implies that the right side tends to zero. The observation that (4.5) can be rewritten as $S_{t} P(m, q, r, 0)$ shows that for each fixed $t$

$$
P(m, q, r, t)-e^{-\lambda_{r}} \frac{\lambda_{r}^{t}}{t!} \rightarrow 0
$$

This completes the proof.
The probability that exactly one $r$-collision occurs is $\lambda_{r} e^{-\lambda_{r}}$ and the probability that at least one $r$-collision occurs is $1-e^{\lambda_{r}}$. If one wants to calculate the number of trials in order to have at least one $r$-collision with probability $1-e^{-1} \approx 0.63$, one has to solve numerically the equation $\lambda_{r}=1$ or

$$
q e^{-\frac{q}{m r}}=m^{\frac{r-1}{r}}(r!)^{\frac{1}{r}}
$$

If $q \leq m$ then the following is a good approximation.

$$
q \approx m^{\frac{r-1}{r}}(r!)^{\frac{1}{r}}
$$

This shows that the number of trials is $\Theta\left(r m^{(r-1) / r}\right)$.

## Chapter 5

## Balance-based Analysis of Generalized Birthday Attack

As mentioned in Chapters 1 and 4, $r$-collision freeness is a desirable security property of a hash function. One natural question that arises from the discussions in the previous sections is the following.

Can we extend balance-based analysis to the generalized birthday attack? What would be the equivalent notion of balance in the context of $r$ collisions?

The generalized birthday attack, that we consider, for finding $r$-collisions $(r \geq$ 2) for a given hash function $h: X \rightarrow Y$ is shown in Figure 5.1. It picks points $x_{1}, x_{2}, \cdots, x_{q}$ from the domain $X$ independently and uniformly at random. If any $r$ of these points map to the same range point then it returns them, and if no $r$-collision is found it returns "failure". The integer $q \geq r$ is the number of trials. Note that for $r=2$, the algorithms given in Figures 5.1 and 3.1 are the same.

Our goal here is to analyze the performance of the generalized birthday attack on a hash function $h: X \rightarrow Y$ in terms of what we call $r$-balance of $h$. Equivalently, we want to analyze how the following metrics vary with $r$-balance.

- $C_{h}^{(r)}(q)$ : probability that the birthday attack of Figure 5.1 successfully finds an $r$-collision for $h$ in $q$ trials $(q \geq r)$.
- $Q_{h}^{(r)}(c)$ : the minimum number of trials required to obtain an $r$-collision with probability greater than or equal to $c$. That is,

$$
\begin{equation*}
Q_{h}^{(r)}(c)=\min \left\{q: C_{h}^{(r)}(q) \geq c\right\} . \tag{5.1}
\end{equation*}
$$

Note that, for a balance-based analysis of the generalized birthday attack, the definition of balance given in [BK04] will not suffice. We need an equivalent formulation in the context of $r$-collisions. In the following section we will provide the definition of $r$-balance and discuss its properties.

```
For i=1,\ldots.,q do
    xi}\stackrel{&}{\leftarrow}
    yi}\leftarrowh(\mp@subsup{x}{i}{}
EndFor
If there are indices i}\mp@subsup{i}{1}{},\cdots,\mp@subsup{i}{r}{}\mathrm{ such that }h(\mp@subsup{x}{\mp@subsup{i}{1}{}}{})=\cdots=h(\mp@subsup{x}{\mp@subsup{i}{r}{}}{}
and }\mp@subsup{x}{\mp@subsup{i}{1}{}}{},\cdots,\mp@subsup{x}{\mp@subsup{i}{r}{}}{}\mathrm{ are distinct
    then return }\mp@subsup{x}{\mp@subsup{i}{1}{}}{},\cdots,\mp@subsup{x}{\mp@subsup{i}{r}{}}{
EndIf
Return "failure"
```

Figure 5.1: Generalized birthday attack on a hash function $h: X \rightarrow Y$ for finding $r$-collisions.

### 5.1 Notation

We will use the following notation for our analysis.

- If $d$ is a non-negative integer, then $[d]=\{1,2, \cdots, d\}$.
- For an integer $r \geq 2,[d]_{r}$ denotes the set of all $r$-element subsets of $[d]$.
- $[d]_{r, 2}$ denotes the set of all 2 -element subsets of $[d]_{r}$.
- For any $y \in Y, h^{-1}(y)=\{x \in X: h(x)=y\}$.
- Let $r \geq 2$ and $d \geq 0$ be integers. Then $(d)_{r}$ is defined as follows.

$$
(d)_{r}= \begin{cases}d(d-1) \cdots(d-r+1) & \text { if } d \geq r \\ 0 & \text { otherwise }\end{cases}
$$

- $\mathrm{P}(a, b)$ denotes the number of permutations of $a$ things taken $b$ at a time. Clearly $\mathrm{P}(a, b)=(a)_{b}$.


## $5.2 r$-balance and its properties

Recall that in [BK04], balance was defined as a function of the probability that two uniformly chosen (with replacement) domain points map to the same range point. It is defined this way because in case of 2 -collisions the probability that the domain points coincide can be ignored compared to the probability of $r$-collisions when the size of the domain is at least twice the size of the range. But in case of $r$-collisions, where $r$ is large, we cannot ignore the probability of domain points coinciding. So if we are looking for $r$-collisions, a natural way to define the $r$-balance of $h$ would be in terms of the probability of finding $r$-collisions for $h$.

Definition 5.2.1. Let $h: X \rightarrow Y$ be a hash function whose domain $X$ and range $Y=\left\{y_{1}, y_{2}, \cdots, y_{m}\right\}$ have sizes $n, m \geq r$, respectively. For $i \in[m]$, let $n_{i}=\left|h^{-1}\left(y_{i}\right)\right|$ denote the size of the preimage of $y_{i}$ under $h$. The $r$-balance of $h$, denoted $\mu_{r}(h)$, is defined as

$$
\begin{equation*}
\mu_{r}(h)=\frac{1}{r-1} \cdot \log _{m}\left(\frac{1}{p_{r}}\right) \tag{5.2}
\end{equation*}
$$

where $p_{r}$ denotes the probability of an $r$-collision when $r$ elements are chosen independently and uniformly at random from the domain $X$.

For $r=2$, we have

$$
\begin{aligned}
m^{-\mu_{2}(h)} & =\frac{\sum_{i=1}^{m} n_{i}\left(n_{i}-1\right)}{n^{2}} \\
& =\frac{\sum_{i=1}^{m} n_{i}^{2}}{n^{2}}-\frac{\sum_{i=1}^{m} n_{i}}{n} \\
& =m^{-\mu(h)}-\frac{1}{n}
\end{aligned}
$$

This shows that $\mu_{2}(h)$ is always greater than $\mu(h)$. The difference gets smaller as $n$ grows larger.

Proposition 5.2.1. Let $r$ elements be chosen independently and uniformly at random from the domain $X$. The probability that they form an $r$-collision is determined by

$$
p_{r}=\frac{\sum_{i=1}^{m}\left(n_{i}\right)_{r}}{n^{r}}
$$

Proof. Let $r$ elements $w_{1}, w_{2}, \cdots, w_{r}$ be picked independently and uniformly at random from the domain $X$. Let $E$ be the event that these elements form an $r$-collision. Let $A$ denote the event that these are distinct and for $1 \leq i \leq m$, let $B_{i}$ be the event that $h\left(w_{1}\right)=\cdots=h\left(w_{r}\right)=y_{i}$. Then

$$
E=A B_{1} \cup A B_{2} \cup \cdots \cup A B_{m}
$$

Since $B_{i}$ 's are mutually exclusive events, we have

$$
\begin{aligned}
\operatorname{Pr}[E] & =\sum_{i=1}^{m} \operatorname{Pr}\left[A B_{i}\right] \\
& =\sum_{i=1}^{m} \operatorname{Pr}\left[A \mid B_{i}\right] \cdot \operatorname{Pr}\left[B_{i}\right] \\
& =\sum_{i=1}^{m} \frac{n_{i}\left(n_{i}-1\right) \cdots\left(n_{i}-r+1\right)}{n_{i}^{r}} \cdot \frac{n_{i}^{r}}{n^{r}} \\
& =\sum_{i=1}^{m} \frac{n_{i}\left(n_{i}-1\right) \cdots\left(n_{i}-r+1\right)}{n^{r}}
\end{aligned}
$$

Since $p_{r}=\operatorname{Pr}[E]$, the proposition follows.

The following lemma will be used in obtaining bounds on the $r$-balance of a hash function.

Lemma 5.2.2. Let $r \geq 2$ be an integer. Let $n_{1}, n_{2}, \cdots, n_{m}$ be non-negative integers such that $\sum_{i=1}^{m} n_{i}=n$. Then

$$
m \cdot\left(\frac{n}{m}\right)_{r} \leq \sum_{i=1}^{m}\left(n_{i}\right)_{r} \leq(n)_{r}
$$

Proof. We will prove the bounds using a counting argument. Let $S\left(n_{i}\right)$ denote the set of all distinct arrangements of $n_{i}$ things taken $r$ at a time. Then $\left|S\left(n_{i}\right)\right|=$ $\mathrm{P}\left(n_{i}, r\right)$ for $i=1, \cdots m$. If $n_{j} \leq r-1$ for some $j$ then $S\left(n_{j}\right)=\emptyset$. Assume, without loss of generality, that the first $k$ of the $n_{i}$ 's are greater than $r-1$. By definition $n=\sum_{i=1}^{m} n_{i}$. Let $S$ denote the set of all distinct arrangements of $n$ things taken $r$ at a time. Each arrangement in $S\left(n_{i}\right)$ is also present in $S$. This show that $S\left(n_{1}\right) \cup S\left(n_{2}\right) \cup \cdots \cup S\left(n_{k}\right) \subseteq S$. Also since the $S\left(n_{i}\right)$ 's are disjoint, we have

$$
\mathrm{P}\left(n_{1}, r\right)+\mathrm{P}\left(n_{2}, r\right)+\cdots+\mathrm{P}\left(n_{k}, r\right) \leq \mathrm{P}\left(n_{1}+n_{2}+\cdots+n_{k}, r\right)=\mathrm{P}(n, r)
$$

Equality occurs when $k=0$ i.e., one of the $n_{i}$ 's is equal to $n$ and the rest are zero. This gives an upper bound on $\sum_{i=1}^{m}\left(n_{i}\right)_{r}$.

$$
\begin{equation*}
\sum_{i=1}^{m}\left(n_{i}\right)_{r} \leq(n)_{r} \tag{5.3}
\end{equation*}
$$

Now we claim that $\sum_{i=1}^{m}\left(n_{i}\right)_{r}$ attains its minimum when all $n_{i}$ 's are equal i.e., $n_{1}=n_{2}=\cdots=n_{m}=\frac{n}{m}$. Suppose there exist $n_{i}$ and $n_{j}$ such that $n_{i}>\frac{n}{m}$ and $n_{j}<\frac{n}{m}$. Assume, without loss of generality, that $i=1$ and $j=2$. To prove the claim, we need but show that

$$
\mathrm{P}\left(n_{1}-1, r\right)+\mathrm{P}\left(n_{2}+1, r\right)+\cdots+\mathrm{P}\left(n_{k}, r\right)<\mathrm{P}\left(n_{1}, r\right)+\mathrm{P}\left(n_{2}, r\right)+\cdots+\mathrm{P}\left(n_{k}, r\right)
$$

Let $T_{i}$ denote the set containing $n_{i}$ items. Clearly, $T_{1} \cup T_{2} \cup \cdots \cup T_{m}=X$. Let $x \in T_{1}$. The number of arrangements of items in $T_{1}$ taken $r$ at a time that contain $x$ is equal to $r \mathrm{P}\left(n_{1}-1, r-1\right)$. Suppose we remove $x$ from $T_{1}$ and put it in $T_{2}$. Then the number of arrangements of items in $T_{2}$ taken $r$ at a time that contain $x$ is equal to $r \mathrm{P}\left(n_{2}, r-1\right)$. Thus we have

$$
\begin{aligned}
& \left(\mathrm{P}\left(n_{1}, r\right)+\mathrm{P}\left(n_{2}, r\right)+\cdots+\mathrm{P}\left(n_{k}, r\right)\right)-\left(\mathrm{P}\left(n_{1}-1, r\right)+\mathrm{P}\left(n_{2}+1, r\right)+\cdots+\mathrm{P}\left(n_{k}, r\right)\right) \\
& \quad=\left|S\left(n_{1}\right) \cup S\left(n_{2}\right) \cup \cdots \cup S\left(n_{m}\right)\right|-\left|S\left(n_{1}-1\right) \cup S\left(n_{2}+1\right) \cup \cdots \cup S\left(n_{m}\right)\right| \\
& \quad=\left|S\left(n_{1}\right) \cup S\left(n_{2}\right)\right|-\left|S\left(n_{1}-1\right) \cup S\left(n_{2}+1\right)\right| \\
& \quad=\left|S\left(n_{1}-1\right)\right|+r \mathrm{P}\left(n_{1}-1, r-1\right)+\left|S\left(n_{2}\right)\right|-\left|S\left(n_{1}-1\right)\right|-\left|S\left(n_{2}\right)\right|-r \mathrm{P}\left(n_{2}, r-1\right) \\
& \quad=r \mathrm{P}\left(n_{1}-1, r-1\right)-r \mathrm{P}\left(n_{2}, r-1\right) \\
& \quad>0
\end{aligned}
$$

since $n_{1}-1>n_{2}$. Thus we have a lower bound on $\sum_{i=1}^{m}\left(n_{i}\right)_{r}$.

$$
\begin{equation*}
\sum_{i=1}^{m}\left(n_{i}\right)_{r} \geq m \cdot\left(\frac{n}{m}\right)_{r} \tag{5.4}
\end{equation*}
$$

From (5.3) and (5.4), we have

$$
m \cdot\left(\frac{n}{m}\right)_{r} \leq \sum_{i=1}^{m}\left(n_{i}\right)_{r} \leq(n)_{r}
$$

Now we present upper and lower bounds on the $r$-balance of a hash function and see when they are attained.

Proposition 5.2.3. Let $h$ be a hash function. Then

$$
\begin{equation*}
\frac{1}{r-1} \log _{m} \frac{n^{r}}{(n)_{r}} \leq \mu_{r}(h) \leq \frac{1}{r-1} \log _{m} \frac{n^{r}}{m \cdot\left(\frac{n}{m}\right)_{r}} \tag{5.5}
\end{equation*}
$$

The lower bound is attained when $h$ is a constant function and the upper bound is attained when $h$ is a regular function.

Proof. From Lemma 5.2.2, we have

$$
m \cdot\left(\frac{n}{m}\right)_{r} \leq \sum_{i=1}^{m}\left(n_{i}\right)_{r} \leq(n)_{r}
$$

Dividing throughout by $n^{r}$ we get,

$$
\begin{aligned}
& \frac{m \cdot\left(\frac{n}{m}\right)_{r}}{n^{r}} \leq \frac{\sum_{i=1}^{m}\left(n_{i}\right)_{r}}{n^{r}} \leq \frac{(n)_{r}}{n^{r}} \\
& \frac{n^{r}}{(n)_{r}} \leq \frac{n^{r}}{\sum_{i=1}^{m}\left(n_{i}\right)_{r}} \leq \frac{n^{r}}{m \cdot\left(\frac{n}{m}\right)_{r}}
\end{aligned}
$$

Taking $\log _{m}$ and dividing by $r-1$ we obtain the required bounds on $r$-balance. From Lemma 5.2.2, we know that the lower bound of $\sum_{i=1}^{m}\left(n_{i}\right)_{r}$ is attained when $h$ is a regular function and the upper bound is attained when $h$ is a constant function. From this the proposition follows.

Note that the lower bound in Equation (5.5) is close to zero and the upper bound is close to 1 when the size of the domain $n$ is substantially large.

### 5.3 Bounds on $C_{h}^{(r)}(q)$

In this section we provide upper and lower bounds on $C_{h}^{(r)}(q)$ as functions of the $r$-balance. Consider the generalized birthday attack as shown in Figure 5.1. For every $I \in[q]_{r}, I=\left\{i_{1}, i_{2}, \cdots, i_{r}\right\}$, define a random variable $Z_{I}$ as follows.

$$
Z_{I}= \begin{cases}1 & \text { if } x_{i_{1}}, x_{i_{2}}, \cdots, x_{i_{r}} \text { form an } r \text {-collision } \\ 0 & \text { otherwise }\end{cases}
$$

From Proposition 5.2.1 and the definition of $r$-balance we have

$$
\begin{equation*}
\mathbf{E}\left[Z_{I}\right]=\operatorname{Pr}\left[Z_{I}=1\right]=\frac{\sum_{i=1}^{m}\left(n_{i}\right)_{r}}{n^{r}}=m^{-(r-1) \mu_{r}(h)}=p_{r} \tag{5.6}
\end{equation*}
$$

Let $Z=\sum_{I \in[q]_{r}} Z_{I} . Z$ denotes the number of $r$-collisions.
Theorem 5.3.1 (Upper Bound on $\left.C_{h}^{(r)}(q)\right)$. Let $h: X \rightarrow Y$ be a hash function with $|X|=n$ and $|Y|=m$. Assume $m \geq r \geq 2$. Then for any integer $q \geq r$

$$
\begin{equation*}
C_{h}^{(r)}(q) \leq\binom{ q}{r} m^{-(r-1) \mu_{r}(h)} . \tag{5.7}
\end{equation*}
$$

Proof. By linearity of expectation we have

$$
\begin{equation*}
\mathbf{E}[Z]=\sum_{I \in[q]_{r}} \mathbf{E}\left[Z_{I}\right]=\binom{q}{r} \mathbf{E}\left[Z_{I}\right]=\binom{q}{r} \cdot p_{r} \tag{5.8}
\end{equation*}
$$

The upper bound is obtained by a direct application of Markov's inequality.

$$
\begin{equation*}
C_{h}^{(r)}(q)=\operatorname{Pr}[Z \geq 1] \leq \frac{\mathbf{E}[Z]}{1}=\binom{q}{r} \cdot p_{r} \tag{5.9}
\end{equation*}
$$

To obtain a lower bound on $C_{h}^{(r)}(q)$, we will need the following lemma.
Lemma 5.3.2. Let $\ell$ be an integer such that $\ell>r$. Then

$$
p_{\ell} \leq m^{-\ell\left(\frac{r-1}{r}\right) \mu_{r}(h)}
$$

Proof. By definition,

$$
p_{\ell}=\frac{\sum_{i=1}^{m}\left(n_{i}\right)_{\ell}}{n^{\ell}} .
$$

We need an upper bound on $\sum_{i=1}^{m}\left(n_{i}\right)_{\ell}$ in terms of $\mu_{r}(h), m$ and $r$. From Lemma 5.2.2 we know that $\sum_{i=1}^{m}\left(n_{i}\right)_{\ell}$ attains a maximum when $n_{1}=n$ and all the remaining $n_{i}$ 's
are zero. When this happens, $p_{r}$ will be determined by $p_{r}=\frac{n(n-1) \cdots(n-r+1)}{n^{r}}$ and $(n)_{r}=n^{r} \cdot p_{r}$.

$$
\begin{gathered}
p_{r}=\left(1-\frac{1}{n}\right)\left(1-\frac{2}{n}\right) \cdots\left(1-\frac{r-1}{n}\right) \leq\left(1-\frac{r-1}{n}\right)^{r} \\
p_{r}{ }^{1 / r} \leq\left(1-\frac{r-1}{n}\right)
\end{gathered}
$$

For all $j>r-1$,

$$
\begin{equation*}
\left(1-\frac{j}{n}\right)>\left(1-\frac{r-1}{n}\right) \tag{5.10}
\end{equation*}
$$

Using Equation (5.10), we have

$$
\begin{aligned}
(n)_{\ell} & =(n)_{r} \cdot(n-r)(n-r-1) \cdots(n-\ell+1) \\
& =n^{r} \cdot p_{r} \cdot n^{\ell-r}\left(1-\frac{r}{n}\right)\left(1-\frac{r+1}{n}\right) \cdots\left(1-\frac{\ell-1}{n}\right) \\
& \leq n^{\ell} \cdot p_{r} \cdot\left(1-\frac{r-1}{n}\right)^{\ell-r} \\
& \leq n^{\ell} \cdot p_{r} \cdot p_{r} \frac{\ell-r}{r} \\
& \leq n^{\ell} \cdot p_{r}^{\ell / r}
\end{aligned}
$$

The bound can now be obtained as follows.

$$
\begin{aligned}
p_{\ell} & =\frac{\sum_{i=1}^{m}\left(n_{i}\right)_{\ell}}{n^{\ell}} \\
& \leq \frac{n^{\ell} \cdot p_{r}^{\ell / r}}{n^{\ell}} \\
& \leq p_{r}^{\ell / r} \\
& =\left(m^{-(r-1) \mu_{r}(h)}\right)^{\ell / r} \\
& =m^{-\ell\left(\frac{r-1}{r}\right) \mu_{r}(h)}
\end{aligned}
$$

This completes the proof.
Theorem 5.3.3 (Lower Bound on $C_{h}^{(r)}(q)$ ). Let $h: X \rightarrow Y$ be a hash function with $|X|=n$ and $|Y|=m$. Assume $m \geq r \geq 2$. Let $\alpha \geq 0$ be a real number such that

$$
\begin{equation*}
r \leq q \leq \alpha \cdot m^{\left(\frac{r-1}{r}\right) \mu_{r}(h)} . \tag{5.11}
\end{equation*}
$$

Then

$$
\begin{equation*}
C_{h}^{(r)}(q) \geq\left(\frac{3}{2}-\frac{1}{2}(\alpha+1)^{r}\right) \cdot\binom{q}{r} \cdot m^{-(r-1) \mu_{r}(h)} . \tag{5.12}
\end{equation*}
$$

The reason for making the assumption (5.11) is as follows. In Sections 4.2 and 4.3, we stated that it would approximately take $\Theta\left(m^{(r-1) / r}\right)$ trials to find a collision for a fixed probability. Intuitively one would expect that the number of trials needed when the balance is also considered would be roughly $\Theta\left(m^{\left(\frac{r-1}{r}\right) \mu_{r}(h)}\right)$.

Now we will give a proof of Theorem 5.3.3.
Proof. Let $[q]_{r, 2}$ denote the set of all 2-element subsets of $[q]_{r}$. By the principle of inclusion and exclusion, we have

$$
\begin{align*}
& C_{h}^{(r)}(q)= \operatorname{Pr}\left[\bigvee_{I \in[q]_{r}} Z_{I}=1\right]  \tag{5.13}\\
&= \sum_{I \in[q]_{r}} \operatorname{Pr}\left[Z_{I}=1\right]-\sum_{\substack{I, J \in[q]_{r} \\
I \neq J}} \operatorname{Pr}\left[Z_{I}=1 \wedge Z_{J}=1\right] \\
&+\cdots+(-1)^{(q)}{ }^{(q)}-1  \tag{5.14}\\
& \operatorname{Pr}\left[\bigwedge_{I \in[q]_{r}} Z_{I}=1\right]
\end{align*}
$$

The first two terms in the above equation gives us a lower bound on $C_{h}^{(r)}(q)$.

$$
\begin{equation*}
C_{h}^{(r)}(q) \geq \sum_{I \in[q]_{r}} \operatorname{Pr}\left[Z_{I}=1\right]-\sum_{\{I, J\} \in[q]_{r, 2}} \operatorname{Pr}\left[Z_{I}=1 \wedge Z_{J}=1\right] \tag{5.15}
\end{equation*}
$$

Equation (5.8) tells us that the first term in the above equation is

$$
\begin{equation*}
\sum_{I \in[q]_{r}} \operatorname{Pr}\left[Z_{I}=1\right]=\binom{q}{r} \operatorname{Pr}\left[Z_{I}=1\right]=\binom{q}{r} \cdot p_{r} \tag{5.16}
\end{equation*}
$$

In order to obtain a lower bound we need an upper bound on the second term of Equation (5.15). We now claim that

$$
\begin{equation*}
\sum_{\{I, J\} \in[q]_{r, 2}} \operatorname{Pr}\left[Z_{I}=1 \wedge Z_{J}=1\right] \leq \frac{1}{2}\binom{q}{r} \cdot p_{r} \cdot\left((\alpha+1)^{r}-1\right) \tag{5.17}
\end{equation*}
$$

Combining Equations (5.15), (5.16) and (5.17), we obtain the lower bound stated in Equation (5.12) as follows.

$$
\begin{aligned}
C_{h}^{(r)}(q) & \geq\binom{ q}{r} \cdot p_{r}-\sum_{\{I, J\} \in[q]_{r, 2}} \operatorname{Pr}\left[Z_{I}=1 \wedge Z_{J}=1\right] \\
& \geq\binom{ q}{r} \cdot p_{r}-\frac{1}{2}\binom{q}{r} \cdot p_{r} \cdot\left((\alpha+1)^{r}-1\right) \\
& =\left(\frac{3}{2}-\frac{1}{2}(\alpha+1)^{r}\right) \cdot\binom{q}{r} \cdot p_{r}
\end{aligned}
$$

It remains to prove the claim stated in (5.17).
For $k=0,1, \cdots, r-1$, let $N_{k}$ be the number of sets $\{I, J\} \in[q]_{r, 2}$ such that $|I \cap J|=k$. The $k$ common elements can be chosen in $\binom{q}{k}$ ways. The remaining $r-k$ elements in $I$ can be chosen in $\binom{q-k}{r-k}$ ways and for each such $I$, we can chose the remaining $r-k$ elements in $J$ in $\binom{q-r}{r-k}$ ways. But this way we are counting every unordered pair twice (i.e., $\{I, J\}$ and $\{J, I\}$ are indistinguishable but counted twice). Therefore, we have

$$
\begin{equation*}
N_{k}=\frac{1}{2}\binom{q}{k}\binom{q-k}{r-k}\binom{q-r}{r-k}=\frac{1}{2}\binom{q}{r}\binom{r}{k}\binom{q-r}{r-k} \tag{5.18}
\end{equation*}
$$

We can now break up the second term in Equation (5.15) as follows:

$$
\begin{equation*}
\sum_{\{I, J\} \in[q]_{r, 2}} \operatorname{Pr}\left[Z_{I}=1 \wedge Z_{J}=1\right]=\sum_{k=0}^{r-1} N_{k} \cdot \operatorname{Pr}\left[Z_{I}=1 \wedge Z_{J}=1:|I \cap J|=k\right] \tag{5.19}
\end{equation*}
$$

When $k=0$, the events $Z_{I}=1$ and $Z_{J}=1$ are independent and hence for $k=0$,

$$
\begin{equation*}
\operatorname{Pr}\left[Z_{I}=1 \wedge Z_{J}=1\right]=\operatorname{Pr}\left[Z_{I}=1\right] \cdot \operatorname{Pr}\left[Z_{J}=1\right]={p_{r}}^{2} \tag{5.20}
\end{equation*}
$$

When $k \geq 1$, the events $Z_{I}=1$ and $Z_{J}=1$ indicate that the elements in $I$ map to a common point and so do the elements in $J$. Since $I \cap J \neq \emptyset$, the common image of the elements of both $I$ and $J$ must be the same. Hence $\operatorname{Pr}\left[Z_{I}=1 \wedge Z_{J}=1\right]$ is the probability that the $2 r-k$ distinct elements in $I \cup J$ form a $2 r-k$-collision. That is,

$$
\begin{equation*}
\operatorname{Pr}\left[Z_{I}=1 \wedge Z_{J}=1\right]=p_{2 r-k} \tag{5.21}
\end{equation*}
$$

Combining Equations (5.18), (5.19), (5.20) and (5.21), we obtain the following:

$$
\begin{equation*}
\operatorname{Pr}\left[Z_{I}=1 \wedge Z_{J}=1\right]=N_{0} \cdot p_{r}^{2}+\sum_{k=0}^{r-1} N_{k} \cdot p_{2 r-k} \tag{5.22}
\end{equation*}
$$

To obtain an upper bound on the above expression, we need an upper bound on $p_{2 r-k}$. From Lemma 5.3.2, we have

$$
\begin{equation*}
p_{2 r-k} \leq m^{-(2 r-k)\left(\frac{r-1}{r}\right) \mu_{r}(h)} \tag{5.23}
\end{equation*}
$$

Let

$$
a=\sum_{\{I, J\} \in[q]]_{r, 2}} \operatorname{Pr}\left[Z_{I}=1 \wedge Z_{J}=1\right] .
$$

Combining Equations (5.11), (5.18), (5.22) and (5.23), we obtain

$$
\begin{aligned}
a & =\frac{1}{2}\binom{q}{r}\binom{q-r}{r} p_{r}{ }^{2}+\frac{1}{2}\binom{q}{r} \sum_{k=1}^{r-1}\binom{r}{k}\binom{q-r}{r-k} p_{2 r-k} \\
& \leq \frac{1}{2}\binom{q}{r}\left(\left(q^{r} \cdot p_{r}\right) \cdot p_{r}+\sum_{k=1}^{r-1}\binom{r}{k} q^{r-k} \cdot m^{-(2 r-k)\left(\frac{r-1}{r}\right) \mu_{r}(h)}\right) \\
& =\frac{1}{2}\binom{q}{r}\left(\left(q^{r} m^{-(r-1) \mu_{r}(h)}\right) \cdot p_{r}+m^{-(r-1) \mu_{r}(h)} \sum_{k=1}^{r-1}\binom{r}{k} q^{r-k} \cdot m^{-(r-k)\left(\frac{r-1}{r}\right) \mu_{r}(h)}\right) \\
& =\frac{1}{2}\binom{q}{r}\left(\left(q m^{-\left(\frac{r-1}{r}\right) \mu_{r}(h)}\right)^{r} \cdot p_{r}+p_{r} \sum_{k=1}^{r-1}\binom{r}{k}\left(q \cdot m^{-\left(\frac{r-1}{r}\right) \mu_{r}(h)}\right)^{r-k}\right)
\end{aligned}
$$

Using the assumption that $q \leq \alpha \cdot m^{\left(\frac{r-1}{r}\right) \mu_{r}(h)}$, we obtain

$$
\begin{aligned}
a & \leq \frac{1}{2}\binom{q}{r} p_{r}\left(\alpha^{r}+\sum_{k=1}^{r-1}\binom{r}{k} \alpha^{r-k}\right) \\
& =\frac{1}{2}\binom{q}{r} p_{r}\left((\alpha+1)^{r}-1\right)
\end{aligned}
$$

which proves the claim in (5.17).

## Comparison with $C_{h}(q)$

Substituting $r=2$ in (5.7) and (5.12), we get the following bounds on $C_{h}^{(2)}(q)$.

$$
\left(1-\frac{\alpha^{2}}{2}-\alpha\right) \cdot\binom{q}{2} \cdot m^{-\mu_{2}(h)} \leq C_{h}^{(2)}(q) \leq\binom{ q}{2} \cdot m^{-\mu_{2}(h)}
$$

the lower bound being true provided $q \leq \alpha \cdot m^{\mu_{2}(h) / 2}$. Replacing $\alpha$ with 0.4 gives us

$$
0.52 \cdot\binom{q}{2} \cdot m^{-\mu_{2}(h)} \leq C_{h}^{(2)}(q) \leq\binom{ q}{2} \cdot m^{-\mu_{2}(h)}
$$

which are slightly better than the bounds on $C_{h}(q)$ stated in (3.6). The difference is due to the way we have defined $\mu_{2}(h)$. Note that we do not need any additional restrictions on the sizes of the range and domain for our bounds to hold.

### 5.4 Bounds on $Q_{h}^{(r)}(c)$

Now we will provide upper and lower bounds on $Q_{h}^{(r)}(c)$.

Theorem 5.4.1. Let $h: X \rightarrow Y$ be a hash function with $|X|=n$ and $|Y|=m$. Assume $m \geq r \geq 2$. Let $\alpha \geq 0$ be a real number such that $\beta=\left(\frac{3}{2}-\frac{1}{2}(\alpha+1)^{r}\right)>0$. Let $c$ be a real number such that $0 \leq c<1$. Then

$$
\begin{equation*}
c^{1 / r}\left(\frac{r}{e}\right) m^{\left(\frac{r-1}{r}\right) \mu_{r}(h)} \leq Q_{h}^{(r)}(c) \leq\left(\frac{c}{\beta}\right)^{1 / r} r m^{\left(\frac{r-1}{r}\right) \mu_{r}(h)} \tag{5.24}
\end{equation*}
$$

the upper bound being true under the additional assumption that

$$
\begin{equation*}
c \leq\left(\frac{\alpha}{r}\right)^{r} \cdot \beta \tag{5.25}
\end{equation*}
$$

Proof. From Theorem 5.3.1 we have

$$
C_{h}^{(r)}(q) \leq \underbrace{\binom{q}{r} m^{-(r-1) \mu_{r}(h)}}_{U(q)}
$$

To get the lower bound of Equation (5.24) we need to solve for $q$ in the equation $U(q)=c$.

$$
\begin{aligned}
c & =\binom{q}{r} m^{-(r-1) \mu_{r}(h)} \\
& \leq\left(\frac{q e}{r}\right)^{r} \frac{1}{m^{(r-1) \mu_{r}(h)}} \\
q & \geq c^{1 / r}\left(\frac{r}{e}\right) m^{\left(\frac{r-1}{r}\right) \mu_{r}(h)}
\end{aligned}
$$

This proves the lower bound of Equation (5.24). We now obtain the upper bound. From Theorem 5.3.3 we have

$$
C_{h}^{(r)}(q) \geq \underbrace{\beta\binom{q}{r} m^{-(r-1) \mu_{r}(h)}}_{L(q)}
$$

Solving for $q$ in the equation $L(q)=c$ we get

$$
\begin{aligned}
c & =\beta\binom{q}{r} m^{-(r-1) \mu_{r}(h)} \\
& \geq \beta\left(\frac{q}{r}\right)^{r} \frac{1}{m^{(r-1) \mu_{r}(h)}} \\
q \leq & \underbrace{\left(\frac{c}{\beta}\right)^{1 / r} \cdot r \cdot m^{\left(\frac{r-1}{r}\right) \mu_{r}(h)}}_{q_{u}}
\end{aligned}
$$

| $r$ | $c$ cmax |
| :---: | :---: |
| 2 | $2.34375 \times 10^{-2}$ |
| 3 | $4.32376 \times 10^{-4}$ |
| 4 | $4.28984 \times 10^{-6}$ |
| 5 | $2.66499 \times 10^{-8}$ |
| 6 | $1.13553 \times 10^{-10}$ |
| 7 | $3.52733 \times 10^{-13}$ |
| 8 | $8.34584 \times 10^{-16}$ |

Table 5.1: Table of values of $\mathrm{cmax}_{r}$ for $r$ ranging from 1 to 8 .

This proves the upper bound of Equation (5.24) provided that $q=q_{u}$ meets the restriction stated in Equation (5.11).

$$
\begin{aligned}
q & \leq\left(\frac{c}{\beta}\right)^{1 / r} r m^{\left(\frac{r-1}{r}\right) \mu_{r}(h)} \\
& \leq\left(\left(\frac{\alpha}{r}\right)^{r} \beta\right)^{1 / r}\left(\frac{1}{\beta}\right)^{1 / r} r m^{\left(\frac{r-1}{r}\right) \mu_{r}(h)} \\
& \leq \alpha m^{\left(\frac{r-1}{r}\right) \mu_{r}(h)} .
\end{aligned}
$$

Thus Equation (5.25) is true.

## Comparison with $Q_{h}(c)$

For $r=2,(5.24)$ gives the following bounds on $Q_{h}^{(2)}(c)$.

$$
\sqrt{c} \cdot \frac{2}{e} \cdot m^{\mu_{2}(h)} \leq Q_{h}^{(2)}(c) \leq \sqrt{\frac{4 c}{\beta}} \cdot m^{\mu_{2}(h)}
$$

provided $c \leq \alpha^{2} \beta / 4$. Substituting $\alpha=0.5$ which maximizes the expression $\alpha^{2} \beta / 4$ we get

$$
0.7357 \sqrt{c} \cdot m^{\mu_{2}(h)} \leq Q_{h}^{(2)}(c) \leq 3.26599 \sqrt{c} \cdot m^{\mu_{2}(h)}
$$

the upper bound being true under the restriction $c \leq 0.0234375$. Our bounds are valid over a wider range of $c$ compared to the bounds stated in (3.9).

## How good is the upper bound?

We will now analyze the upper bound on $Q_{h}^{(r)}(c)$ given in Theorem 5.4.1. To get the range of $c$ for which the upper bound is valid for different values of $r$ we need to look at the following expression (obtained by substituting for $\beta$ in (5.25)).

$$
\begin{equation*}
\left(\frac{\alpha}{r}\right)^{r}\left(\frac{3}{2}-\frac{1}{2}(\alpha+1)^{r}\right) \tag{5.26}
\end{equation*}
$$

The constraint that $\beta$ must be positive we can say that $\alpha<(3)^{1 / r}-1$. It is now clear that $0 \leq \alpha<1$. The maximum range of $c$ can be obtained by finding the maximum value that (5.26) attains. If we differentiate this expression with respect to $\alpha$, we will get a polynomial $s(\alpha)$ of degree $2 r-1$ which has exactly one term with a negative sign. Hence $s(\alpha)$ will have only one real root. At this value of $\alpha$, (5.26) will attain a maximum.

For any $r \geq 2$, let $\operatorname{cmax}_{r}$ denote the maximum value of the expression (5.26). Table 5.1 shows values of $c_{m a x}$ for $r$ ranging from 2 to 8 .

One can observe that the value of $\operatorname{cmax}_{r}$ is decreasing rapidly with increasing values of $r$ which means that as $r$ grows larger the upper bound of Theorem 5.4.1 is valid across smaller ranges of $c$.

## Chapter 6

## Conclusion

The results stated in sections 5.3 and 5.4 suggest that an $r$-collision can be found in about $m^{\left(\frac{r-1}{r}\right) \mu_{r}(h)}$ trials. This indicates that functions with high $r$-balance fare better against birthday attacks than the ones with low $r$-balance. Hence ensuring high $r$ balance provides good security against birthday attacks for finding multicollisions.

One could look at several other problems related to birthday attacks and balancebased analysis of this attack. Here are some interesting problems.

1. Bellare and Kohno [BK04] show that the MD-transform does not preserve balance by considering degenerate compression functions. They also give some experimental results that suggest that SHA-1 actually preserves balance. If the compression function is balanced and non-degenerate then what can be said about the balance of the MD iterates?
2. There are several space efficient algorithms that find cycles in random graphs. These methods can be used to find collisions in a hash function. Is there a space efficient algorithm to find multicollisions?

## Cycle detection algorithms

Cycle detection is the algorithmic problem of finding a cycle of the following type: For any function $f$ that maps a finite set $S$ to itself, and any initial value $x_{0}$ in $S$, the sequence of iterated function values $x_{0}, x_{1}=f\left(x_{0}\right), x_{2}=f\left(x_{1}\right), \cdots, x_{i}=$ $f\left(x_{i-1}\right), \cdots$ must eventually use the same value twice: there must be some $i \neq j$ such that $x_{i}=x_{j}$. Once this happens, the sequence must continue by repeating the cycle of values from $x_{i}$ to $x_{j-1}$.

Floyd's cycle-finding algorithm ([Flo67, Knu97]) is a pointer algorithm that uses only two pointers, which move through the sequence at different speeds. Brent's algorithm [Bre80] is also a pointer algorithm using only two pointers but its underlying principle is different. It has been shown that, on an average, Brent's algorithm is faster than Floyd's. There is a discussion of these algorithms in Exercise 3.1-6 of
[Knu97]. Nivasch [Niv04] describes an algorithm that does not use a fixed amount of memory, but for which the expected amount of memory used is logarithmic in the sequence length. This algorithm uses a stack to store the sequence values. The same algorithm can be run with multiple stacks allowing a time-space tradeoff similar to the previous algorithms.

## A note on Problem 2

Problem 2 has been addressed recently by Joux and Lucks in [JL09]. They give an algorithm to find 3 -collisions that roughly uses $m^{\delta}$ storage and whose running time is $m^{1-\delta}$ for $\delta \leq 3$. This shows that finding 3 -collisions in time $m^{2 / 3}$ would require $m^{1 / 3}$ units of storage.

The basic idea is as follows: First an array is initialized with $N^{\delta}$ collisions for the hash function $h$. Then simply create $N^{\gamma}$ images of random points until we hit one of the known collisions.

To make this algorithm space efficient each of the $N^{\delta}$ collisions can be generated using one of the cycle finding algorithms mentioned earlier. It can be shown that the time complexity of this algorithm is roughly $O\left(m^{1-\delta}\right)$ and storage required is $O\left(m^{\delta}\right)$
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