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Abstract

In today’s world identification of a person is very important and necessary mostly in
security purpose. Now a days many organisation use different type of identification tech-
niques, one of them is Face Recognition. But in different conditions they may not have
the capability to recognise efficiently w.r.t both success rate and time complexity of their
algorithm. There are different as well as important issues in face recognition like expres-
sion, ageing, occlusion that may make trouble to any recognition system. In this report we
have presented a novel approach of recognizing human face from various type of partially
occluded frontal views.

The idea behind this approach is sparse representation that means the test face image
should only be represented in terms of training face images of the same object. Here we
consider that the occlusion is also sparse i.e. a fraction of the image pixels are occluded. We
propose a simple and novel algorithm which uses pseudo inverse to express the test image
as a sparse linear combination of training samples plus a sparse error due to occlusion.
Lastly we use l2 norm and k-NN classifier to recognize the face. One advantage of this
approach is no need of feature selection, dimension reduction, domain-specific information
about the image. We analysis the experimental results of this algorithm which shows how
much occlusion the algorithm can handle and how to choose the training data to maximize
robustness for different type of occlusion. It also shows where the maximum information
present in the face image. To verify the algorithm we use the publicly available ORL
database and MATLAB tool in windows system.
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Chapter 1

Introduction

A face recognition is a computer application for automatically identifying or verifying
a person from a digital image or a snapshot from a video source.
This is branch of a most popular and advanced topic Biometrics [1]. Facial scan is
an effective biometric attribute or indicator. Different biometric indicators are suited
for different kinds of identification applications due to their variations in intrusiveness,
accuracy, cost and ease of sensing. There are six main biometric indicators namely face,
finger, hand, voice, eye and signature. Among those facial features scored the highest
compatibility, in a machine readable travel documents (MRTD) system based on a number
of evaluation factors [2].

History of face recognition : The most famous of early example of a face recognition
system is due to Kohonen[3], who demonstrated that a simple neural net could perform
face recognition for aligned and normalized face images. The type of network he employed
computed a face description by approximating the eigenvectors of the face image’s auto-
correlation matrix; these eigenvectors are now known as eigenfaces. Kohonen’s system
was not a practical success, however, because of the need for precise alignment and nor-
malization.
Kirby and Sirovich (1989)[4] later introduced an algebraic manipulation (PCA) which
made it easy to directly calculate the eigenfaces, and showed that fewer than 100 were
required to accurately code carefully aligned and normalized face images.
Turk and Pentland (1991)[5] then demonstrated that the residual error when coding using
the eigenfaces could be used both to detect faces in cluttered natural imagery, and to
determine the precise location and scale of faces in an image. They then demonstrated
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CHAPTER 1. INTRODUCTION 3

that by coupling this method for detecting and localizing faces with the eigenface recog-
nition method, one could achieve reliable, real-time recognition of faces in a minimally
constrained environment.

Face recognition scenarios can be classified into two types :
face verification or authentication is a one-to-one match that compares a query face
image against a template face image whose identity is being claimed.
face identification or recognition is a one-to-many matching process that compares
a query face image against all the template images in a face database to determine the
identity of the query face.

Issues in Face Recognition

• 3D face projected into 2D image

• Illumination variation because of different lighting condition

• Facial expression

• Occlusion due to other objects or accessories(e.g. sunglasses, scarf etc.)

• Ageing is another great issue as the face changes over time in a non linear fashion
over long periods.

1.1 Different approaches of Face Recognition

Image-based face recognition techniques can be mainly categorized into two groups based
on the face representation which they use: (i)appearance-based which uses holistic texture
features; (ii) model-based which employ shape and texture of the face, along with 3D depth
information. A number of face recognition algorithms, along with their modifications, have
been developed during the past several decades (see Figure 1.1).

Appearance-based approaches represent an object in terms of several raw intensity
images. Most of these techniques depend on the vector space structure induced by the
images. An image is considered as a point in high-dimensional vector space. These ap-
proaches use different statistical measurement to find out the distribution of the image
vectors in the high-dimensional vector space and gives an explanation about the efficient
feature space according to different applications. From the similarity between training
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Figure 1.1: Face Recognition Methods

vectors and test vector in the feature space the system recognise the test object. Three
classical linear appearance-based classifiers PCA , ICA[6] and LDA[7] are given in lit-
erature. Non-linear appearance-based approaches are Kernel PCA[8], ISOMAP[9] and
LLE[10].

On the other hand model-based approaches construct a model of the human face for
analysing facial variations.The prior knowledge of human face is highly utilized to design
the model. For example, feature-based matching derives distance and relative position of
features from the placement of internal facial elements (e.g. eyes,nose etc.). 2D morphable
model-based approaches like Elastic Bunch Graph Matching [11][12] and Active Appear-
ance Model[13][14] are introduced through which the face variations are learned. Blanz
[15][16] proposed a method based on a 3D morphable face model that encodes shape and
texture to handle pose, illumination.

In figure 1.3 we show a schematic diagram of a usual face recognition system.
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Figure 1.2: Images from ORL database

Figure 1.3: Schematic diagram of a face recognition system
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1.2 Objective of the work

Face Recognition is an important component of any security system used all around the
globe. But in reality several issues, some of them mentioned already, arise a great problem
for a face recognition system. We mainly focused our attention on partial occlusion in the
grey level test image. We restrict ourselves to images devoid of variation in ageing, pose
etc. Training sample images are taken from frontal view without occlusion. Our proposed
algorithm is efficient and computationally fast. We use the concept of pseudo-inverse and
k-nearest neighbour classifier.

1.3 Organization of the report

Organization of rest of the report is as follows. We first formulate the problem for face
recognition and then we give two algorithm, one of them is our proposed algorithm, with
experimental results, in the second chapter. In the third chapter we reformulate the
problem for face recognition under partial occlusion and modify the algorithm. In the
fourth chapter we have presented experimental results.



Chapter 2

Face Recognition Technique

In the previous chapter we have mentioned some issues which are important in face recog-
nition when we want to design an efficient algorithm. Here we consider the case where
the face image, we want to recognize could be partially occluded. We will also deal with
illumination but facial expression, ageing are the issues we do not explicitly account. The
key of our approach is the sparse representation of objects to achieving robust and accu-
rate recognition. Ideally, the test image can be represented in terms of just the training
images of the same object, a small portion of the entire training set.

In this chapter we will formulate face recognition problem without any occlusion
and describe two face recognition algorithm, one of them is our proposed algorithm. Both
the algorithm have their own speciality though their is a trade off between efficiency in
recognition rate and time complexity.

2.1 Problem Formulation

In face recognition(human face) the basic problem is to determine the identity of a test
face image from k distinct object classes i.e. to recognize the class of the test image. Here
we take w × h grey scale images both for training and testing with images as a m = wh

dimensional vector v ∈ Rm taking lexicographic ordering of the pixels. We arrange the
given n training images as columns of a matrix A = [v1, v2, ..., vn] and let Ai ∈ Rm×ni

denote the ni training images of i -th subject.

A test image y from the i -th class is approximately lie in the linear span of the
training images from the same class, mathematically y = Aixi, where xi ∈ Rni is a vector
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CHAPTER 2. FACE RECOGNITION TECHNIQUE 8

of coefficients.y can also be represented as linear combination of the entire training images
i.e.

y = Ax0 (2.1)

where A = [A1, A2, ..., Ak] , Ai = [v1, v2, ..., vni ] and x0 =
[
0...0xT

i 0...0
]T ∈ Rn is a vector

with zero entries everywhere except those associated with the corresponding subject i. So
we can now formulate the problem as

Given sets of labelled training images A1, A2, ..., Ak from k classes and a

test image y is taken by sampling an image from one of the k classes, say i-th

class, identify the correct class i.

2.2 Solution by Optimization Problem

Now we want to solve the system of linear equations y = Ax. If the number of image
pixels, m, is grater than the number of training images, n, the system is overdetermined
and may not have an exact solution. Then most popular technique is to take a solution
in the least square sense, by minimizing the l2 norm of the residual :

x̂2 = argmin
x
‖ y −Ax ‖2 (2.2)

But we use l1 norm because in the next chapter we will show that l1 norm is more
effective than l2 norm in case of partially occluded face images. The solution of the
equation y = Ax is

x̂1 = argmin
x
‖ x ‖1 s.t.Ax = y (2.3)

This is a convex optimization problem, whose solution is unique and can be efficiently
computed by linear programming.

2.3 Face Recognition by l1 norm minimization

For this we first define k functions δi : Rn → Rn the i-th of which preserves the coefficients
corresponding to the i-th group and sets rest to zero i.e. δi(x) =

[
0...0xT

i 0...0
]T ∈ Rn.

The approximation in terms of the coefficients associated with the i-th group is then
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Figure 2.1: Some face images from ORL database

ŷ = Aδi(x̂) and classification can be achieved by assigning y to the group that minimizes
‖ y − Aδi(x̂1) ‖2.The implementation minimizes the l1 norm via a primal-dual algorithm
for linear programming[17][18].

Algorithm 1 (Face Recognition by l1 norm minimization)

1 : Input : n training samples partitioned into k classes A1, A2, ...Ak and a test

sample y.

2 : Normalize the training samples to have unit l2 norm and set B = [A1A2...Ak],

where Ai = [vi1vi2...vini ], ni is no. of objects belonging to class i for i = 1, 2, ...k.

3 : Solve the l1 minimization problem :

x̂1 = argmin
x
‖ x ‖1 s.t. Ax = y

by linear programming.

4 : Compute the residuals ri (y) =‖ y −Aδi(x̂1) ‖2 , for i = 1, 2, ..., k.

5 : Output : identity(y) = argmini=1,2,...,k ri (y) .

Experimental Result : We apply the above algorithm on ORL database. The database
contain 380 face images, 10 face images from each of 38 person. The images are taken in
different lighting condition for training and testing(see figure 2.1). We test the algorithm
on 76 face images from the database. The recognition rate of this algorithm is 100%.
Though algorithm is very efficient in face recognition the main disadvantage of this algo-
rithm is it’s time complexity. It takes on an average 10 minutes to identify an object. In
some situation it may not much helpful. From the concept of it’s sparse representation
we have design an algorithm which is very faster than the above algorithm. We have used
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Moore-Penrose pseudoinverse for our proposed algorithm.

2.4 MoorePenrose pseudoinverse

In mathematics, precisely in linear algebra, inverse of a matrix exists if it is a non singular
square matrix.Obviously any matrix can not be invertible. E.H. Moore[19] and Roger
Penrose[20] individually introduced the concept of pseudoinverse for any matrix which is
generalisation of the inverse matrix.

Definition : The pseudoinverse A+ of an m-by-n matrix A (whose entries can be real
or complex numbers) is defined as the unique n-by-m matrix satisfying all of the following
four criteria:

• AA+A = A (AA+ need not to be the general identity matrix)

• A+AA+ = A+ (A+ is a weak inverse for the multiplicative semi-group)

• (AA+)T = AA+ (AA+ is Hermitian) and

• (A+A)T = A+A (A+A is also Hermitian)

A common use of pseudoinverse is to compute a least squares solution to a system of linear
equations.It can be computed using the singular value decomposition.

Computation Method : There are several methods available in the literature for com-
puting the pseudoinverse of a matrix. A computationally simpler and more accurate way
to get the pseudoinverse is by using the singular value decomposition(SVD). If A = UDV T

is the singular value decomposition of A then A+ = V D+UT . For a diagonal matrix such
as D, we compute the pseudoinverse by taking the reciprocal of each non zero element
on the diagonal and leaving the zeros in place. In real computation, elements smaller
than some threshold are taken to be zero. MATLAB function pinv take this threshold as
ε ∗max(m,n) ∗max(D), where ε is the machine epsilon.

Application : Give a system of linear equations Ax = b , it is not easy to find a unique
solution x which will satisfy the system. Our aim is to find such a x that minimize the



CHAPTER 2. FACE RECOGNITION TECHNIQUE 11

Euclidean norm ‖ Ax−b ‖2. Pseudoinverse fulfil that necessity at a high percentage. Thus
the problem has a unique solution x = A+b.

2.5 Proposed Algorithm by Pseudoinverse

In our proposed algorithm we solve the system of linear equations Ax = y using pseudoin-
verse. we find the unique solution x by computing x = A+y, where A+ is the pseudoin-
verse of A. So we get an estimation x̂ of x for the system of equations Ax = y for which
‖ Ax− y ‖2 is minimized.

Algorithm 2(Face Recognition By Pseudoinverse)(proposed)

1 : Input : n training samples partitioned into k classes A1, A2, ...Ak and a test

sample y.

2 : Normalize the training samples to have unit l2 norm and set A = [A1A2...Ak],

where Ai = [vi1vi2...vini ], ni is no. of objects belonging to class i for i = 1, 2, ...k.

3 : Compute : x̂ = A+y, where A+ is the pseudoinverse of A

4 : Compute the residuals ri (y) =‖ y −Aδi(x̂) ‖2 , for i = 1, 2, ..., k.

5 : Output : identity(y) = argmini=1,2,...,k ri (y) .

Experimental Result : The same experiment we have done for our proposed algorithm
also. The recognition rate for this algorithm is 100%. But in case of time complexity our
proposed algorithm is better than algorithm 1. Our proposed algorithm is 600 time faster
than algorithm 1.

Still now we have shown algorithm 2 is very efficient compare to algorithm 1 in
face recognition. But our main purpose is which one perform better in face recognition
when the test samples are partially occluded. In the next chapter we have discussed about
various type of occlusion and how the above algorithms work in that case.



Chapter 3

Recognition Under Partial

Occlusion

3.1 Robustness

Recognition of a human face image with out occlusion is a simple problem. In literature,
many solutions are available for this problem. But real problem arises when test face
image is occluded or corrupted with unknown magnitude and location. There are three
type of errors due to occlusion in measured image,

• large in magnitude in the value of the pixels affected (gross errors)

• unpredictable in location of the pixels affected (randomly supported errors)

• concentrated only on relatively small portion of pixels of the image (sparse errors)

Finding robust recognition performance despite such errors incurred by occlusion is
undoubtedly a challenging task.

Robustness from redundancy : A fundamental principle of coding theory is that
redundancy in the measurement is essential to detecting and correcting gross errors. Re-
dundancy arises in object recognition because the number of image pixels is typically far
greater than the number of subjects that have generated the images. So, even if a fraction
of pixels are completely corrupted by occlusion, recognition may still possible based on
remaining pixels. On the other hand, schemes based on dimension reduction or feature
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CHAPTER 3. RECOGNITION UNDER PARTIAL OCCLUSION 13

extraction (e.g.,PCA,ICA,LDA) discard redundant information that could compensate for
the occlusion.

Robustness from sparsity : The sparsity arises from two sources, one from the identity
of the test image and another from the nature of the occlusion. Practically, the test image
can be represented in terms of just the training images of the same object, a small portion
of the entire training set. The corruption incurred by occlusion is also typically sparse,
affecting only a relatively small fraction of the image pixels.

Recent works on signal processing and information theory [21][22][23] shows that l1

norm is very effective for recovering sparse representations. Finding sparse solutions to
systems of linear equations can be efficiently and exactly solved via convex optimization,
by minimizing l1 norm.

3.2 Reformulate

In section 2.1 we have formulate the problem for face recognition without any occlusion.

Now suppose the test face image is partially occluded and let ρ be the fraction of
occluded pixels in the test image. Then a fraction (1− ρ) of the pixels belong to an image
y0 from one of the k classes. Mathematically it can be expressed as

y = y0 + e = Ax0 + e (3.1)

where e ∈ Rm is an error vector. Since a fraction ρ of its entries are non zero,e is sparse.
The no. of occluded pixels i.e. non zero entries in the error vector is ρm. Later when
we will reconstruct the error by the algorithm, will see that the entries corresponding to
the uncorrupted pixels is not really zero but very small compare to that of the occluded
pixels.

Here we do not make any assumption about the location of the corruption and the
magnitude of the error. Also the type of corruption i.e. whether the corrupted pixels are
in contiguous region or random in location, is totally unknown to us(see figure 3.1). The
change in magnitude of the pixel values does not obey any prior probabilistic distribution.
So we can now reformulate the problem as

Given sets of labelled training images A1, A2, ..., Ak from k classes and a
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Figure 3.1: a and b are contiguous occluded, c and d are random pixels occluded images

test image y created by sampling an image from one of the k classes, say i-th

class and then introducing the occlusion in the ρ fraction of pixels arbitrarily,

identify the correct class i.

3.3 Solution By Convex Optimization Problem

Now we want to solve the system of linear equations y = Ax.If the number of image pixels,
m, is grater than the number of training images, n, the system is overdetermined and may
not have an exact solution. Then most popular technique is to take a solution in the least
square sense, by minimizing the l2 norm of the residual :

x̂2 = argmin
x
‖ y −Ax ‖2 (3.2)

But for highly non-Gaussian error, x̂2 can be arbitrarily bad. We will show how minimizing
the l1 norm, rather than the l2 norm can achieve a efficient algorithm for recognition in
the presence of occlusion.

Since the error e is known to be sparse, but of arbitrary magnitude, an alternative
to minimizing l2 norm of the residual is :

x̂0 = argmin
x
‖ y −Ax ‖0 (3.3)

Here, l0 “norm” ‖ x ‖0 counts the number of nonzero entries of the vector x. Computing
gives the the vector Ax̂0 in the range of A such that the error, e = y−Ax̂0, has the fewest
nonzero entries.

But problem (3.3) is NP-hard and also difficult to approximate[24]. Unless P=NP,
there is no procedure significantly more efficient than exhaustive search over all supports
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of e. It may therefore seem that computing the true x0 is more costly.

Recently, some papers[21][22][23] have shown that if the error e is sufficiently sparse,
then the l0 minimizer x̂0 is equal to the l1 minimizer : x̂0 = x̂1 where

x̂1 = argmin
x
‖ y −Ax ‖1 (3.4)

This is a convex optimization problem, whose solution is unique and can be efficiently
computed by linear programming.

We need a simultaneously sparse solution for x and e. Rewriting (2.2)

y =
[
A I

] [x
e

]
= Bw (3.5)

Here B =
[
A I

]
∈ Rm×(n+m), so the system Bw = y is underdetermined and does

no have a unique solution.But from the above discussion we can say that if the sparsest
solution w0 is sufficiently sparse, then it is same as l1 norm minimization,

ŵ1 = argmin
[x|e]
‖ w ‖1 s.t.Bw = y (3.6)

When does the l0 − l1 equivalence hold ?

We require to know precisely when the occlusion e and the coefficients x0 are “suf-
ficiently sparse”. Donoho[25] defines the equivalence breakdown point (EBP) of a matrix
B as the minimum number k such that if y = Bw0 for some w0 with less than k nonzero
entries, then the minimal l1 norm solution ŵ1 to the system Bw = y is equal to the
sparse generator w0. In literature there is a proof of existence of a constant ρ0, such that
EBP(B)> ρ0m with overwhelming probability m → ∞. An upper bound on EBP(B)
comes from the theory of centrally neighbourly polytopes[26] :

EBP (B) ≤ b(m+ 1)/3c (3.7)

This result indicates that we should not expect to perfectly recover [x0|e] if ni+|support(e)| >
m/3. In our context, we would like to know for a given set of training images, how much
occlusion it can handle.
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3.4 Modified Algorithm (l1 norm minimization)

For this we first define k functions δi : Rn → Rn the i-th of which preserves the coefficients
corresponding to the i-th group and sets rest to zero i.e. δi(x) =

[
0...0xT

i 0...0
]T ∈ Rn.

The approximation in terms of the coefficients associated with the i-th group is then
ŷ = Aδi(x̂)+ê and classification can be achieved by assigning y to the group that minimizes
‖ y−Aδi(x̂1)−ê1 ‖2.The implementation minimizes the l1 norm via a primal-dual algorithm
for linear programming[17][18].

Algorithm 1.1 (Robust Recognition By l1 norm minimization)[27]

1 :Input : n training samples partitioned into k classes, A1, A2, ...Ak and a test

sample y.

2 : Normalize the training samples to have unit l2 norm and set B = [A1A2...AkI],

where Ai = [vi1vi2...vini ], ni is no. of objects belonging to class i for i = 1, 2, ...k.

3 : Solve the l1 minimization problem :

ŵ1 = argmin
[x|e]
‖ w ‖1 s.t. Bw = y

by linear programming.

4 : Compute the residuals ri (y) =‖ y −Aδi(x̂1)− ê1 ‖2 , for i = 1, 2, ..., k.

5 : Output : identity(y) = argmini=1,2,...,k ri (y) .

In the above algorithm, the equation y = Bw is considered as hard constraint in
the optimization. In reality the equality would never be satisfied exactly, most numerical
implementations of linear program is stable and can tolerate small amount of error in the
constraints. So one can redefine the above optimization problem as

min
w=[x|e]

‖ w ‖1 s.t. ‖ Bw − y ‖2≤ ε (3.8)

so as to tolerate error upto ε .

Though the above algorithm is robust in face recognition under partial occlusion
the main disadvantage of this algorithm is it’s time complexity. It takes on an average 20
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minutes to identify an object. In real situation it may not much helpful. From the concept
of it’s sparse representation we have design an algorithm which is very faster than the above
algorithm. We have used Moore-Penrose pseudoinverse and k-nearest neighbour(k-NN)
algorithm for our proposed algorithm. In later sections we will discuss about k-nearest
neighbour algorithm and how they help to design our algorithm.

In our algorithm we solve the system of linear equations (3.5)using pseudoinverse.
Since B =

[
A I

]
∈ Rm×(n+m), the system does not have a unique solution.For ’best fit’

we find the unique solution w by computing w = B+y, where B+ is the pseudoinverse of
B. So we get an estimation ŵ = [x̂|ê] of w for the system of equations (3.5) for which
‖ Bw − y ‖2 is minimized.

Now intuitively we want to reconstruct the test image from each class assuming that
only one of them is closest to the original test image y.After that we use these images as
training samples of a k-NN classifier. The vector corresponding to j-th object in the i-th
class is computed by

v̄ij = vijµij(x̂) + ê (3.9)

where µij(x̂) = coefficient in x̂ corresponding to the vector vij , for i = 1, 2, ...k and j =
1, 2, ...ni. So the training set of the classifier is B̄ = [Ā1Ā2....Āk], where Āi = [v̄i1v̄i2...v̄ini ]
and group(v̄ij) = i. Using k-NN algorithm we shall classify the test sample y with training
set B̄ and class vector group. We will see that k-nearest neighbour classifier works better
than Euclidean norm minimization of ‖ y −Aδi(x̂) + ê ‖2. Now we will discuss a little bit
about k-nearest neighbour classifier.
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3.5 k-Nearest Neighbours Algorithm

A classification problem for objects in a particular domain is the problem of separating
these objects into smaller classes and giving a criteria whether a particular object in the
domain is in a particular class or not. In pattern recognition, the k-nearest neighbours
algorithm is a method for classifying point based on closest training samples in the feature
space. An object is classified in class i if among its k nearest neighbours maximum no.
of object belongs to class i. Here the nearest neighbour corresponds to the minimum
Euclidean distance.

Let (xi, θi); i = 1, 2, ...m be given where xi ∈ Rn ∀i = 1, 2, ...m and θi denote the
class of xi ∀i = 1, 2, ...m. Let there be C classes and x ∈ Rn be the point to be classified.
Let k be a positive integer.

Steps of k-nearest neighbours algorithm :

Step 1 Find k nearest neighbours of x among {x1, x2, ...xm}.

Step 2 Let ki of the nearest neighbours belongs to class i, i = 1, 2, ...C.

Step 3 Classify x to class i if ki > kj , ∀j 6= i and
C∑

i=1

ki = k.

The main advantage of k-NN algorithm is it’s robustness to noisy training data and
also effective if the training data is large. It provides good generalization accuracy for a
variety of real-world classification tasks and application.
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3.6 Modified Algorithm (Pseudoinverse)

This is our modified algorithm where we consider the test face image is partially occluded.
Our algorithm recover the signal by pseudoinverse and find the class of the test sample by
k- NN classifier. Also sparse representation takes a major role in our algorithm.

Algorithm 2.1 (Robust Recognition by Pseudoinverse and k-NN algo-

rithm)

1: Input : n training samples partitioned into k classes A1, A2, ...Ak and a test

sample y.

2: Normalize the training samples to have unit l2 norm and set B = [A1A2...AkI],

where Ai = [vi1vi2...vini ], ni is no. of objects belonging to class i for i = 1, 2, ...k.

3: Find the solution : ŵ = B+y, where B+ is the pseudoinverse of B and ŵ = [x̂|ê].

4: Using k-NN algorithm classify the test sample y with the training sample

B̄ = [Ā1Ā2....Āk], where Āi = [v̄i1v̄i2...v̄ini ] with v̄ij = vijµij(x̂) + ê and µij(x̂) =

coefficient in x̂ corresponding to the vector vij , for i = 1, 2, ...k and j = 1, 2, ...ni.

5: Output: Output of k-NN algorithm is one of the class from {1, 2, ...k}.

In this chapter we have shown l1-minimization and pseudoinverse both approaches have
some speciality. We have used k-NN algorithm basically to see how much performance it
provides than minimum distance classifier. In the next chapter we have presented some
experimental results to compare the performance between the l1-minimization approach
and pseudoinverse approach.



Chapter 4

Experimental Result and

Comparison

4.1 Preliminary

In this chapter we will show some experimental results and comparison between algorithm
1.1 and algorithm 2.1, depending upon their performances in face recognition and time
complexity. Also we give our view about the formation of training data and some infor-
mations of the images. For the experiment, we use ORL database. This dataset contains
frontal face images of 38 subjects . Each subject have 10 different images under various
illumination conditions. The images are resized to 60×50 pixels for limited memory space
in MATLAB. So in this case B is 3000× 3380 matrix. Each of training images vi is scaled
to have unit l2 norm.

Here we consider two type of corruption in the test image. In one case we corrupt
certain percentage of randomly chosen pixels from each of the test images, replacing their
values by (256 - original pixel value), see fig 4.1. In another case we corrupt the test image
by placing a contiguous block on the image at some position, see fig. 4.3. To the human
eye, beyond 50% corruption, the corrupted images are hardly recognizable as face images.

4.2 Recognition despite Random Pixel Corruption

Here we take 380 images as training sample and 38 as test sample. In figure 4.1 we
give some test samples. Table 4.1 shows upto 25% occlusion our algorithm gives better

20
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Figure 4.1: From left to right 10, 20, 30, 40 and 50 percentage of random pixels occlusion
are incurred in the test images

Figure 4.2: Algorithm 2.1 : 0-50 % random pixels occlusion along horizontal axis and
success rate along vertical axis, first : blue(k=1), green(k=3), red(k=5) line represent the
success rate, second : success rate for k=1

performance in face recognition under random pixels occlusion compare to the algorithm
1. For fig. 4.2(first) we take k=1,3,5 and random pixel corruption in the test sample.
Here we take one sample from each class and delete those from training set and test those
samples. We repeat this process for another set of images. Since there are 38 class we get
10 set of success rate, we take the average success rate. In figure 4.2(second) we take 380
as training sample and those are taken also as test sample. For random pixels occlusion,
upto 25% our algorithm gives efficient recognition rate and after that it decreases rapidly.
But in respect to time complexity our algorithm perform much faster than algorithm 1.1.
Algorithm 1.1 takes on an average 12 minutes to recognize an image while our algorithm
2.1 takes 6 seconds in average.
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Corruption(%) 0 5 10 15 20 25 30 35 40 45 50
Rec. rate(Algo.1.1) 100 100 100 100 97.3 94.7 84.2 60.5 18.4 13.2 5.3

Rec. rate(Algo.2.1,k=1) 100 100 100 100 100 98.2 77.4 35.6 10.2 3.4 2.5
Rec. rate(Algo.2.1,k=3) 100 100 97.4 97.4 97.4 94.7 81.6 28.95 7.9 2.63 2.63
Rec. rate(Algo.2.1,k=5) 100 100 100 100 97.4 92.11 71 31.6 5.26 2.63 2.63

Table 4.1: Recognition rate on ORL database with varying level of random pixels corrup-
tion

Figure 4.3: From left to right 10, 20, 30, 40 and 50 percentage of contiguous occlusion at
eye level are incurred in the test images

4.3 Contiguous Block Occlusion starting from eye

For the result of table 4.2 we take 380 training images and 38 test images. Some test
samples are shown in figure 4.3. Here we create the test samples by incurring contiguous
block starting from almost the level of eye. Algorithm 2.1 gives better success rate for
random pixel occlusion compare to contiguous block occlusion at the eye level, it shows
that the pixels belonging to this region are very informative. As the previous case our
algorithm is very faster compare to the algorithm 1.1. Figure 4.4 is graphical representation
of success rate of algorithm 2.1 for 380 test samples.

Corruption(%) 0 5 10 15 20 25 30 35 40 45 50
Rec. rate(Algo.1.1) 100 100 100 100 94.7 94.7 71 60.4 39.5 32.8 25.6

Rec. rate(Algo.2.1,k=1) 100 100 100 86.8 65.8 57.9 52.6 52.6 31.6 15.8 7.9
Rec. rate(Algo.2.1,k=3) 100 100 100 89.47 68.42 57.89 55.26 47.37 26.32 18.42 7.89
Rec. rate(Algo.2.1,k=5) 100 100 100 90.2 73.68 60.13 57.24 50 42.11 36.84 18.42

Table 4.2: Recognition rate on ORL database with varying level of continuous block
occlusion starting form the horizontal level of eye
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Figure 4.4: Algorithm 2.1 : k=1, 0-50 % contiguous block occlusion(from level of eye )
along horizontal axis and success rate along vertical axis

Figure 4.5: From left to right 10, 20, 30, 40 and 50 percentage of contiguous occlusion are
incurred at the center in the test images

4.4 Contiguous Block Occlusion at center

Figure 4.6 shows the graphical representation of success rate of algorithm 2.1 for 380 test
samples. Some test samples are given in figure 4.5. Though in this case, the success rate
of algorithm 1.1 is better than that of algorithm 2.1 (table 4.3), in real life situation when
within few second we have to identify a person, algorithm 2.1 perform almost 120 times
faster than algorithm 1.1.

Corruption(%) 0 5 10 15 20 25 30 35 40 45 50
Rec. rate(Algo.1.1) 100 100 100 100 100 100 81.5 71 65.2 55.26 39.5

Rec. rate(Algo.2.1,k=1) 100 100 100 98.3 93.4 86.4 81.7 64 36.7 27 20.4
Rec. rate(Algo.2.1,k=3) 100 100 100 100 100 92.11 68.42 55.26 28.95 21.05 18.42
Rec. rate(Algo.2.1,k=5) 100 100 100 100 100 92.11 73.68 52.63 36.84 28.95 26.32

Table 4.3: Recognition rate on ORL database with varying level of contiguous block
occlusion at the center of the image
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Figure 4.6: Algorithm 2.1 : k=1, 0-50 % contiguous block occlusion (at center) along
horizontal axis and success rate along vertical axis

Figure 4.7: 20% of contiguous block occlusion of are incurred at random position in the
test images

4.5 Contiguous Block Occlusion at random position

Here we create the test sample by placing a contiguous block at random position in the
test images, see fig 4.7. Success rate in this case is given in the fig. 4.8. From figure it is
clear that informations in the pixels are distributed through out the image in a irregular
manner.

4.6 Other Experimental Results

Here we will discuss about the face images taken from ORL database.We experiment two
aspect of the face images, the effect of the number of training images on the recognition
rate and varying illumination in the face images.

Smaller Number Of Training Samples : Training face images are taken from
different lighting condition, so illumination of the images vary from one face to another.
Question is : How many training samples of each object is required for correct classification
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Figure 4.8: Algorithm 2.1 : k=1, 0-50 % contiguous block occlusion(at random position)
along horizontal axis and success rate along vertical axis

Figure 4.9: Algorithm 2.1 : 0-50 % random pixels occlusion along horizontal axis and
success rate along vertical axis, blue, green, red, cyan, violet lines represent the success
rates for training sample deleting 1, 2, 3, 4, 5 images respectively.
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Figure 4.10: 33.3% of contiguous occlusion are incurred at vertical position in the test
images

Position of Occlusion Left Middle Right
Recognition rate(Algorithm 2.1) 0.77 0.55 0.52

Table 4.4: Recognition rate on ORL database with 33.3% of continuous block occlusion
at vertical position of the image

of test sample? In this experiment we delete one training sample from one class and test
it by remaining training samples. Similarly we delete two, three, four, five training sample
respectively from each class and test those deleted face images by remaining training
samples. In figure 4.9 we show the recognition rate for 0-50% occlusion incurred in the test
sample for different training samples. We see that the recognition rate differed significantly
for one to five deletion of training samples. But how many training samples are exactly
required for efficient result is needed our further attention.

Varying Illumination : It is clear from the face images that images are taken from
different lighting condition. We incurred contiguous occlusion(33.3%) at three vertical
positions in the test face images, see figure 4.10. Recognition rate is given in the table
4.4. It shows that in the face images the left portion of the face is less informative than
that of the right portion because in many images left side is not properly illuminated for
varying lighting condition.

Figure 4.11: 33.3% of continuous occlusion are incurred at horizontal position in the test
images
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Position of Occlusion Upper Middle Lower
Recognition rate(Algorithm 2.1) 0.13 0.8 0.51

Table 4.5: Recognition rate on ORL database with 33.3% of contiguous block occlusion
at horizontal position of the image

Information in Eye Region : This experiment shows that the pixels in eye region
and it’s surrounding pixels contain maximum information. For this result we incurred
33.3% of contiguous occlusion at three horizontal positions in the test images, see figure
4.11. Table 4.5 gives the recognition rate for three different level of contiguous occlusion.

From the above results we see different type of behaviour of our algorithm since
the test samples are partially occluded. Though our algorithm does not produce satisfac-
tory result after certain percentage of occlusion, it takes a very little time to recognize
face images. Here we can see k-NN classifier does not give much facility than Euclidean
distance.
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4.7 Discussion and Future Work

Here we have shown how the theory of sparse representation takes a major role in robust
face recognition. Though l1 norm minimization is efficient than pseudoinverse in solving
system of linear equations, our proposed algorithm using pseudoinverse is very faster com-
pare to algorithm using l1 norm minimization. k-NN classifier improve the success rate
in our proposed algorithm 2.1. These two algorithm have introduced a novel and com-
prehensive approach to face recognition which has provided new understanding on many
issues such as feature selection, occlusion. We have shown that the pixels surrounding
eye contain maximum information. In this case our approach does not produce satisfac-
tory result, one can try to improve the result. The formulation of the problem via the
perspective of sparse representation also leads to simple, efficient and robust algorithms
based on the mathematical theory of compressed sensing. We strongly believe that this
new approach and framework may provide new solutions to many other problems in the
general area of pattern analysis and object recognition.

An intriguing problem for future work is whether this frame can be useful for object
detection, in addition to recognition. From practical standpoint, it would also be useful
to extend the algorithm to handle less constrained condition, such as variations in object
pose. However it remains a problem how effective sparse representation will still be in this
case and how many more training images it may require.
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