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Chapter 1

Introduction

While writing research papers, we wish to find the best possible references for
what we have written in our paper. Finding them manually is both time con-
suming and difficult. A citation recommender system takes a research paper
draft as input and outputs citation recommendations. The recommender’s
job is challenging as the recommendation should not only be relevant to the
paper in general, but also should be relevant to the local context of the paper
in composition.

1.1 Introduction to Recommender Systems

Recommender systems is one of the fields which has grown in parallel to the
web. It is also a field that grew out of necessity, as the amount of informa-
tion available on the web has become increasingly enormous. John Naisbitt
once said: “We are drowning in information but starved for knowledge.”[9]
So, it is important to have good technologies that can translate informa-
tion to knowledge. One such technology that has become successful is Rec-
ommender Systems. M. Deshpande and G. Karypis defined Recommender
Systems as: “a personalized information filtering technology used to either
predict whether a particular user will like a particular item (prediction prob-
lem) or to identify a set of N items that will be of interest to a certain user
(top-N recommendation problem)”[3]

There are many approaches to build Recommender Systems. These ap-
proaches are typically classified as follows :

• Content-based : Recommendations are selected based on the target
user’s previously liked content.
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• Collaborative Filtering : Recommendations are selected based on
items liked by other users with similar tastes and preferences.

• Hybrid approaches : They combine Collaborative Filtering and Con-
tent Based Methods.

1.2 Introduction to Citation recommender sys-

tems

Current citation recommender systems can broadly be classified into three
categories.

• The first category of recommenders try to complete the citation list
of an input text. Here, some of the citations are already specified by
the author. For example, McNee et al proposed an approach using
collaborative filtering that falls into this category. Their algorithm
analyses the citation graph and builds ratings. The details of this
algorithm are discussed in the next chapter[10].

• The second category of recommenders receive just a text as input and
generate recommendations from them. For example, Strohman et al.
used a two-step recommendation algorithm. They first generated a
candidate list of recommendations using the content and citation graph
and in the second step, they ranked these recommendations[14].

• The third category of recommenders, placeholders, ie places where ci-
tations should be added, are also specified in the text. For example,
He et al proposed an approach which proposed recommendations for
specified locations[4].

Our recommender falls into the third category.
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Chapter 2

Related Work

2.1 Collaborative Filtering

Collaborative filtering has been the most popular technique used in recom-
mender systems. Collaborative filtering finds similar users and uses this
information to make recommendations. Being the most popular technique,
collaborative filtering based methods have been tried for the citation recom-
mendation problem. A citation graph is generally used in these methods.
This graph is formed using the citations between papers. By following the
citation graph for a paper, one can find what papers cite it and what papers
are cited by it.
Standard Collaborative Filtering algorithms view dataset as a ratings ma-
trix. In the standard Collaborative Filtering environment, columns represent
’items’ and rows represent ’users’. Each entry of the matrix is user’s rating for
a specific item. Collaborative Filtering algorithms make recommendations
by trying to predict what can appear in the blank entries of this matrix.
There are several ways to create this ratings matrix from the citation graph.

• The first approach does not use the citation graph. Citations are ’items’
and ’users’ are actual people (researchers) who rate the citations.

• In the second approach, paper authors are ’users’ and citations are
’items’. An author votes for all papers he has cited. This method
has been explored by Kautz et al.[5] and Newman[12]. This approach
would have problems if the the same author has worked in multiple
domains.

• The third and the most popular approach was introduced by McNee et
al[10]. Here, a paper is the ’user’ and the citation is an ’item’. A paper
votes for citations in its reference list.
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• Some other methods have also been explored. For instance, both ’items’
and ’users’ are citations, and the matrix entries correspond to a measure
of co-citation. A co-citation metric counts the number of times both
citations have occurred together in a single reference list.

2.1.1 Collaborative Filtering Algorithms

Once the ratings matrix is ready, there are many algorithms that can be used
to make recommendations using it. The following are some of the popular
Collaborative Filtering algorithms :

• Naive Bayesian Classifier : It calculates probabilities that a citation
in the dataset is related to input and recommends using these proba-
bilities.

• User-Item CF : User-Item CF algorithm finds the most similar rows
and recommends items of these row.

• Item-Item CF : Item-Item CF algorithm finds most similar columns
and uses them for recommendation.

2.2 Content-Based methods

Content Based methods use the content of the input paper draft. They try
to find papers with similar content and output the corresponding citation
as recommendation. The following are the general steps performed by a
Content-Based method :

• Content Analysis : This is an important step especially when the data
is unstructered(e.g text). So, the content should be pre-proccesed to
filter out the irrelevant stuff. This step is responsible to translate the
unstructered data to a structured form so that the following steps can
use the structured form.

• User Profile Learner : This step collects data for a particular user, tries
to generalize it and build a user profile for each user.

• Recommeder : The final step, the recommender uses user profiles build
in previous step and makes recommendations.

For example, Strohman et al proposed a content based recommendation
algorithm[14]. Its a two-step process. In the first step, 100 papers having
similar content are retrieved and added to a set, say S. Then, all citations of
these papers are added to S. A target size for S is fixed and this process is
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repeated iteratively. Now, in the next step, items in S are ranked using some
features like Text Similarity, Same Author etc and the top items are output
as citation recommendations.

Most content-based methods use words as features. TF-IDF is the most
popular weighing scheme used. The most popular method to store the item
representation is the Vector Space model.

Research papers have various fields from which words can be extracted.
These fields include title, abstarct, inroduction, author provided keywords,
bibliography apart from the paper’s body text. It is natural to assume that
words occuring in different fields have different importance. Words in title
maybe more meaningful than words in a text. Nascimento et al. accounted
for this and weighted terms from the title three times more than terms from
the body-text, and text from the abstract twice as much [11]. In addition,
data obtained from external sources like citations may also be used in content-
based methods. We use citation context in our work which is described in a
later scetion.

The biggest challenge for all content-based methods, as we have also
experienced, is the dependency on access to a huge corpus of research papers.
For research papers, content access is not trivial. PDFs must be processed
and converted to text, fields must be identified, and features such as terms
and citations must be extracted. None of these tasks are trivial. For instance,
Beel et al used the heuristic that the largest text on the first page of a PDF
is its title[1]. They report an accuracy of only about 70%.
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Chapter 3

Our work

3.1 Problem Definition

Let d be a document and D be the document corpus. In a document, the
local context of a citation is the text surrounding the placeholder for the
citation. He at al defined local recommendation as :

Definition Given a context of citation c with respect to document d, a
local recommendation is a ranked list of citations in a corpus D that are
recommended as candidates for the placeholder associated with c [4]

Given an input document with placeholders, our aim is to make local recom-
mendations for each placeholder in the document.

3.2 Methodology

This section explains the methodology used, the implementation details will
be presented in a later section. The input given is a paper draft with place-
holders. First, the document is pre-processed. During pre-processing, the
document is tokenized by space characters, all upper case letters are con-
verted to lower case, punctuations are removed, stopwords are removed,
and finally words of small length are discarded. The remaining words are
stemmed. Then, for each citation placeholder, the words surrounding the
placeholder are collected. These words form the context for the placeholder.
Word histogram of each context are constructed and used as the feature
vector corresponding to the context. These word histograms are used to cal-
culate similarity between contexts. To measure the similarity between two
contexts, firstly the intersection between the two contexts is obtained. In
case of multiple occurence of a word in the contexts, the minimum frequency
of the word is taken in the intersection i.e if a word x′s frequency is n and m
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in two contexts, the intersection of these two contexts would have the word
x with frequency min(n,m). Then, similarity is calculated where the words
are weighted using the TF-IDF weighting scheme

Similarity(x, y) =
∑

w∈Intr(x,y)
TF (w) ∗ IDF (w) (3.1)

TF(w), the term frequency of the word w, is obtained using the formula
:

TF (w) = log(1 + f(w)) (3.2)

where f(w), the frequency of word w, is obtained from the word histogram
of the intersection of contexts

IDF, the inverse document frequency is obtained using the formula :

IDF (w) = log(
N

1 + df(w)
) (3.3)

where df(w), the document frequency of word w is the number of documents
in the corpus that contain w and N is the total number of documents in the
corpus. To calculate IDF, the data provided by Google Inc., which contains
English word n-grams and their observed frequency counts, is used[2].

These contexts are considered as input for the learning algorithm. Each
cited paper is a class label in the learning algorithm. Multi-class classification
is used to learn the class labels for the given input feature vector. A k-class(k
is the total number of cited papers in the corpus) classification problem has
a labelled training sample {(x1, y1), ..., (xm, ym)}, where xi’s are the feature
vectors and yi are the corresponding class labels, yi ∈ {1, 2, ..., k}, and a
unlabelled testing sample {x∗1, ..., x∗l } of feature vectors. Three multi-class
classification algorithms are used :
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• Nearest neighbour : An input is assigned to the class of its nearest
neighbour calculated using the similarity measure given in equation
(3.1). Since classes are papers in our context, the paper corresponding
to the nearest context is the first citation recommendation. The paper
corresponding to the second nearest neighbour is the second citation
recommendation and so on.

• Nearest mean : This is similar to nearest neighbour except that mean
similarity is used as the similarity metric. Mean similarity of a context
with a class is the mean of the similarity obtained with respect to
individual contexts of that class.

• Cluster and Classify : This algorithm was proposed for spam detec-
tion by Antonia et al.[8] It has three steps:

– Clustering step : For the clustering step of the algorithm, we
consider both the training and the test samples. Only the feature
vectors from the training sample are used for this step, the class
labels are not used. k −means clustering algorithm is used. The
details of k−means clustering algorithm can be found in [13]. Re-
sults from [7] showed that the best performance is obtained when
number of clusters equalled the number of pre-defined classes and
so we have fixed k in k−means algorithm to be equal to the num-
ber of cited papers in the corpus (which is the number of classes).

– Expansion step : Each cluster obtained contributed one meta-
feature to the feature space of training and test sets, i.e. k meta
features are created. If a sample belonged to ith cluster, then its
ith meta-feature was 1 and the remaining meta-features were 0.

– Classification step : Nearest neighbour classifier is used. The
meta-features are weighed by applying TF-IDF scheme to the clus-
ters. For all samples in cluster i, the TF of the ith meta-feature
equalled 1 i.e. the sample contributed a frequency of 1 to the
cluster. The document frequency (df) is equal to the size of the
cluster and N is equal to total number of samples (training+test).
IDF is then obtained using the formula (2.3).

It should be pointed out at this juncture that the context of a paper’s citation
is used as its representative feature instead of its actual content because in
many cases, the actual contents of the paper may not be available. The whole
process is summarized in the following figure :

13



Figure 3.1: Methodology

3.3 Experimental Evaluation

The algorithms presented earlier were coded in Python.

3.3.1 Dataset

An intial set of 152 papers were downloaded from ACM Digital Library from
the topic “Recommender Systems”.
Each of these papers were pre-proccesed. Stopwords list was obtained from
the corpus of nltk package in Python. Punctuation list was obtained from
the package string. The PorterStemmer class available with the nltk package
was used for stemming. All words of length less than three (before stemming)
were discarded.
Then, for each of the citations in the paper, the citation context was col-
lected. The results in [6] indicated that fifty words around the citation best
represented the context. So, fifty words around each citation (25 before and
25 after) were used as the citation context. This process of collecting citation
contexts was repeated for each of the papers in the collection. An inverted
index was used to store them where the citation contexts were stored as a
list indexed by the cited paper. Each cited paper was uniquely represented
by its bibtex key obtained from Google Scholar. Then, all the papers (and
the corresponding contexts) which had less than four corresponding contexts
were discarded. 295 papers survived this filtering. In all, there were 1702
contexts across these papers.
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3.3.2 Results

A four-fold cross-validation technique was used. The whole data was divided
randomly into four sets. Since each cited paper had atleast four correspond-
ing contexts, each cited paper appeared in each of the sets. Three of the sets
were used as training samples and the remaining set was used as the test
sample. Results were collected by running each of the algorithms four times,
where the test set changed in every run. The result reported is an average
of the results obtained in these runs.

Evaluation Metrics used

Hit Percentage : If the right recommendation was at the top of the list, it
was counted a hit, otherwise it was counted a miss.

MRR :

Definition Mean Reciprocal Rank is a statistical measure that is generally
used for evaluating any process that produces a ranked list of responses for
a query. The reciprocal rank for a query is the multiplicative inverse of the
rank of the first correct answer. Mean reciprocal rank is the average of these
reciprocal ranks over a set of queries.

MRR =
1

|Q|

|Q|∑
i=1

1

ranki
(3.4)

MRR is used as the evaluation metric here as the output is a ranked list
and there is a single correct answer.

The table below summarizes the results obtained :

MRR Hit percentage Present in top 5 percentage
Nearest Neighbour 0.607 41.09 65.14
Nearest Mean 0.692 47.41 71.43
Cluster and Classify 0.761 46.71 73.87

Table 3.1: Results
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Chapter 4

Conclusions

4.1 Result Analysis

Nearest mean classification performed better than the Nearest Neighbour
classification in the Hit percentage, MRR score and also in Present in top 5
percentage. The MRR score and Present in top 5 percentage improved on
adding the natural cluster information to the feature set but the hit percent-
age slightly reduced.
It should be noted, however, that the above analysis was performed on a
small dataset. Also, the dataset contained papers from the same topic. We
need to perform tests on a larger dataset before drawing any inferences.

4.2 Towards a citation recommendation tool

The eventual goal of work in this direction is to provide a tool which can act as
an add-on to document editors like Latex where citation recommendations
are made to the author of a research paper as he is composing it. The
following format conversion codes have been implemented that may later be
used in the tool :

• bbl to bibtex converter : Takes a .bbl file as input, converts each bibli-
ography entry in that file to Bibtex format and outputs a .bib file.

• All Citations bibtex extractor : It takes the paper in text format as
input and outputs bibtex for all the cited papers. This code works for
paper formats of major journals and conferences.
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4.3 Future Work

As said eariler, the goal of work in this direction is a citation recommendation
tool. A good amount of preliminary work for this has been done. Here is a
list of future work and challenges :

• Use the information provided by the citation graph to make better
recommendations.

• Addressing the issues involved in scaling the model to deal with very
huge data. The algorithms used till now work fine on a small dataset.
As the dataset size increases, a method like nearest neighbour may no
longer be feasible.

• Only Content Based algorithms have been used in our work. A Hy-
brid system, which uses both content based and collaborative filtering
techniques may provide better results.

• Extension of current approaches to scenarios where placeholders are
not mentioned or where only a partial paper draft is given as input.
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