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## Abstract

The HC-128 stream cipher is a successful entrant in the eStream candidate list (software profile) and is the lighter variant of HC-256 stream cipher. Apart from the analysis by the designer of the cipher (Hongjun Wu) to conjecture the security of this cipher, there are only a few other observations on this cipher despite being the focus of researchers during the three phases of eStream evaluation and later efforts in the community. Till date none of the security claims in favor of HC-128 by the designer could be broken. One may expect HC-128 stream cipher to be popular in commercial domain in near future, if not already so. This thesis presents a rigorous study in different aspects of this stream cipher covering combinatorial analysis, distinguishers, design modification proposal, side channel analysis on this cipher and finally implementation strategies.

We first show that the knowledge of any one of the two internal state arrays of HC-128 along with the knowledge of 2048 keystream words is sufficient to construct the other state array completely in $2^{42}$ time complexity. This analysis reveals a structural insight into the cipher's internal state along with theoretically establishing some novel combinatorial properties of HC-128 keystream generation algorithm.

Next, using linear approximation of the addition modulo $2^{n}$ of three $n$-bit integers, we identify linear approximations of $g_{1}, g_{2}$, the feedback functions of HC-128. Here we show that the process of keystream output generation of HC128 can be well approximated by linear functions wherein the "least significant bit" based distinguisher (presented by the designer of the cipher) of HC-128
can be extended for the other bits of the 32 -bit word. Further, using the above linear approximations of $g_{1}, g_{2}$, we also present several other distinguishers in the line of the distinguisher proposed by the designer of the cipher. We also study how HC-128 keystream words leak secret state information of the cipher due to the properties of the functions $h_{1}, h_{2}$ and present improved results.

The third major aspect covered in this thesis is on side channel attacks against HC series of stream ciphers. We extend the existing HC-128 fault attack and the HC-256 cache analysis onto the HC-256 and HC-128 ciphers respectively under similar models. The techniques applied on one variant is not trivially translatable to the other and the issue was left open until this work. Here we propose a technique to recover half the state of HC-128 using cache analysis, which can be cascaded with the differential attack towards a full state recovery and hence key recovery. In a similar line, we analyze the state leakage of HC-256 under differential fault attack model to achieve partial state recovery.

We finally study several implementation issues for HC-128 in a disciplined manner. HC-128 is primarily designed as a software stream cipher aiming for sequential execution on general purpose processors and so we first carry out implementations in this direction on embedded and customizable processors. Next we consider the ASIC implementation for a co-processor design that will house such ciphers. Further we explore several parallelization strategies for faster execution of the cipher. We present a detailed implementation exercise for the HC-128 stream cipher on special purpose hardware.

In summary, though we could not break any security conjecture made by the designer for HC-128, our analysis explores different aspects of the cipher from analysis, design and implementation. Our work has also stimulated further research on this cipher that is evident from the literature.
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Introduction
"The best things are simple, but finding these simple things is not
simple." - Anonymous

### 1.1 Genesis of cryptology

The desire to discreetly store and disseminate information is as old as humanity itself. Besides it has always been the inquisitive human nature to seek access to knowledge that is not officially available. This was illustrated in the earliest Biblical story of the Garden of Eden where "the tree of the knowledge of good and evil" produced the forbidden fruit that Adam and Eve ate in belief of obtaining the secret knowledge, and were banished forever. The prehistoric man tried to manage information in the cave paintings that are believed to bear some code. As the race evolved there were a number of different ways of discreetly passing on information. These ranged from the coded messages in drum beats to the uncanny smoke signals visible from a distance.

The study of techniques that enabled keeping sensitive information secret, evolved with mankind into a full fledged discipline, today known as Cryptography. Concurrently, the field pertaining to techniques for testing the vulnerabilities of cryptography, and thereby obtaining sensitive information, evolved into another discipline known as Cryptanalysis. These two subjects with apparently
contradictory aims are jointly referred to as Cryptology. The word 'Cryptology' is derived by joining two Greek root words 'kryptós' (hidden) and 'logia' (study). Thus cryptology is the study and practice of hiding information, or the art and science of information security.

Amongst the earliest cryptographic devices was the Scytale, popular in the classical Greek civilization (around 400 BC ). The device was shaped like a baton with strips of parchment wound around to perform what we now know as a transposition cipher. Surprisingly around the same time, the Indian treatise Kamasutra suggests cryptography as one of the important skills that lovers should learn to communicate discreetly. The Romans under Julius Caesar devised the simple alphabetic shift cipher, which has formed the logical basis for the substitution operation - a feature present in modern day ciphers.

Subsequently, there have been several epochs in cryptography, each with its own unique underlying technology. These ranged from linguistics to steganography, from manual systems to electro-mechanical systems, and pervaded through the analog era to the modern digital ubiquity.

### 1.2 Modern cryptology

Contemporary Cryptology can be attributed to be born with the classified work done by Claude Shannon during the World War II, later (in 1949) published in the Bell System Technical Journal as "Communication Theory of Secrecy Systems" [111]. Shannon also co-authored a book with Warren Weaver titled "Mathematical Theory of Communication" [112] that brought out the work done during the war. These in addition to other works in information and communication theory form the initial structure of mathematics based cryptology. These gave birth to novel cryptographic devices that ranged from purely mechanical devices to digital ones. Although these devices were state-of-theart, they however suffered certain shortcomings that are inherent in symmetric cryptosystems. There existed an inescapable requirement of a secure channel to transfer keys between the sender and receiver. This problem gets compounded when the number of communicating parties increase, and the number of keys required explode.

The next paradigm shift occurred a quarter century later, when Whitfield Diffie and Martin Hellman in 1976 laid down the functional basis for a novel cryptosystem in "New Directions in Cryptography" [35]. This introduced a radically innovative method for handling cryptographic keys. The article also stimulated the almost immediate design and development of a new class of enciphering algorithms, known as Asymmetric or Public Key Cryptography.

### 1.2.1 Attributes of cryptography

Cryptology has become a key enabler for all the processes of modern digital economy. The requirement of cryptology is turning all-pervasive so as to cover major aspects of everyday life, including Internet banking, Identification cards, secure databases, e-mails, social networking, secure telephony, etc. The attributes that modern-day cryptology aims to enable can be summarized in the following categories.

Confidentiality. The aim achieved by confidentiality is to ensure secure data communication over insecure channels, despite the possible presence of a malicious adversary. This is achieved by sender encrypting the data which is later decrypted by the recipient.

Authentication. The objective of (entity) authentication is to ensure proper identification of the communicating party. This feature is required to ensure that any transaction or communication occurs only between duly authorized parties.

Data Integrity. The objective of integrity is to make sure that the data has not been tampered with. This is to verify the consistency of the data and detect if any illegitimate alterations have been made to the original communication.

Non-Repudiation. The aim of non-repudiation is primarily necessary from a legal angle wherein, an action carried out by an entity can be duly and be verifiably imputed with. In simple words this refers to the undeniable proof of a specific action taken by an entity, to be presented in the court of law or to any third-party arbitrator.

Cryptographic primitives can be broadly classified into different types depending on their usage and functions. These are briefly described in the following subsections. One can also refer to "The Code Book: The Science of Secrecy from Ancient Egypt to Quantum Cryptography" by S. Singh [115] and "The Codebreakers - The Story of Secret Writing" by D. Kahn [57] for an exciting exposition on the evolution of the subject. For a technical account on modern day Cryptology, one may refer to "Cryptography - Theory and Practice" by D. R. Stinson [121] and "Handbook of Applied Cryptography" by A. J. Menezes, P. C. van Oorschot and S. A. Vanstone [88].

### 1.2.2 Functional model of a cryptosystem

A functional approach of describing a cryptosystem personifies across three actors, conventionally named Alice, Bob and Oscar. In this model Alice and Bob want to securely communicate over an insecure channel to which Oscar is privy to. Encryption in this case is the enabler that helps Alice and Bob achieve their aim of converting their meaningful communication into apparently meaningless data while traversing the insecure channel. Oscar aims at eavesdropping into the channel to de-scramble the data and derive some sensible information from it, using techniques called cryptanalysis. The deployment model is described in Figure 1.1.


Figure 1.1: Typical model for a Cryptosystem.

The following definitions are essential to describe the components:

Plaintext. The information that Alice or Bob want to share is called the plaintext. It can be a natural language, audio, video or a computer file, and is denoted by $m$.

Message Space. The set of all possible plaintexts is called message space, denoted by $M$. Thus the plaintext message $m \in M$.

Ciphertext. The information sent on the insecure channel in a cryptic format, so that an unauthorized person cannot decipher, is called the ciphertext, denoted by $c$.

Ciphertext Space. The set of all possible ciphertexts is called ciphertext space, denoted by $C$. Thus the ciphertext $c \in C$.

Key. A sequence of bits of predefined length used to control cryptographic transformations like encryption and decryption is termed as key. The key used for encryption is denoted by $k_{e}$ and that for decryption by $k_{d}$.

Key Space. The finite set of all possible keys (of a predefined length) is called key space, denoted by $K$. Thus, $k_{d}, k_{e} \in K$.

Encryption. The transformation of the plaintext to ciphertext is called encryption. Mathematically, $E: M \times K \rightarrow C$ is a function or algorithm that takes as input a plaintext $m \in M$ and an encryption key $k_{e} \in K$ to produce a ciphertext $c \in C$.

Decryption. The transformation from the ciphertext to plaintext is called decryption. Mathematically, $D: C \times K \rightarrow M$ is a function or algorithm that takes as input a ciphertext $c \in C$ and a decryption key $k_{d} \in K$ to produce a plaintext $m \in M$.

Cryptosystem. A cryptosystem (primarily the encryption-decryption model) as a whole may be defined as the composition of the message space $M$, ciphertext space $C$ and the key space $K$, such that there exist an encryption algorithm $E: M \times K \rightarrow C$ as well as a decryption algorithm $D: C \times K \rightarrow M$ satisfying the condition $D\left(k_{d}, E\left(k_{e}, m\right)\right)=m$ for suitable pair of keys $k_{e}, k_{d} \in K$ and for all plaintexts $m \in M$.

### 1.3 Categorization of cryptosystems

Cryptosystems are broadly divided as per the generation and usage of keys. There are two distinct types of cryptosystems:

1. Private key or Symmetric Key System. These systems mandate that, the key used for encryption is the same as that for decryption.
2. Public Key or Asymmetric Key System. These systems permit that, the key used for encryption to be different from the key used for decryption. Furthermore, the encryption key may be publicly known.

### 1.3.1 Symmetric Key cryptosystem

Cryptosystems have traditionally been designed using the secret key paradigm. This was because the user set was finite, and the number of shared secret keys was more or less bounded to a practical limit. The keys that are used for encryption are same as that required for decryption. In a typical scenario, sender and receiver require to agree upon a key prior to communication. Thus an elaborate procedure of setting up a secure channel for distribution of cryptographic keys is required. All encryption and decryption are thereafter done using the predetermined shared keys. In other words, here we have a single secret key $k=k_{e}=k_{d}$, upon whose secrecy lies the strength of the cryptosystem. Hence the name symmetric or secret key cryptography. Symmetric key systems use two main cryptographic primitives:

Block Cipher. This class of cipher takes in successive chunks of plaintext in finite size denominations known as blocks. Each block is encrypted by applying a key dependent transformation on its bits. This transformation is actually a memory-less (or state-less) permutation, and the decryption typically consists of applying the reverse of key-dependent permutation. Two successful templates around which a number of block cipher designs are modeled are the Substitution-Permutation Network (SPN) [59] and the Feistel structure [78]. Both these approaches involve a complicated mixing of message and key bits which are an integral part of the block ciphers. Modern Block ciphers have a key schedule module
that generates a series of small sub keys from the main keys; thereby providing resistance against Meet-in-the-Middle attacks. In addition they have non-linear building blocks that provide resistance to linear and differential cryptanalysis. The first global standardization of block cipher commenced in 1973 and lead to the promulgation of the Data Encryption Standard (DES), which is believed to be derived from an earlier IBM cipher Lucifer. This was done at the behest of the Department of Commerce of United states by the National Institute of Standards and Technology (formerly National Bureau of Standards). DES was in use for over two decades, its major weakness being the small key size ( 56 bits) that was not sufficient to withstand exhaustive search analysis by modern processors. This weakness was circumvented by using three instances of DES concurrently in a product mode, known as the Triple-DES. Later in 1997, NIST employed a transparent procedure to select a candidate to replace DES. A three year effort led to the promulgation of a new standard known as the Advanced Encryption Standard (AES), primarily based on an improved block cipher called Rijndael [32].

Stream Cipher. A stream cipher generates a pseudo-random stream of bits (known as keystream) using a chosen key and an initialization vector of fixed length. The keystream is simply XOR-ed with the plaintext to encrypt, and is XOR-ed with the ciphertext stream to obtain the plaintext back. It can generally be modeled as a finite state machine with internal memory that breaks a plaintext $m$ into successive characters or bits $m_{1}, m_{2}, \ldots$, and encrypts each $m_{r}$ with a different key segment $k_{r}$ of the keystream $k=k_{1}, k_{2}, \ldots$ We have $E_{k}(m)=E_{k_{1}}\left(m_{1}\right)\left\|E_{k_{2}}\left(m_{2}\right)\right\|, \ldots$ where each encryption is a simple XOR. The decryption function is the same finite state machine that generates the same keystream from an input secret key, and extracts the plaintext from the ciphertext. An overview of stream ciphers is discussed in Section 1.5 of this chapter.

Symmetric Key systems suffer from two major challenges in the context of key management. First, there needs to be a secure channel provisioned between the communicating parties for the initial sharing of the secret key, and second, the system needs to be scalable for multiple users. In a typical
scenario, for $n$ communicating parties, we need to establish $\binom{n}{2}$ or $O\left(n^{2}\right)$ keys across that many secure channels (one for each pair of users).

Key establishment protocols is the study of techniques to address issues of key distribution and key agreement in symmetric systems [20,23]. There are myriad of techniques such as Kerberos, trusted key distribution center, key pre-distribution etc., but each has its trade-offs regarding practicality, security and other pertinent parameters.

### 1.3.2 Public key cryptosystem

Public Key Cryptography was born out of the trials and tribulations of two researchers Whitfield Diffie and Martin Hellman, articulated in the book "Crypto: How the Code Rebels Beat the Government - Saving Privacy in the Digital Age" [75]. It was presented as a concept paper in 1976 [34, 35]. However, according to documents de-classified in 1997, it was revealed that public key algorithms were developed as early as 1973 by James H. Ellis, Clifford Cocks, and Malcolm Williamson under a secret project by UK Government Communications Headquarters (GCHQ). The paper titled "New Directions in Cryptography" [35] was truly a game-changer as it bought cryptography from the elite cartels of political and military organizations to the common masses.

In public key or asymmetric key cryptography, the encryption and the decryption keys are different albeit related by some mathematical relation and together constitute a key pair. In a typical scenario, the sender has the receiver's public key $k_{e}$ and uses an algorithm to encrypt the message in such a fashion that it can be decrypted using a corresponding private key $k_{d}$, securely maintained by the receiver. The part of the key which is used to encrypt is made publicly available, while the decryption key is kept secret. The security of the system vests in the computational infeasibility of tracing out the decryption key with the mere knowledge of encryption key. Public key cryptosystems employ one way functions with trapdoors, typically based on some well known computationally hard mathematical problem. An interesting fact in the public key saga is that the seminal paper $[34,35]$ was presented just as a concept paper with no concrete examples whatsoever. Subsequently proposals emerged, that would implement concrete public key systems, using hard mathematical
problems. Some of these mathematical problems are listed below.
Knapsack Problem. The knapsack problem, also known as the subset sum problem, aims at the possibility for a set of $n$ positive integers $\left\{k_{i}\right\}$ and a positive integer $N$ to be represented as $N=\sum_{i=1}^{n} a_{i} \times k_{i}$ where $a_{i} \in\{0,1\}$. Popular proposals based on this approach, like MerkleHellman cryptosystem [89], were however found to be weak. A colloquial account on the cryptanalysis of such systems is given in [75], while the technical literature for the same is available in $[107,108]$.

Integer Factorization Problem. This problem is based on the hardness of finding factors for a large number, and has been the core of the first usable public key cryptosystem RSA [100], developed by Rivest, Shamir and Adleman in 1977. An alternative approach, known as the Rabin cryptosystem [98], also uses the integer factorization problem as its base.

Quadratic Residue Problem. This problem is based on the decision presence of a modular square root for any element $x \in \mathbb{Z}_{N}$ with the condition that $N$ is a composite number. If the factors of $N$ are known, then QRP in $\mathbb{Z}_{N}$ is no longer hard. Goldwasser and Micali [42] have proposed cryptosystems based on the Quadratic Residue Problem.

Discrete Logarithm Problem. This problem is based on a large cyclic group $G=\langle g\rangle$, where the issue is to find the exponent $a$ satisfying $y=g^{a}$ in $G$. El Gamal cryptosystem [40] is a public key system based on DLP.

Elliptic Curve DLP. Elliptic Curve Cryptography was proposed independently by Koblitz [68] and Miller [90] and is based on DLP in the group of rational points on the elliptic curves. There is no known sub-exponential time algorithm to solve ECDLP, making it suitable for cryptographic applications. In 1989, Neal Koblitz [69] suggested the use of hyper elliptic curves in cryptography with the advantage of having smaller base field over the elliptic curves for the same security level. Elliptic curve based systems have high encryption throughput and are suitable for lightweight cryptographic hardware.

Shortest Vector Problem and Closest Vector Problem SVP. SVP deals with the problem of obtaining the shortest non-zero vector in a high dimen-
sional lattice, and the same idea may be generalized to the Closest Vector Problem. These are hard problems, and a few modern cryptosystems like NTRU [50], Ajtai-Dwork system [5, 6] and [41] are built upon them.

In a public key setting, each communicating entity needs to have a key pair. Thus, for $n$ communicating parties, we need only $n$ key-pairs, i.e., a pair for each person. As brought out in [49], the principle goal of public key cryptography is to allow two entities to exchange confidential information, even if they have never met before. They can communicate only via an insecure channel, monitored by an adversary. The obvious challenge is to devise the mechanism of trusting a public key as the one originating from its reported owner. This authentication of the public keys can be done using undermentioned techniques.

Certifying Agencies. These are trusted agencies running Public Key Infrastructure (PKI), who sign the public keys of all users. The signed keys are known as certificates, and the PKI [2] is a secure system that is used to manage and control these certificates. In such systems there is an implicit trust on the Certifying Authority (CA).

Pretty Good Privacy. Designed by Phil Zimmerman, PGP builds a web of trust involving only the users, based on which one of them may take a decision on the status of a public key. PGP does away with the requirement of having dedicated CAs.

Identity Based Encryption. IBE is a logical expansion of public key cryptographic primitive wherein the public key of a subscriber can be chosen to be a publicly known (and trusted) value, such as his/her trusted identity [39, 109], like email id, social security number etc.

The drawback of public key cryptosystems is that they are slower in performance, and require more computation power via-a-vis symmetric key cryptosystems. The situation has slightly improved with Elliptical Curve Cryptography which provides good throughput even on resource constrained platforms. These are however, still not comparable with the throughputs achieved by symmetric key cryptosystems.

The peril that some of the public key cryptosystems have recently been exposed to, is from a new computation paradigm called Quantum Computation [92], initiated by David Deutsch [33]. Hitherto, the classical computers used bits to represent and store data and employed logic gates emulating boolean operations for data processing. In the quantum computation model, the operations would be on quantum bits (qubits) using logic gates based on the principles of quantum mechanics. The first alarm was raised when Peter Shor $[113,114]$ showed that the integer factorization problem and discrete log problem can be solved in polynomial time complexity employing a quantum variant of the fast Fourier transform. This would have meant the end of several good public key cryptosystems, but for the fact that quantum computer today, remains to be a hypothetical concept with very small prototypes in the horizon. While systems based on integer factorization problem and discrete logarithm problem are susceptible under the quantum computation model, public key systems like NTRU based on the shortest vector problem continue to remain hard in the quantum era. This has resulted in birth of another new field dealing with cryptosystems that would be secure even in the quantum computer based ecosystem called the Post Quantum Cryptography. Such systems would be based on cryptographic primitives, such as code-based or lattice-based cryptography, that cannot be broken by quantum computers. On the other hand, another field that relies on quantum physics for design of cryptographic primitives known as Quantum Cryptography [22] has evolved. A potential application of quantum cryptography is secret key distribution. Here one may use the Heisenberg's uncertainty principle to thwart the age-old, man in the middle attacks, as an eavesdropper cannot tap into a quantum communication channel even in a promiscuous mode.

### 1.4 Adversary and the attack models

Generally, there are two modes of attacks, namely passive and active. A passive attacker merely threatens confidentiality of data by eavesdropping on the communication channel. On the other hand, an active attacker attempts to alter, add or delete the transmissions on the channel, and threatens data integrity and authentication in addition to confidentiality.

While studying the security of cryptosystems, it is assumed that the encryption and decryption algorithms are available to the adversary. This is in consociation with the Kerckhoff's Principle, which states that the security of the cipher must vest with the secrecy of the key [61]. This model has been reiterated by Shannon who stated that the adversary 'knows the system'. Based on this underlying assumption, the security of cryptosystems can be assessed in the following models, which also parameterize passive attacks.

1. Perfect Secrecy. A cryptosystem is said to be unconditionally or perfectly or information theoretically secure if it cannot be broken even by an adversary with infinite computational resources. This definitely is an ideal security notion for any encryption method.
2. Computational Security. A cryptosystem is said to be computationally secure if the best known algorithm for breaking it requires at least $N$ operations, where $N$ is some pre-specified large number.
3. Provable Security. A cryptosystem is said to be provably secure if it is as difficult to break as solving some well-known and supposedly difficult problem. Note that a cryptosystem based on a hard problem does not guarantee security. The worst case complexity for solving the problem may be exponential, but the average case complexity or the complexity for some specific instances of the problem may be polynomial.

Apart from the broadly categorized modes mentioned above, there are four basic models [121] of attacks from the point of view of cryptanalysis. In these models, it is by default assumed that the details of the encryption and decryption algorithm are available to the attacker.

1. Known Ciphertext Attack: Here the attacker knows the ciphertext of several messages encrypted with the same key and/or several keys and his goal is to recover the plaintext of as many messages as possible, or even better, deduce the key(s).
2. Known Plaintext Attack: Here the attacker knows the \{plaintext, ciphertext $\}$ pairs for several messages, and the goal is to deduce the key to decrypt further messages, or to decrypt a specific ciphertext not belonging to the pairs that (s)he already knows.
3. Chosen Plaintext Attack: Here the attacker can choose the plaintext that gets encrypted, thereby potentially garnering more information. This type of situation is possible, for example, when the attacker has access to the encryption device for a limited time.
4. Chosen Ciphertext Attack: Here the attacker can choose a series of ciphertexts. It is assumed that a decryption oracle is available and the attacker gets the plaintexts corresponding to these ciphertexts. Based on these information the attacker tries to decrypt ciphertexts not belonging to the pairs that (s)he already knows, or better, deduce the key.

### 1.5 Overview of stream ciphers

Symmetric key systems are much faster in operation when compared to the public key systems and are therefore a preferred choice for applications requiring high encryption throughputs [72]. Within the private key systems, stream ciphers typically give better throughput and are easier to implement vis-a-vis block ciphers. The past hundred years has seen stream ciphers evolve from the early rudimentary implementations like one-time-pads to the present day sophisticated implementation inside VLSI chips. This metamorphosis has its shares of ups and downs with the Cryptology community questioning the ability of stream ciphers to perform in the evolving information technology landscape.

### 1.5.1 Vernam cipher to electro-mechanical rotors

In 1917 Gilbert Sandford Vernam conceived of the first stream cipher using additive poly-alphabetic function and successfully obtained a patent two years later. Present day stream ciphers are based on this model and are also known as Vernam cipher. In this model if we consider $m_{1}, m_{2}, \ldots$ are message bits, $k_{1}, k_{2}, \ldots$ are keystream bits and $c_{1}, c_{2}, \ldots$ are corresponding ciphertext bits, then for a typical stream cipher, the encryption is performed as $c_{r}=m_{r} \oplus k_{r}$ and the decryption is performed as $m_{r}=c_{r} \oplus k_{r}$. Utilizing unique independent keystream for each message transforms the Vernam cipher into a one-time pad.


Figure 1.2: Encryption using a Stream Cipher.

Subsequently Vernam and Joseph Mauborgne, an US Army Signals officer, came up with a teleprinter that combined characters of the message with a key on paper tape generated a-priori, to generate the ciphertext. A similar combination function on the ciphertext with same key would yield the message. This product can be considered as the first automated implementation of the one-time pad. Almost three decades later Claude Shannon proved that onetime pads have perfect secrecy [111], i.e., the ciphertext leaks absolutely no information about the plaintext.

Ideal one-time pads require an infinite random sequence. Since all finite state machines generate only finite randomness, a True Random Number Generator (TRNG) is required for this purpose. The drawback is that the same random keystream is required at the recipient's end. This problem is compounded by the fact that a keystream can be used only once. In the early days this was achieved using manual means where code books consisting of long random sequences were distributed manually using a courier. The length of the sequence was based on the anticipated traffic size. Such systems being manual were extremely slow and depended on the operators skills.

Attempts to automate the procedure resulted in electro-mechanical devices which dominated the scene for half a century commencing 1920. These machines had a stack of specialized rotors with calibrated positions corresponding to the alphabets which were to be entered through a keyboard. These in turn
were mechanically coupled to other rotors that performed substitution like operations based on the design and the key. These machines served as the workhorse for cryptographic operations for both Allied and Axis forces in the World War II. Some of the popular machines from that era include the Enigma, Lorenz SZ 40/42, Siemens and Halske T52 (Geheimfernschreiber) used by the Germans and Hagelin's family of machines including the C-36, C-52, CD-57 and M-209 used by Americans. Towards the 1970's, microprocessor based computing devices gave sufficient computing power for performing cryptanalysis. The rotor based devices which were constrained by the mechanical movement and thus could not keep pace to incorporate the complexities required to thwart brute-force attacks using microprocessors. The alternative here was to migrate the design onto the microprocessors and thus was born digital cryptography.

### 1.5.2 Digitization of stream ciphers

In the digital domain implementation, the stream cipher was modeled as a finite state machine having a finite length key (seed) as the input to generate an internal state. The finite state machine derives the next keystream bit (or byte or word) as well as updates the internal state as a function (operation) of the present internal state. The design had provisions of initializing the finite state machine. Due to the deterministic nature of a stream cipher the same key would yield the same keystream which makes a key unsuitable for reuse. To thwart this drawback an initialization vector is used along with the key. An initialization vector (IV) is a value, which when changed with each session of the cipher and combined with the secret key, generates a message (session) key which is an effective key for the corresponding session of the cipher. Such a mode of usage is called the nonce and with a distinct IV for each message/ session, the output of the stream cipher becomes unique for each message/ session, even with the same key. The keystream bit sequence generated was required to meet the requirements of standard statistical randomness tests [13, 67]. Stream ciphers based on the synchronization mode can be subdivided into one of the following categories.

1. Synchronous stream cipher. In synchronous stream cipher the keystream is constructed exclusively from the key and initialization vector, indepen-
dent of the plaintext or the ciphertext. There is an inherent requirement for the same state to be maintained between the sender and receiver, or else any offset would result in gibberish data.
2. Self synchronous stream cipher. In contrast, self-synchronous cipher uses a small number of the previous ciphertext elements to generate the keystream. Thus decryption requires only a finite number of previous ciphertexts. In case of loss of synchronization between sender and receiver, this enables an automatic re-establishment of proper decryption. An example of a modern self synchronizing stream cipher is Moustique [31]. These class of stream ciphers are difficult to design. An alternative and intuitive way of obtaining a self-synchronizing stream cipher is using a block cipher in Cipher Feedback (CFB) mode.

Stream cipher design can be done in several different methods. The final design will be largely influenced on the target implementation platform. Since the implementation could either be directly on the hardware chip or as software running on a processor, there are two broad flavours of stream cipher design paradigms. Although there are diverse and highly creative designs available in literature, one popular example of each design will be described below. A detailed survey on different types of stream ciphers can be found in $[101,103]$.

## Stream ciphers using LFSRs

Linear Feedback Shift Register (LFSR) has been the mainstay for several stream cipher designs. Easy to implement in hardware, an LFSR is essentially a register that contains a series of bits as its internal state. There are tap-points which indicate to specific bits of the register. When the LFSR is clocked the least significant bit (LSB) is delivered as the output and discarded. All other bits shift a position towards the LSB leaving the most significant bit (MSB) vacant. The MSB is replaced with the XORs of values that were contained at the tap-points prior to clocking. LFSRs have been very popular in hardware implementations. Some of the popular stream ciphers based on LFSR are Sober-t-16, Sober-t-32, Snow, A5/1, etc.

The LFSR internal state can be found from $l$ consecutive sequence of bits if the feedback coefficients are known, and from $2 l$ sequence of bits otherwise.

The shortest length LFSR called Linear Complexity required to generate the sequence is efficiently calculated using Berlekamp-Massey algorithm, and hence it is essential to mask the linearity of LFSR in stream ciphers. The LFSR based methods of constructing stream ciphers are enumerated as follows. An in-depth description of LFSRs has been done in [44].

1. Filter Generators. A filter generator is a combination of different stages of a single LFSR. The function involved is a non linear function and is used to compute the values generated in different stages of a single LFSR. Therefore, the overall complexity depends on the length of the LFSR and algebraic degree of the function used for computation. In order to ensure good statistical properties of the keystream used, it is essential that the filtering function be balanced and the selected LFSR must have a primitive feedback polynomial. Hence, in case of filter generators, while the feedback polynomial, filter function and tapping sequence are known, the unknown factor is the key of the cipher which is the initial state of the LFSR. In this generator a single LFSR is used, having length $N$ (registers $a_{1}, a_{2}, a_{3}, \ldots, a_{N}$, along with a filter function $f$ of non linear order $m$, where $m<N$. Given the above inputs, the generated keystream has usually a very high linear complexity.

Single LFSR of length $N$


Figure 1.3: LFSR based Filter Generator
2. Combination Generators. It is a sequential combination of LFSRs whose output keystream is produced by a non linear boolean function $(f)$ which
is also known as combining function. This function maps the input to generate the output which is binary variable. In order to create a sequence of maximal length, it is necessary that the LFSRs should be carefully chosen. Selecting LFSRs whose length are coprime, LFSRs with feedback polynomials that are primitive with distinct degree are simple methods for obtaining maximal length sequences. The linear complexity of the output sequence is obtained from the linear complexities of the individual output sequences of associated LFSRs and the algebraic normal form (ANF) of the boolean function used. The function used should also have a higher order of correlation immunity.

## Series of LFSRs



Figure 1.4: LFSR based Combination Generator.
3. Clock-controlled Generators. These are based on several registers that together, produce an output sequence. The state of the registers is dependent on some clocking events that could either be an external or an internal one. The register that manages the clocking control is known as control register (CR) and the register which yields keystream in accordance with the output of CR is known as Generator Register (GR). In the non synchronous based Clock controlled generators, the clock of one register is dependent on the output of its previous register.


Figure 1.5: LFSR based Clock-controlled Generators

## Stream ciphers in software

Array based stream ciphers have been popular in the software domain. These ciphers have an internal state in the form of a large array of pseudo-random words derived from the key and IV using an initialization process. The output key-stream is a relatively simple function of the state which updates each time keystream is generated. The usage of arrays make these designs extremely efficient and fast in software. The popular stream ciphers that use array are RC4, SEAL, HC-128, HC-256, Py, ISAAC etc. The HC-128 and HC-256 stream ciphers would be described in detail in Chapter 2.

### 1.5.3 State-of-the-art in stream ciphers

By the year 2000 stream ciphers had faced over three decades of cryptanalysis, and a number of weaknesses were exposed in well established stream ciphers. These weaknesses ranged from loopholes in primitives (cryptanalysis) to flaw in the implementation. Notable amongst these were the flaw in GSM mobile encryption algorithm (A5/1 and A5/2), Bluetooth algorithm E0 and the key and IV usage in Wireless LAN (WEP) implementation of RC4. A European research initiative called New European Schemes for Signatures, Integrity and Encryption (NESSIE) was carried out to identify secure cryptographic primitives from 2000 to 2003. Unfortunately, none of the six stream ciphers submissions to the NESSIE project could make it to the final portfolio. This prompted Adi Shamir to give a talk titled "Stream Ciphers: Dead or Alive?" [110] in Asiacrypt 2004.

Due to the pessimistic state of stream ciphers, a 4 -year research initiative was launched by the European Network of Excellence for Cryptology (ECRYPT) within a project called eStream. The goal was to study the state-of-the-art in stream cipher design, contrary to other competitions that aim to evolve a standard. Of course the collateral benefit would be the "new stream ciphers that might become suitable for widespread adoption". The eStream competition was carried out in three phases and the designers were given the flexibility to tweak the ciphers so that a good design does not get discarded on account of an avoidable flaw. The submissions to eStream were solicited under either or both of two profiles:

- Profile 1: Stream ciphers for software applications with high throughput requirements (faster than AES-CTR mode), having key size of 128 bit and IV of 64 to 128 bit.
- Profile 2: Stream ciphers for hardware applications with restricted resources such as limited storage, gate count, or power consumption (more compact than AES), having key size of 80 bit and IV of 64 to 128 bit.

There were 34 submissions from across 20 countries. Of these 9 submissions fell into exclusively software category, 12 fell into hardware category, and 13 qualified for both. LFSR appeared to be a popular primitive with 10 ciphers using LFSR, 6 NFSR, 3 T-functions and 2 SPN. In phase one, 22 out of the 34 ciphers were broken. The competition had two more phases and in 2008 eight stream ciphers were selected for the final portfolio of which one was subsequently broken. The present portfolio consists of HC-128, Rabbit, Salsa20/12, SOSEMANUK belonging to Profile 1, and Grain v1, MICKEY v2, Trivium belonging to Profile 2. A comprehensive survey on all of these ciphers is available in [102].

Another recent initiative is the design of a third set of algorithms for 3GPP using ZUC algorithm designed by the Data Assurance and Communication Security Research Center of the Chinese Academy of Sciences (DACAS). Consequent to successful evaluation by the algorithm standardization group ETSI SAGE, and by other closed teams of eminent experts, the algorithms are open for public evaluation. One may visit the ZUC forum for more data [1].

### 1.6 Stream cipher cryptanalysis

Common techniques using which stream ciphers are typically attacked are described in this section. They range from the traditional attack that aims to exploit mathematical weaknesses in the design structure to side channel cryptanalysis that basically targets the implementation. However in real life cryptanalysis often it is the combination of multiple techniques that need to be used in a complimentary manner.

### 1.6.1 Theoretical attack models

## Exhaustive key search

An exhaustive key search attack aims at trying all possible key combinations in a trial and error mode. Thus an $n$ bit key would require a search across all the possible $2^{n}$ key combinations. This undoubtedly is the most basic attack against any symmetric key cryptosystem and is also known as brute force attack. For such an attack to succeed there is a requirement of high computation power and often special purpose machines are used for this purpose. This attack can be expedited by using techniques that speed-up the brute force search.

## Time Memory Trade-Off (TMTO)

TMTO was originally designed as 'chosen plaintext attack' targeting the DES block cipher. Hellman [47] showed for the first time that by precomputing some values and storing them in memory one can perform a faster exhaustive search. This work was refined further by arranging the precomputing in a format that enabled efficient retrieval. The precomputed values are stored and used in a manner akin to a dictionary attack. The trade-off here is between the exhaustive key search that needs nil memory but time complexity of the order of key-space and the dictionary attack that needs negligible time but memory complexity of the order of key space. The TMTO technique was found suitable in other scenarios like 'known plaintext attack'. Later, TMTO attacks were shown to be useful for stream ciphers as well in $[8,18,19,52,104]$.

## Weak keys

The key and IV form the seed that goes on to generate the pseudo random output sequence of a stream cipher also known as the keystream. The notion of 'weak keys' implies that the cipher would behave in undesirable ways wherein inferences pertaining to secret key information can be deduced from the keystream [66]. A cipher devoid of weak keys is said to have a linear or flat key space. Historically weak keys were present in almost every rotor based cipher machines since 1925. There have been some legendary cryptanalytic
exploits of the same. In the present, such a vulnerability may manifest as related key attacks, key-output correlation attacks, related IV attacks, etc.

## Distinguishers

A distinguisher is an algorithm that is able to infer whether the random data bits (either from the keystream of stream cipher, or from a true random number generator) given to it, were generated from the stream cipher or from a random source with a greater probability than the random guess. This is considered relevant because, the output of stream cipher, is mandated to be indistinguishable from a truly random bit-stream. Thus distinguishing attacks, is the study of keystream for statistical weaknesses and patterns, that could attribute the keystream to a specific cipher [83]. In simple words it is discovering the fingerprints of a stream cipher in its keystream. Thus a distinguisher aims to expose within any generic stream cipher design, any structure dependent or initial state dependent patterns. Distinguishers do not generally result in Key recovery but could potentially result in correlation attacks. The strength of the distinguisher is quantified in terms of the keystream sample size required for analysis.

## Algebraic attacks

Algebraic attacks are a type of plaintext attack that were initially proposed for public key systems [63] but were found to be equally potent in analyzing practical stream ciphers as well $[7,11,12,29,30,46]$. Algebraic attack being a known plaintext attack, implies that the adversary has some a-priori knowledge of some plaintext bits and the associated ciphertext bits. The modus operandi is extracting the key of the symmetric ciphers by solving a set of polynomial equations. Thus algebraic attack consists of basically two steps - finding a set of equations and then solving them to recover the key. It is generalized that all LFSR related stream ciphers are vulnerable to algebraic attacks provided that the condition or method sustains. This implies that if it is possible to deduce an output bit or bits, low degree multivariate equation, then it can also be used for other states.

## Correlation attacks

Correlation attacks are plaintext attacks on stream ciphers where the keystream is produced by the combination of several LFSRs outputs with the help of a Boolean function (non-linear combiner) [25,43,53,54,77,85,86,95]. Correlation attack targets ciphers with poor boolean functions. Thus right and intelligent choice of function used to generate the final keystream is required to prevent such an attack. Such attacks are prevalent where there is significant correlation among the outputs of the associated LFSRs and the final keystream. Correlation attacks can be said to be a type of divide and conquer algorithms.

### 1.6.2 Side-channel attacks

Side-channel cryptanalysis is an alternative paradigm wherein a crypotographic implementation is attacked on the basis of operating parameters such as power consumption, electromagnetic radiation, memory read patterns, timing for operations, thermal signatures etc. Although side-channels have recently risen to prominence in the cryptographic field, its principles exist from time immemorial and have been exploited for centuries. During the 19th Century, there were issues like cross talk in telephone lines. These issues instead of being sorted out were rather exploited in First World War for espionage. In 1918, H. Yardley et al. discovered that electrical devices could cause leakage of crucial information. Similarly during the Second World War, incidences of tapping information were prevalent again and for the first time devices began to be constructed to prevent leakages. Post war, the saga continued and the theatre of action were signal emanating in and diplomatic embassies. For instance, Chinese are believed to have relied on acoustic waves to read their enemy's intent. Similarly, the Russians are believed to have used microwave signals in metal bars obscured within statues for signal gathering. Electromagnetic radations dominated the scene for several decades and a separate discipline called SIGINT (acronym for SIGnal INTelligence) evolved.

Side-channels today are no longer restricted to electromagnetic radiations and have extended onto physical features of the micro-electronic devices. In order to perform a task, the microprocessors consume time and power and in return radiate electromagnetic radiations, heat and noise. In such cases,
information that appears to be by-products of a computational process, in reality provide sufficient information for the attackers to detect the type of operation and exact task being performed on the device. Side-channel attacks can be classified as invasive or non-invasive based on the method of accessing the device. In an invasive attack there is a direct access to the device and its components. Whereas, a non-invasive attack does not include any dismantling of the device for observations. Side-channel attacks can alternatively be classified as an active or passive attack. An active attack includes direct induction of some errors in the computation to observe the functioning of the device, while a passive attack does not involve any external methods of observing the functionalities, it silently observes the operations carried out by the device.

Owing to the emerging threats of the side-channel attacks, there have been focus on design of side-channel leakage tolerant architectures [125]. Similarly projects like Side Channel Analysis Resistant Design Flow (SCARD) have been undertaken that study on the improvement of the design flow of the micro-chips across all levels of implementation [4]. Side-channel attacks that have relevance to modern ciphers and some of the popular attacks are described below.

## Timing attack

In this attack timing variations arising due to various operations being performed by the cipher are observed and exploited. The run time of an operation such as RSA exponentiation etc, depends on the key used to a large extent. This can be exploited in timing attacks [70]. There are several other instances like timing attack on SSH protocol where various keystrokes timing could be inferred using traffic analysis techniques and in return could locate the passwords typed. Typical measures to combat issues of timing attack are Noise Injection and Branch Equalisation. In noise injection method, noise is introduced before performing any cryptographic operation and then removed later. In branch equalisation method, the processing is done in such a way that there exists timing equivalence among the cryptographic operations. These attacks are relevant to stream ciphers also $[74,130,131]$.

## Power analysis

This attack relies on the power consumption of the devices during conduct of any cryptographic operations and can be classified as either Simple Power Analysis (SPA) or Differential Power Ananlysis (DPA). In SPA the adversary has precise information of the performance details and then employs statistical methods. In DPA the adversary exploits the features with no prior knowledge of the performance details. It just requires correlation of the power consumption along with the secret key to guess a few bits [71]. These attacks have been mounted on stream ciphers $[38,73]$.

## Fault attack

In a fault attack the adversary actively tampers the target device by injecting spurious data during the operation cycle of a cipher thereby disrupting the execution. The effects of the injected fault may be monitored and the resulting variations used to obtain information about the cipher internals [17,21]. Fault attacks are relevant in case of stream ciphers also [9, 10, 16, 48, 51, 64]. Fault attacks will be further clarified in Chapter 5 .

## Electromagnetic attacks

This attack is based on the analysis of electromagnetic radiations emanating from the device during certain computational process $[3,99]$. Such attacks are preferred in cases where power analysis attack is not feasible. They are an effective means to bypass counter-measures built for power analysis attack. Counter measures against this type of attacks are shielding of the device to avoid leaking radiations.

### 1.7 Motivation for the thesis

The core motivation for this thesis was to study the diverse aspects of contemporary cryptology. The choice of focusing on HC-128 stream cipher was inspired by the fact that there were no academic results published for this cipher till 2008, despite the cipher being put up to the community throughout
the eStream competition. This was quite paradoxical considering the fact that the cipher bears a structural resemblance with the RC 4 stream cipher for which there exists an abundance of academic literature covering almost all aspects of cryptological significance. Another reason that motivated the study of HC128 stream cipher was the fact that its designer Hongjun Wu had published a number of papers in the cryptanalysis of various stream ciphers [126, 129], prior making this design. The insight gained by the designer would no doubt be reflected in his designs making the task of analysis even more challenging.

### 1.8 Contribution and thesis plan

A comprehensive study into the myriad aspects of contemporary cryptology should cover the entire spectrum of cryptographic designs, theoretical as well as experimental cryptanalysis, study of emerging side channel attacks as well as implementation on state of art hardware. Accordingly the HC-128 stream cipher has been studied in a disciplined manner. This focus of the thesis is on the papers $[127,128]$ and presents a rigorous study of the stream cipher covering the broad aspects of modern cryptology, namely, the theoretical study of cryptographic primitives, design modification proposal, experimental and side channel analysis of this cipher and finally implementation strategies.

In Chapter 2, we give the description of the HC-128 and HC-256 stream cipher alongwith an overview of all existing works in the analysis and implementation of this cipher.

In Chapter 3, we first show that the knowledge of any one of the two internal state arrays of HC-128 along with the knowledge of 2048 keystream words is sufficient to construct the other state array completely in $2^{42}$ time complexity. This analysis reveals a structural insight into the cipher along with theoretically establishing some nice combinatorial properties of HC-128 keystream generation algorithm. This chapter is based on the conference paper [96].

Next in Chapter 4, using linear approximation of the addition modulo $2^{n}$ of three $n$-bit integers we identify linear approximations of $g_{1}, g_{2}$, the feedback functions of HC-128. Here we show that the process of keystream output generation of HC-128 can be well approximated by linear functions wherein
the 'least significant bit' based distinguisher (presented by the designer of the cipher) of HC-128 [128, Section 4] works can be extended for the complete 32 -bit word. Further using the above linear approximations of $g_{1}, g_{2}$, we present the first new distinguisher for HC-128 which is slightly weaker than Wu's distinguisher. We also study how HC-128 keystream words leak secret state information of the cipher due to the properties of the functions $h_{1}, h_{2}$ and present improved results. This chapter is based on the journal paper [81] and conference paper [80].

In Chapter 5 we study the Side channel attacks HC series of stream cipher. We extend the established HC-128 fault attack and the HC-256 cache analysis onto the HC-256 and HC-128 ciphers respectively under similar models. The techniques applied on one variant is not trivially translatable to the other and the issue was left open until the current work. Here we propose a technique to recover half the state of HC-128 using cache analysis, which can be cascaded with the differential attack towards a full state recovery and hence key recovery. Similarly, we analyze the state leakage of HC-256 under differential fault attack model to achieve partial state recovery. This chapter is based on the conference paper [97].

In Chapter 6, we study the implementation issues for HC-128 in a disciplined manner. HC-128 is primarily designed as a software stream cipher aiming for sequential execution on general purpose processors and so we first carry out implementations on embedded and customizable processors. Next we consider the ASIC implementation for co-processor design. Further we explore several parallelization strategies for faster execution of the cipher. This is the first detailed implementation exercise as implementation of HC-128 on hardware was never attempted on the eSCARGOT chip. This chapter is based on the conference paper [26].

### 1.9 Prerequisites for the reader

The thesis is an effort to convey the features of HC-128 stream cipher in a much elaborate way compared to the existing literature. Apart from the summary of the thesis chapters in the aforesaid section, there are certain prerequisites expected on the part of the reader for easier and clearer understanding. It is
required on the reader's part to have a sound knowledge of the mathematical models and field of probability, permutation and combination. Apart from that, it is imperative that a reader has some basic knowledge of classic and modern cryptographic structures and terminologies so as to relate them easily while comprehending the structure of the stream ciphers. Though we have made every effort to provide the minutest details of certain cryptographic terms and also the hardware implementation based terms, yet it would be much easier, quicker and interesting for the reader to understand if (s)he has some elementary knowledge of embedded systems and VLSI.

## Chapter

## Background

Babbage's Rule- "No man's cipher is worth looking at unless the inventor has himself solved a very difficult cipher."

- The Codebreakers by Kahn, 2nd ed, pg 765


### 2.1 The HC series of Stream Ciphers

The HC series consists of two synchronous stream ciphers - HC-256 and HC128 - both designed by Hongjun Wu. HC-256 was first presented in FSE 2004 [127] and was subsequently a submission in the eStream initiative to identify new stream ciphers. HC-256 was successful in the Phase I and entered Phase II. HC-128 [128], a lighter version of HC-256, was also a submission to eStream competition, and it made it to the final software portfolio.

In this chapter we first present the description of HC-128 and HC-256 stream ciphers. The eSTREAM [37] Portfolio (revision 1 in September 2008) contains the stream cipher HC-128 [128] in Profile 1 (SW). Initial analysis of the cipher was given by the designer with a view to conjecture the security of this cipher. Subsequent works on the two ciphers have been brought out in the next section. The chapter concludes with a list of papers published as part of this thesis.

### 2.2 Description of HC-128

### 2.2.1 Operators and structures

We summarize the key points of the structure and the keystream generation of the cipher below. The following operators are used in HC-128.

+ : addition modulo $2^{32}$.
$\boxminus: ~ s u b t r a c t i o n ~ m o d u l o ~ 512$.
$\oplus$ : bit-wise exclusive OR.
|| : bit-string concatenation.
$\gg$ : right shift operator (defined on 32-bit numbers).
$\ll$ : left shift operator (defined on 32-bit numbers).
$\ggg$ : right rotation operator (defined on 32-bit numbers).
<<: left rotation operator (defined on 32-bit numbers).

HC-128 is a word-oriented stream cipher, with each word of size 32-bits. Two internal state arrays $P$ and $Q$ are used in HC-128, each with 512 many 32 -bit words. A 128 -bit key array $K[0, \ldots, 3]$ and a 128 -bit initialization vector $I V[0, \ldots, 3]$ are used, each entry being a 32 -bit word. The following six functions are used in $\mathrm{HC}-128$.

$$
\begin{aligned}
f_{1}(x) & =(x \ggg 7) \oplus(x \gg 18) \oplus(x \gg 3) \\
f_{2}(x) & =(x \ggg 17) \oplus(x \gg 19) \oplus(x \gg 10) \\
g_{1}(x, y, z) & =((x \ggg 10) \oplus(z \gg 23))+(y \ggg 8) \\
g_{2}(x, y, z) & =((x \lll 10) \oplus(z \lll 23))+(y \lll 8) \\
h_{1}(x) & =Q\left[x^{(0)}\right]+Q\left[256+x^{(2)}\right] \\
h_{2}(x) & =P\left[x^{(0)}\right]+P\left[256+x^{(2)}\right]
\end{aligned}
$$

where $x=x^{(3)}\left\|x^{(2)}\right\| x^{(1)} \| x^{(0)}$ is a 32-bit word, with $x^{(0)}, x^{(1)}, x^{(2)}$ and $x^{(3)}$ being the four bytes from right to left.

### 2.2.2 Initialization process

The key and IV setup of HC-128 recursively loads the $P$ and $Q$ array from expanded key and IV, and runs the cipher for 1024 steps with the outputs used to replace the table elements. The initialization is as in Algorithm 1.

```
Data: Key \((K)\) and \(I V\), each of length 4 words (128 bits)
Result: State arrays \(P\) and \(Q\), each consisting of 512 words
// Expand the key and IV to 8-words each
for \(0 \leq i \leq 3\) do
    \(K[\bar{i}+\overline{4}]=K[i]\) and \(I V[i+4]=I V[i] ;\)
end
// Expand key and IV to 1280-word array W
    \(W[i]= \begin{cases}K[i], & 0 \leq i \leq 7 \\ I V[i-8], & 8 \leq i \leq 15 \\ f_{2}(W[i-2])+W[i-7]+ & \\ f_{1}(W[i-15])+W[i-16]+i, & 16 \leq i \leq 1279\end{cases}\)
// Update tables P and Q using the W array
for \(0 \leq i \leq 511\) do
    \(P[i]=W[i+256]\) and \(Q[i]=W[i+768] ;\)
end
// Update the tables for 1024 rounds, without output
for \(0 \leq i \leq 511\) do
    \(P[i]=\left(P[i]+g_{1}(P[i \boxminus 3], P[i \boxminus 10], P[i \boxminus 511])\right) \oplus h_{1}(P[i \boxminus 12]) ;\)
end
for \(0 \leq i \leq 511\) do
    \(Q[i]=\left(Q[i]+g_{2}(Q[i \boxminus 3], Q[i \boxminus 10], Q[i \boxminus 511])\right) \oplus h_{2}(Q[i \boxminus 12]) ;\)
end
```

Algorithm 1: Initialization process of HC-128 stream cipher.

In [76], the ability to recover the key given the internal state post initialization was reported using this algorithm in reverse. Accordingly, a modification was proposed to interleave the KGS. In our analysis, we found that even the modified version was vulnerable in returning the key when the algorithm was used in reverse order.

### 2.2.3 Keystream generation

The input to the keystream generation algorithm are the state arrays $P$ and $Q$, each consisting of 512 words. Let $s_{i}$ denote the keystream word ( 32 bits) generated at the $i$-th step. The keystream of HC-128 is generated using Algorithm 2.

```
Data: State arrays \(P\) and \(Q\), each consisting of 512 words
Result: Keystream \(s_{i}\) for \(i=0,1,2, \ldots\)
\(i=0\);
// Repeat until enough keystream words are generated
while keystream required do
    \(j=i \bmod 512\);
    if \((i \bmod 1024)<512\) then
        \(P[j]=P[j]+g_{1}(P[j \boxminus 3], P[j \boxminus 10], P[j \boxminus 511]) ;\)
        \(s_{i}=h_{1}(P[j \boxminus 12]) \oplus P[j] ;\)
    end
    else
        \(Q[j]=Q[j]+g_{2}(Q[j \boxminus 3], Q[j \boxminus 10], Q[j \boxminus 511]) ;\)
        \(s_{i}=h_{2}(Q[j \boxminus 12]) \oplus Q[j] ;\)
    end
    \(i=i+1 ;\)
end
```

Algorithm 2: Keystream generation algorithm of HC-128.

### 2.3 Description of $\mathrm{HC}-256$

The operators used in HC-256 are similar to HC-128 as described in Section 2.2 (with the exception of ( $\boxminus$ ) which is subtraction modulo 1024). The difference lies in the number of bits used and the processing speed. In Pentium M processor, the speed of HC 256 is 4.4 cycles/byte while that of HC-128 is 3.05 cycles/byte.

Two tables $P$ and $Q$, each with 1024 many 32 -bit elements are used as internal states of HC-256. A 256 bit key array $K[0, \ldots, 7]$ and a 256 -bit initialization vector $I V[0, \ldots, 7]$ are used, where each entry of the arrays is a

32-bit element. The following six functions are used in HC-256.

$$
\begin{aligned}
f_{1}(x) & =(x \ggg 7) \oplus(x \gg 18) \oplus(x \gg 3) \\
f_{2}(x) & =(x \gg 17) \oplus(x \gg 19) \oplus(x \gg 10) \\
g_{1}(x, y) & =((x \ggg 10) \oplus(y \gg 23))+Q[(x \oplus y) \bmod 1024] \\
g_{2}(x, y) & =((x \ggg 10) \oplus(y \gg 23))+P[(x \oplus y) \bmod 1024] \\
h_{1}(x) & =Q\left[x^{(0)}\right]+Q\left[256+x^{(1)}\right]+Q\left[512+x^{(2)}\right]+Q\left[768+x^{(3)}\right] \\
h_{2}(x) & =P\left[x^{(0)}\right]+P\left[256+x^{(1)}\right]+P\left[512+x^{(2)}\right]+P\left[768+x^{(3)}\right]
\end{aligned}
$$

where $x=x^{(3)}\left\|x^{(2)}\right\| x^{(1)} \| x^{(0)}$ is a 32 -bit word, with $x^{(0)}, x^{(1)}, x^{(2)}$ and $x^{(3)}$ being the four bytes from right to left.

The key and IV setup of HC-256 proceeds as in Algorithm 3.

Data: Key $(K)$ and $I V$, each of length 8 words ( 256 bits)
Result: State arrays $P$ and $Q$, each consisting of 1024 words // Expand key and IV to 2560-word array W

$$
W[i]= \begin{cases}K[i], & 0 \leq i \leq 7 \\ I V[i-8], & 8 \leq i \leq 15 \\ f_{2}(W[i-2])+W[i-7]+ & \\ f_{1}(W[i-15])+W[i-16]+i, & 16 \leq i \leq 2559\end{cases}
$$

// Update tables $P$ and $Q$ using the $W$ array
for $0 \leq i \leq 1023$ do
$P[\bar{i}]=W[i+512]$ and $Q[i]=W[i+1536] ;$
end
Run keystream generation (Algorithm 4) 4096 steps without output.
Algorithm 3: Initialization process of HC-256 stream cipher.

The input to the keystream generation algorithm are the state arrays $P$ and $Q$, each consisting of 1024 words. Let $s_{i}$ denote the keystream word (32 bits) generated at the $i$-th step. The keystream generation of HC-256 is as shown in Algorithm 4.

The HC-128 and HC-256 stream ciphers are extremely fast on keystream generation. On the flip side, HC-128 and HC-256 stream ciphers have large

```
Data: State arrays \(P\) and \(Q\), each consisting of 1024 words
Result: Keystream \(s_{i}\) for \(i=0,1,2, \ldots\)
\(i=0\);
// Repeat until enough keystream words are generated
while keystream required do
    \(j=i \bmod 1024 ;\)
    if \((i \bmod 2048)<1024\) then
        \(P[j]=P[j]+P[j \boxminus 10]+g_{1}(P[j \boxminus 3], P[j \boxminus 1023]) ;\)
        \(s_{i}=h_{1}(P[j \boxminus 12]) \oplus P[j] ;\)
    end
    else
        \(Q[j]=Q[j]+Q[j \boxminus 10]+g_{2}(Q[j \boxminus 3], Q[j \boxminus 1023]) ;\)
        \(s_{i}=h_{2}(Q[j \boxminus 12]) \oplus Q[j] ;\)
    end
    \(i=i+1 ;\)
end
```

Algorithm 4: Keystream generation algorithm of HC-256.
arrays and the time for Key and IV setup is large (around 27,300 and 74,000 clock cycles respectively). This makes these ciphers suitable for point to point link-level encryption that does not require frequent reinitialisation.

### 2.4 Chronology of recent works

At the time of commencement of work on this thesis in year 2008, there were no research papers on HC-128 or HC-256, despite the fact that the two ciphers had been subject to years of study, as part of the eStream project. The details of research papers that emerged during the course of our research are given in the subsequent paragraphs.

### 2.4.1 Theoretical Cryptanalysis

The details of research papers pertaining to theoretical cryptanalysis of HC-128 and HC-256 stream ciphers are as follows.

Dunkelman [36]. The first recorded detail on HC-128 stream cipher was an observation made in eStream forum by Dunkelman [36], who showed that
the keystream words of HC -128 leak information regarding the internal state. He observed that $\operatorname{Prob}\left(s_{j} \oplus s_{j+1}=P[j] \oplus P[j+1]\right) \approx 2^{-16}$, where $s_{j}, s_{j+1}$ are two consecutive keystream output words.

Maitra et al. [80]. This is our work and is the first work on the study of the keystream of HC-128, published in WCC 09. This used linear approximation of the addition modulo $2^{n}$ of three $n$-bit integers to identify linear approximations of $g_{1}, g_{2}$, the feedback functions of HC-128. This, in turn, shows that the process of keystream output generation of HC128 can be well approximated by linear functions. In this direction, the 'least significant bit' based distinguisher (presented by the designer along with the specifications of the cipher) of HC-128 was shown to work for the complete 32-bit word. Further, in the line of Dunkelman's observation above, the leakage pattern of HC-128 secret state information due to keystream words due to the properties of the functions $h_{1}, h_{2}$ was studied and improved results were presented.

Sekar and Preneel [106]. This was the first work on the theoretical cryptanalysis of HC-256 stream cipher. Here a class of distinguishers on HC256 , each of which requires testing the validity of about $2^{276.8}$ linear equations involving binary keystream variables, was presented. These attacks improve the data complexity of the hitherto best-known distinguisher (presented by the designer along with the specifications of the cipher) by a factor of about 12 . This improvement is not directly applicable to HC-128 where the elements of the state array are all rotated prior to use in state update function.

Liu and Qin [76]. This work showed that the Key and IV of HC-128 and HC256 can be recovered from the internal state of the cipher post completion of the Key and IV initialization. Additionally two modifications have been to make the initialization non invertible. The first method was to to interleave the updation of $P$ and $Q$ array terms in the final stages of the KGS. The other method employed generating additional values of $W$ array. In our analysis, we found that the first modification was unsuccessful as it was trivial to obtain the key running the algorithm in reverse order.

Paul et al. [96]. This is our work in IWSEC 2011, which presented a half state exposure of the HC-128 stream cipher wherein knowledge of any one of the two internal state arrays of HC-128 along with the knowledge of 2048 keystream words is sufficient to construct the other state array completely in $2^{42}$ time complexity. This analysis revealed a structural insight into the cipher and theoretically established certain combinatorial properties of HC-128 keystream generation algorithm. Additionally modifications to HC-128 were proposed, that would take care of the aforesaid issue with little reduction in speed.

Maitra et al. [81]. This is our paper published in Journal of Design, Codes and Cryptography and is an extended version of [80] and gave a new albeit weaker distinguisher for HC-128.

Stankovski et al. [120]. This paper published in Journal of Design, Codes and Cryptography brought out that the keystream requirement of distinguisher published in [128] was underestimated by a factor of $2^{8}$. It accordingly has a keystream requirement of $2^{160.471}$ number of 32 -bit keystream blocks. There are two new types of distinguishers presented of which one is based on counting the number of zeros in created blocks of bits. This gave a biased distribution that needs $2^{143.537}$ such constructed block samples, corresponding to $2^{152.537}$ number of 32 -bit keystream blocks.

Stankovski et al. [119]. In this paper rotations and XOR operation used for mixing operation was studied to obtain theoretical results on related probability distributions. A distinguisher was presented for a variant of HC-128 where modular addition is replaced by XOR operation. This variant had a keystream complexity of $2^{90.9}$.

### 2.4.2 Side Channel Cryptanalysis

The details of research papers pertaining to Side Channel cryptanalysis of HC-128 and HC-256 stream ciphers are as follows:-

Zenner [130]. In SAC-2008, Erik Zenner [130] presented a cache-timing analysis attack on HC-256 stream cipher. This attack is applicable for implementations on devices that use cache memory. Here, the measurements
of cache access timings leaks certain bits. The number of bits leaked is inversely proportional to the size of cache page. Based on certain bits the remainder were computed using a guess and verify technique. The attack was able to establish the internal state with 6148 precise cache timing measurements with the knowledge of $2^{16}$ plaintext bits and also lead to key recovery.

Kircanski and Youssef [64]. In Africacrypt 2010, Aleksandar Kircanski and Amr M. Youssef presented a differential fault attack on HC-128 requiring 7968 faults that recovers the complete internal state of HC-128 by solving a set of 32 systems of linear equations over $Z_{2}$ in 1024 variables. The fault model employed here is one in which the attacker will be able to fault a random word of the inner state without any control of its exact location or its new faulted value. The attack is based on the fact that some of the inner state words in HC-128 are utilized several times without being updated.

Paul and Raizada [97]. This is our work presented in SPACE 2012 that explored the effect of a side channel technique on a variant of the cipher algorithm implemented in a similar model. The motivation for such an investigation is to study the feasibility of using a cipher variant as a candidate for replacement to a cipher subjected to a successful side channels attack. The study was centered around the HC series of stream ciphers, viz., HC-128 and HC-256. The HC-128 fault attack and the HC256 cache analysis was extended onto the HC-256 and HC-128 ciphers respectively under similar models. The techniques applied on one variant is not trivially translatable to the other. A technique was proposed to recover half the state of HC-128 using cache analysis, which can be cascaded with the differential attack towards a full state recovery and hence key recovery. Similarly, the state leakage of HC-256 was studied under differential fault attack model to achieve partial state recovery.

### 2.4.3 Cipher Implementation and Usage

The details of research papers pertaining to implementation and usage of HC128 stream ciphers are as follows.

Meiser et al. [87]. In this paper in SIES 2008 implementation results for performance of stream ciphers Dragon, HC-128, LEX, Salsa20, Salsa20/12, and SOSEMANUK on small embedded 8-bit resource constrained microcontrollers was presented.

Kausar and Naureen [60]. The paper deals with the applicability of stream ciphers in the context of Wireless Sensor Network (WSN) devices that are resource scarce by benchmarking WSN-specific NesC based implementations of two stream ciphers namely HC-128 and Rabbit in terms of efficient energy and memory consumption. The two stream ciphers were able to cope to the WSN-specific requirements and perform efficiently under these requirements. This paper concludes that HC-128 software stream cipher is in the area of sensor networks perform as efficiently as Rabbit.

Jolfaei et al. [55]. In this paper published in the International Journal of Electronic Security and Digital Forensics, the performance of HC-128 and HC-256 for image encryption was studied. The two ciphers were found to be efficient, feasible and trustworthy to be adopted for image encryption.

Chattopadhyay et al. [26]. This was our work presented in ISCAS 2012, which studied several implementation issues for HC-128. The cipher was implemented on embedded and customizable processors, and also modeled as a dedicated hardware accelerator. Several parallelization strategies for improving throughput were presented. This novel implementation strategies marked the fastest HC-128 execution reported till date.

Khalid et al. [62]. This paper in the ICISC 2012 is the first reported effort of mapping HC-Series of stream ciphers on GPUs. It presents present various optimization strategies for HC-128 and HC-256 speedup for CUDA device architecture. The peak performance achieved with a single datastream for $\mathrm{HC}-128$ and $\mathrm{HC}-256$ is 0.95 Gbps and 0.41 Gbps respectively. Similarly for multiple parallel data-stream the implementation has clocked approximately 31 Gbps for HC-128 and 14 Gbps for HC-256 (with 32768 parallel data-streams).

### 2.5 Publications included in this Thesis

This thesis is built upon one journal paper [81] and four conference papers [26, 80,96, 97]. The journal paper [81] is a consolidation and considerable extension of the conference paper [80]. A detailed list of publications is given below.

- Subhamoy Maitra, Goutam Paul, Shashwat Raizada, Subhabrata Sen, and Rudradev Sengupta. Some Observations on HC-128. Des. Codes Cryptography, 59(1-3):231-245, 2011 [81].
- Subhamoy Maitra, Goutam Paul, and Shashwat Raizada. Some Observations on HC-128. In International Workshop on Coding and Cryptology, WCC 2009, Ullensvang, Norway, PreProceedings, pages 527-539, 2009 [80].
- Goutam Paul, Subhamoy Maitra, and Shashwat Raizada. A Theoretical Analysis of the Structure of HC-128. In Tetsu Iwata and Masakatsu Nishigaki, editors, IWSEC, volume 7038 of Lecture Notes in Computer Science, pages 161-177. Springer, 2011 [96].
- Anupam Chattopadhyay, Ayesha Khalid, Subhamoy Maitra, and Shashwat Raizada. Designing High-throughput Hardware Accelerator for Stream cipher HC-128. In ISCAS, pages 1448-1451. IEEE, 2012 [26].
- Goutam Paul and Shashwat Raizada. Impact of Extending side channel attack on Cipher Variants: A Case Study with the HC Series of Stream ciphers. In Andrey Bogdanov and Somitra Kumar Sanadhya, editors, SPACE, volume 7644 of Lecture Notes in Computer Science, pages 3244. Springer, 2012 [97].
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## Part I

## Analysis of HC-128 Stream Cipher

## come 3

## On the internal structure of HC-128

In this chapter we study certain issues related to the internal structure of HC128. We show that the knowledge of any one of the two internal state arrays of HC-128 along with the knowledge of 2048 keystream words is sufficient to construct the other state array completely in $2^{42}$ time complexity. Though this analysis does not lead to any attack on HC-128, it reveals a structural insight into the cipher. In the process, we theoretically establish some discernible combinatorial properties of $\mathrm{HC}-128$ keystream generation algorithm. We also suggest a modification to HC-128 that prevents the above analysis with minimal reduction in speed.

As described earlier, there are two internal state arrays of HC-128, $P$ and $Q$, each containing 512 words (each word is of 32 bits). The keystream is generated using two distinct procedures that are alternated in blocks of 512 words. Within a block, one of these arrays gets updated and the keystream word is produced by XOR-ing the updated entry with the sum of two words from the other array. The role of the two arrays is reversed after every block of 512 keystream words generation. In this chapter, we show that the knowledge of one internal state array of HC-128 reveals the other. To be specific, in Section 3.1, we show that if one knows one of $P$ and $Q$ completely, then one can reconstruct the complete other array efficiently. This Half-State Exposure Analysis can serve as a general model of analysis when the state of a stream cipher consists of two similar structures of the same size.

Without loss of generality, we consider four consecutive blocks $B_{1}, B_{2}, B_{3}$
and $B_{4}$ of keystream generation such that $Q$ is updated with the completion of blocks $B_{1}$ and $B_{3}$ and $P$ is updated with the completion of blocks $B_{2}$ and $B_{4}$. We assume that, the keystream words corresponding to all of these four blocks are known. Here, the symbols $P$ and $Q$ will denote the arrays after the completion of block $B_{1}$ and before the start of block $B_{2}$. After the completion of block $B_{2}, Q$ remains unchanged and $P$ is updated to, say, $P_{N}$. After the completion of block $B_{3}, Q$ would again be updated to, say, $Q_{N}$.

| Block $\boldsymbol{B}_{\mathbf{1}}:$ | Block $\boldsymbol{B}_{\mathbf{2}}:$ | Block $\boldsymbol{B}_{\mathbf{3}}:$ |
| :--- | :--- | :--- |
| $P$ unchanged, | $P$ updated to $P_{N}$, | $P_{N}$ unchanged, |
| $Q$ updated. | $Q$ unchanged. | $Q$ updated to $Q_{N}$. |
| $(Q$ denotes the updated array $)$ |  |  |

Table 3.1: The evolution of $P, Q$ arrays.

Block $B_{4}$, is not shown in Table 3.1, as it will only be used for verifying the correctness of our reconstruction.

In Section 3.1.2, we present Algorithm 9 (called ReconstructState), that takes the 512 words of the array $P$ as inputs and (assuming that the 2048 keystream words corresponding to the four blocks $B_{1}, B_{2}, B_{3}$ and $B_{4}$ are known) produces 512 words of the array $Q_{N}$ as output. Since the update of an array is self dependent, it is inferred that that the complete state gets exposed from block $B_{3}$ onwards. The proof of correctness of the algorithm is established through Lemma 3.3 and Theorems 3.6, 3.7 and 3.8 and the data and time complexity requirements are analyzed in Theorem 3.9. Further, in Section 3.2, we propose a modification to the existing HC-128 that escapes the above analysis. We also argue the motivation of such design and present performance comparisons with the existing designs of HC-128 and HC-256.

### 3.1 Reconstruction of one array from another

We introduce a few notations for the ease of analysis. We describe them and then move on to the actual strategy.

### 3.1.1 Notations and problem formulation

As discussed earlier, we consider four consecutive blocks $B_{1}, B_{2}, B_{3}$ and $B_{4}$. In $B_{1}$ and $B_{3}, Q$ is updated. Let $Q$ denote the updated array after the completion of block $B_{1}$ and let $Q_{N}$ be the new array after $Q$ is updated in block $B_{3}$. In $B_{1}$, $P$ remains unchanged and in $B_{2}$, it is updated to $P_{N}$. Let $s_{b, i}$ denote the $i$-th keystream word produced in block $B_{b}, 1 \leq b \leq 4,0 \leq i \leq 511$. The update of $P($ or $Q)$ depends only on itself, i.e.,

$$
P_{N}[i]= \begin{cases}P[i]+g_{1}(P[509+i], P[502+i], P[i+1]), & \text { for } 0 \leq i \leq 2  \tag{3.1}\\ P[i]+g_{1}\left(P_{N}[i-3], P[502+i], P[i+1]\right), & \text { for } 3 \leq i \leq 9 \\ P[i]+g_{1}\left(P_{N}[i-3], P_{N}[i-10], P[i+1]\right), & \text { for } 10 \leq i \leq 510 \\ P[i]+g_{1}\left(P_{N}[i-3], P_{N}[i-10], P_{N}[i-511]\right), & \text { for } i=511\end{cases}
$$

Thus, if one knows the 512 words of $P$ (or $Q$ ) corresponding to any one block, then one can easily derive the complete $P$ (or $Q$ ) array with respect to any subsequent block.

Consider that the keystream words $s_{b, i}, 1 \leq b \leq 4,0 \leq i \leq 511$, are observable. We formulate a special state reconstruction problem as follows.

Given the partial state information $P[0 \ldots 511]$,
reconstruct the complete state $\left(P_{N}[0 \ldots 511], Q_{N}[0 \ldots 511]\right)$.

Since the update of each of $P$ and $Q$ depends only on $P$ and $Q$ respectively, once we determine $P_{N}$ and $Q_{N}$, we essentially recover the complete state information for all subsequent steps.

### 3.1.2 State reconstruction strategy

Our state reconstruction proceeds in five phases. The First Phase would be to determine $P_{N}$ from $P$ using Equation (3.1).

The keystream generation of block $B_{2}$ follows the equation

$$
s_{2, i}= \begin{cases}h_{1}(P[500+i]) \oplus P_{N}[i], & \text { for } 0 \leq i \leq 11  \tag{3.2}\\ h_{1}\left(P_{N}[i-12]\right) \oplus P_{N}[i], & \text { for } 12 \leq i \leq 511\end{cases}
$$

Since $h_{1}(x)=Q\left[x^{(0)}\right]+Q\left[256+x^{(2)}\right]$, we can rewrite Equation (3.2) as

$$
\begin{equation*}
Q\left[l_{i}\right]+Q\left[u_{i}\right]=s_{2, i} \oplus P_{N}[i] \tag{3.3}
\end{equation*}
$$

where,

$$
\begin{array}{ll}
l_{i}=(P[500+i])^{(0)} \text { and } u_{i}=256+(P[500+i])^{(2)}, & 0 \leq i \leq 11, \\
l_{i}=\left(P_{N}[i-12]\right)^{(0)} \text { and } u_{i}=256+\left(P_{N}[i-12]\right)^{(2)}, & 12 \leq i \leq 511 . \tag{3.4}
\end{array}
$$

Here $l_{i}, u_{i}$ and the right hand side $s_{2, i} \oplus P_{N}[i]$ of System 3.3 of equations are known for all $i=0,1, \ldots, 511$. Thus, there are 512 equations in 512 unknowns. The above Phase is formalized in Algorithm 5, called Phase 1 of ReconstructState.

```
    Input: \(P[0 \ldots 511]\).
    Output: \(P_{N}[0 \ldots 511], Q_{N}[0 \ldots 511]\).
    First Phase:
    for \(i \leftarrow 0\) to 511 do
        Determine \(P_{N}[i]\) using Equation (3.1);
    end
```

Algorithm 5: Phase 1 of ReconstructState

Applying Gaussian elimination, one would require a complexity of around $512^{3}=2^{27}$. However, according to Lemma 3.1, a unique solution does not exist for any such system and hence we have to take a different approach to solve the system. Though the proof of Lemma 3.1 is simple, we include here for easy reference.

Lemma 3.1. Any system of $r+s$ equations in $r+s$ variables $x_{1}, x_{2}, \ldots, x_{r}$ and $y_{1}, y_{2}, \ldots, y_{s}$, where each equation is of the form $x_{i}+y_{j}$ for some $i$ in $[1, r]$ and some $j$ in $[1, s]$, does not have a unique solution.

Proof. Let us consider the $(r+s) \times(r+s)$ coefficient matrix $A$ of the system. Let the columns be denoted by $C_{1}, \ldots, C_{r+s}$, such that the first $r$ columns $C_{1}, \ldots, C_{r}$ correspond to the variables $x_{1}, \ldots, x_{r}$ and the last $s$ columns $C_{r+1}, \ldots, C_{r+s}$ correspond to the variables $y_{1}, \ldots, y_{s}$.

Every row of $A$ has the entry 1 in exactly two places and the entry 0 elsewhere. The first 1 in each row appears in one of the columns $C_{1}, \ldots, C_{r}$ and the second 1 in one of the columns $C_{r+1}, \ldots, C_{r+s}$.

After the elementary column transformations $C_{1} \leftarrow C_{1}+\ldots+C_{r}$ and $C_{r+1} \leftarrow C_{r+1}+\ldots+C_{r+s}$, the two columns $C_{1}$ and $C_{r+1}$ has 1's in all the rows and hence become identical. This implies that the matrix is not of full rank and hence unique solution does not exist for the system.

The left hand side of every equation in System 3.3 is of the form $Q\left[l_{i}\right]+Q\left[u_{i}\right]$, where $0 \leq l_{i} \leq 255$ and $256 \leq u_{i} \leq 511$. Taking $r=s=256, x_{i}=Q[i-1]$, $1 \leq i \leq 256$ and $y_{j}=Q[255+j], 1 \leq j \leq 256$, we see that Lemma 3.1 directly applies to this system, establishing the non-existence of a unique solution.

At this stage, one could remove the redundant rows to find a linear space which contains the solution. However, it is not clear how many variables need to be guessed to arrive at the final solution. Below we formulate a graph theoretic approach to derive the entries of the array $Q$ efficiently, by guessing the value of only a single variable.

Definition 3.2. System 3.3 of 512 equations can be represented in the form of a bipartite graph $G=\left(V_{1}, V_{2}, E\right)$, where $V_{1}=\{0, \ldots, 255\}, V_{2}=$ $\{256, \ldots, 511\}$ and for $l_{i} \in V_{1}$ and $u_{i} \in V_{2}, \exists$ an edge $\left\{l_{i}, u_{i}\right\} \in E$ if and only if the sum $Q\left[l_{i}\right]+Q\left[u_{i}\right]$ is known. Thus, $|E|=512$ (counting repeated edges, if any). We call such a graph $G$ with the vertices as the indices of one internal array of HC-128 the index graph of the state of HC-128.

Lemma 3.3. Let $M$ be the size of the largest connected component of the index graph $G$ corresponding to block $B_{2}$. Then $M$ out of the 512 words of the array $Q$ are determined up to the value of a single 32-bit word.

Proof. Consider any one of the 512 equations of System 3.3. Since the sum $Q\left[l_{i}\right]+Q\left[u_{i}\right]$ is known, knowledge of one of $Q\left[l_{i}\right], Q\left[u_{i}\right]$ reveals the other. Thus, if we know one word of $Q$ at any index of a connected component, we can
immediately derive the words of $Q$ at all the indices of the same component. Since this holds for each connected component, we can guess any one 32-bit word in the largest connected component correctly in $2^{32}$ attempts and thereby the result follows.

Since the arrays $P, Q$ and the keystream of HC-128 are assumed to be random, our index graph $G$ can be considered to be a random bipartite graph.

Theoretical analysis of the size distribution of the connected components of random finite graphs is a vast area of research in applied probability and there have been several works $[28,45,58,91,105]$ in this direction under different graph models. In [105], the model considered is a bipartite graph $G\left(n_{1}, n_{2}, T\right)$ with $n_{1}$ vertices in the first part, $n_{2}$ vertices in the second one and the graph is constructed by $T$ independent trials, each of them consists of drawing an edge which joins two vertices chosen independently of each other from distinct parts. This coincides with our index graph model of Definition 3.2 with $n_{1}=\left|V_{1}\right|$, $n_{2}=\left|V_{2}\right|$ and $T=|E|$.

In general, let $n_{1} \geq n_{2}, \alpha=\frac{n_{2}}{n_{1}}, \beta=(1-\alpha) \ln n_{1}, n=n_{1}+n_{2}$. Let $\xi_{n_{1}, n_{2}, T}$ and $\chi_{n_{1}, n_{2}, T}$ denote the number of isolated vertices and the number of connected components in $G\left(n_{1}, n_{2}, T\right)$ respectively. We have the following result from [105].

Proposition 3.4. If $n \rightarrow \infty$ and $(1+\alpha) T=n \ln n+X n+o(n)$, where $X$ is a fixed number, then $\operatorname{Prob}\left(\chi_{n_{1}, n_{2}, T}=\xi_{n_{1}, n_{2}, T}+1\right) \rightarrow 1$ and for any $k=$ $0,1,2, \ldots, \operatorname{Prob}\left(\xi_{n_{1}, n_{2}, T}=k\right)-\frac{\lambda^{k} e^{-\lambda}}{k!} \rightarrow 0$, where $\lambda=\frac{e^{-X}\left(1+e^{-\beta}\right)}{1+\alpha}$.

In other words, if $n$ is sufficiently large and $n_{1}, n_{2}, T$ are related by $(1+\alpha) T=n \ln n+X n+o(n)$, then the graph contains one giant connected component and isolated vertices whose number follows a Poisson distribution with the aforesaid parameter $\lambda$.

Corollary 3.5. If $M$ is the size of the largest component of the index graph $G$, then the mean and standard deviation of $M$ are respectively given by $E(M) \approx$ 442.59 and $s d(M) \approx 8.33$.

Proof. For our index graph, $n_{1}=n_{2}=256, n=n_{1}+n_{2}=512, T=512$, $\alpha=\frac{n_{2}}{n_{1}}=1, \beta=(1-\alpha) \ln n_{1}=0$. The relation $(1+\alpha) T=n \ln n+X n+o(n)$
is equivalent to $\frac{(1+\alpha)}{n} T=\ln n+X+\frac{o(n)}{n}$. As $n \rightarrow \infty$, the ratio $\frac{o(n)}{n} \rightarrow 0$ and hence $X \rightarrow \frac{(1+\alpha)}{n} T-\ln n$. Substituting $\alpha=1, T=512$ and $n=512$, we get $X \approx-4.24$.

By Proposition 3.4, the limiting distribution of the random variable $\xi_{n_{1}, n_{2}, T}$ is Poisson with mean (as well as variance) $\lambda=\frac{e^{-X}\left(1+e^{-\beta}\right)}{1+\alpha} \approx e^{4.24} \approx 69.41$. Moreover, in the limit, $\chi_{n_{1}, n_{2}, T}=\xi_{n_{1}, n_{2}, T}+1$ and this implies that all the vertices except the isolated ones would be in a single giant component. Thus, $M=n-\xi_{n_{1}, n_{2}, T}$ and the expectation $E(M)=n-E\left(\xi_{n_{1}, n_{2}, T}\right)=n-\lambda \approx$ $512-69.41=442.59$. Again, the variance $\operatorname{Var}(M)=\operatorname{Var}\left(n-\xi_{n_{1}, n_{2}, T}\right)=$ $\operatorname{Var}\left(\xi_{n_{1}, n_{2}, T}\right)=\lambda, \operatorname{giving} \operatorname{sd}(M)=\operatorname{sd}\left(\xi_{n_{1}, n_{2}, T}\right)=\sqrt{\lambda} \approx 8.33$.

Simulations with 10 million trials, each time with 1024 consecutive words of keystream generation for the complete arrays $P$ and $Q$, gives the average of the number $\xi_{n_{1}, n_{2}, T}$ of isolated vertices of the index graph of the state of HC-128 as 69.02 with a standard deviation of 6.41.

These values closely match with the theoretical estimates of the mean $\lambda \approx$ 69.41 and standard deviation $\sqrt{\lambda} \approx 8.33$ of $\xi_{n_{1}, n_{2}, T}$ derived in Corollary 3.5.

Again from Corollary 3.5, theoretical estimates of the mean and standard deviation of the size $M$ of the largest component is 442.59 and 8.33 respectively. However, from the same simulation described above, the average and standard deviation of $M$ are found to be $407.91 \approx 408$ and 9.17 respectively.

The theoretical expectation $E(M)$ overestimates the actual average of $M$ in practice, because the theoretical estimate is asymptotic with $n \rightarrow \infty$ and for our index graph we have $n=512<\infty$.

In the limit, each vertex is either an isolated one or part of the single giant component. In practice, on the other hand, except the isolated vertices ( $\approx 69$ in number) and the vertices of the giant component ( $\approx 408$ in number), the remaining few $(\approx 512-69-408=35$ in number) vertices form some small components. However, the low (9.17) empirical standard deviation of $M$ implies that the empirical estimate 408 of $E(M)$ is robust.

We would see later that as a consequence of Theorem 3.7, any $M>200$ is sufficient for our purpose.

If $C=\left\{y_{1}, y_{2}, \ldots, y_{M}\right\}$ be the largest component of $G$, then we can guess
the word corresponding to any fixed index, say $y_{1}$. As explained in the proof of Lemma 3.3, each guess of $Q\left[y_{1}\right]$ uniquely determines the values of $Q\left[y_{2}\right], \ldots, Q\left[y_{M}\right]$. According to Corollary 3.5 and the discussion following it, we can guess around 408 words of $Q$ in this method. This is the Second Phase of our solution and is formalized in Algorithm 6, called Phase 2 of ReconstructState.

```
Second Phase:
Form a bipartite graph \(G=\left(V_{1}, V_{2}, E\right)\) as follows;
\(V_{1} \leftarrow\{0, \ldots, 255\} ; V_{2} \leftarrow\{256, \ldots, 511\} ; E \leftarrow \emptyset ;\)
for \(i \leftarrow 0\) to 511 do
    Determine \(l_{i}\) and \(u_{i}\) using Equation (3.4);
    \(E \leftarrow E \cup\left\{l_{i}, u_{i}\right\} ;\)
end
Find all connected components of \(G\);
5 Let \(C=\left\{y_{1}, y_{2}, \ldots, y_{M}\right\}\) be the largest component with size \(M\); Guess \(Q\left[y_{1}\right]\) and thereby determine \(Q\left[y_{2}\right], \ldots, Q\left[y_{M}\right]\) from Equation (3.3); and for each such guess of \(Q\left[y_{1}\right]\), repeat the Third, Fourth and Fifth Phases below;
```

Algorithm 6: Phase 2 of ReconstructState

We use the following result, which we call Propagation Theorem, to determine the remaining unknown words.

Theorem 3.6 (Propagation Theorem). If $Q[y]$ is known for some $y$ in $[0,499]$, then $m=\left\lfloor\frac{511-y}{12}\right\rfloor$ more words of $Q$, namely, $Q[y+12], Q[y+24], \ldots, Q[y+12 m\rfloor$, can all be determined from $Q[y]$ in a time complexity that is linear in the size of $Q$.

Proof. Consider block $B_{1}$. Following our notation in Section 3.1.1, the equation for keystream generation is
$s_{1, i}=h_{2}(Q[i-12]) \oplus Q[i]$, for $12 \leq i \leq 511$. Written in a different way, it becomes

$$
Q[i]=s_{1, i} \oplus\left(P\left[(Q[i-12])^{(0)}\right]+P\left[256+(Q[i-12])^{(2)}\right]\right) .
$$

Now, setting $y=i-12$, we have, for $0 \leq y \leq 499$,

$$
\begin{equation*}
Q[y+12]=s_{1, y+12} \oplus\left(P\left([Q[y])^{(0)}\right]+P\left[256+(Q[y])^{(2)}\right]\right) \tag{3.5}
\end{equation*}
$$

Equation (3.5) is a recursive equation, in which all $s_{1}$ values and the array $P$ are completely known. Clearly, if we know one $Q[y]$, we know all subsequent $Q[y+12 k]$, for $k=1,2, \ldots$, as long as $y+12 k \leq 511$. This means $k \leq \frac{511-y}{12}$. The number $m$ of words of $Q$ that can be determined is then the maximum allowable value of $k$, i.e., $m=\left\lfloor\frac{511-y}{12}\right\rfloor$.

By recursively applying Equation (3.5) to the words of the $Q$ array that were determined from the maximum size connected component of the index graph, we derive approximately $104(=512-408)$ unknown words in the array. This is the Third Phase of our solution.

```
Third Phase:
    for \(j \leftarrow 1\) to \(M\) do
    \(y \leftarrow y_{j} ;\)
        while \(y \leq 499\) do
        if \(Q[y+12]\) is still unknown then
                \(Q[y+12] \leftarrow s_{1, y+12} \oplus\left(P\left[(Q[y])^{(0)}\right]+P\left[256+(Q[y])^{(2)}\right]\right) ;\)
        end
        \(y \leftarrow y+12 ;\)
    end
    end
```

Algorithm 7: Phase 3 of ReconstructState

If we imagine that the words are initially labeled as 'known' or 'unknown', then this step can be visualized as propagation of the 'known' labels in the forward direction. Even after this step, some words remain unknown. However, as Theorem 3.7 would imply, we observe that through this propagation, all the words $Q[500], Q[501], \ldots Q[511]$ become 'known' with probability almost one.

Theorem 3.7. After the Third Phase, the expected number of unknown words amongst $Q[500], Q[501], \ldots, Q[511]$ is approximately $8 \cdot\left(1-\frac{43}{512}\right)^{M}+4 \cdot\left(1-\frac{42}{512}\right)^{M}$, where $M$ is the size of the largest component of the index graph $G$.

Proof. After the Second Phase, exactly $M$ words $Q\left[y_{1}\right], Q\left[y_{2}\right], \ldots Q\left[y_{M}\right]$ are known corresponding to the distinct indices $y_{1}, y_{2}, \ldots, y_{M}$ in the largest component $C$ of size $M$ in $G$. Since $G$ is a random bipartite graph, each of indices $y_{1}, y_{2}, \ldots y_{M}$ can be considered to be drawn from the set $\{0,1, \ldots, 511\}$ uni-
formly at random (without replacement). We partition this sample space into 12 disjoint residue classes modulo 12 , denoted by, [0], [1], .., [11].

Then, each of the indices $y_{1}, y_{2}, \ldots, y_{M}$ can be considered to be drawn from the set $\{[0],[1], \ldots,[11]\}$ (this time with replacement; this is a reasonable approximation because $M \gg 12$ ) with probabilities proportional to the sizes of the residue classes. Thus, for $1 \leq j \leq M, \operatorname{Prob}\left(y_{j} \in[r]\right)=\frac{43}{512}$ if $0 \leq r \leq 7$ and $\frac{42}{512}$ if $8 \leq r \leq 11$.

Let $m_{r}=1$, if none of $y_{1}, y_{2}, \ldots, y_{M}$ are from $[r]$; otherwise, let $m_{r}=0$. Hence, the total number of residue classes from which no index is selected is $Y=\sum_{r=0}^{11} m_{r}$.

Now, in the Third Phase, we propagate the known labels in the forward direction using Equation (3.5) (see Theorem 3.6, the Propagation Theorem). The indices $\{500,501, \ldots, 511\}$ are to the extreme right end of the array $Q$ and hence they also form the set of "last" indices where the propagation eventually stops. Further, each index in the set $\{500,501, \ldots, 511\}$ belongs to exactly one of the sets $[r]$. Hence, the number of unknown words amongst $Q[500], Q[501]$, $\ldots, Q[511]$ is also given by $Y$.

We have,

$$
E\left(m_{r}\right)=\operatorname{Prob}\left(m_{r}=1\right)= \begin{cases}\left(1-\frac{43}{512}\right)^{M} & \text { for } 0 \leq r \leq 7 \\ \left(1-\frac{42}{512}\right)^{M} & \text { for } 8 \leq r \leq 11\end{cases}
$$

Thus, $E(Y)=\sum_{r=0}^{11} E\left(m_{r}\right)=8 \cdot\left(1-\frac{43}{512}\right)^{M}+4 \cdot\left(1-\frac{42}{512}\right)^{M}$.
Substituting $M$ by its theoretical mean estimate 443 as well as by its empirical mean estimate 408 yields $E(Y) \approx 0$.

In fact, for any $M>200$, the expression $\left(1-\frac{43}{512}\right)^{M}+4 \cdot\left(1-\frac{42}{512}\right)^{M}$ for $E(Y)$ becomes vanishingly small. Our experimental data also supports that in every instance, none of the words $Q[500], Q[501], \ldots, Q[511]$ remains unknown.

Note that changing bytes 1 or 3 of $Q[y]$ yields no change in Equation (3.5). Combining this with the Second Phase, we could form a new set of equations and attempt to solve them. However, as Theorem 3.7 establishes,
this is not required; propagation of known $Q[y]$ values in steps of 12 covers all the unknowns.

Next, we use the following result to determine the entire $Q_{N}$ array.
Theorem 3.8. Suppose the complete array $P_{N}$ and the 12 words $Q[500]$, $Q[501], \ldots, Q[511]$ from the array $Q$ are known. Then the entire $Q_{N}$ array can be reconstructed in a time complexity linear in the size of $Q$.

Proof. Following our notation in Section 3.1.1, the equation for the keystream generation of the first 12 steps of block $B_{3}$ is $s_{3, i}=h_{2}(Q[500+i]) \oplus Q_{N}[i]$, $0 \leq i \leq 11$.

Expanding $h_{2}($.$) , we get, for 0 \leq i \leq 11$,

$$
Q_{N}[i]=s_{3, i} \oplus\left(P_{N}\left[(Q[500+i])^{(0)}\right]+P_{N}\left[256+(Q[500+i])^{(2)}\right]\right)
$$

So, we can determine $Q_{N}[0], Q_{N}[1], \ldots, Q_{N}[11]$ from $Q[500], Q[501], \ldots Q[511]$.
Now, applying Theorem 3.6 on these first 12 words of $Q_{N}$, we can determine all the words of $Q_{N}$ in linear time (in size of $Q$ ).

Applying Theorem 3.8 constitute the Fourth Phase of our solution.

```
Fourth Phase:
    for \(i \leftarrow 0\) to 11 do
        \(Q_{N}[i] \leftarrow s_{3, i} \oplus\left(P_{N}\left[(Q[500+i])^{(0)}\right]+P_{N}\left[256+(Q[500+i])^{(2)}\right]\right) ;\)
    \(y \leftarrow i\);
        while \(y \leq 499\) do
        \(Q_{N}[y+12] \leftarrow s_{3, y+12} \oplus\left(P_{N}\left[\left(Q_{N}[y]\right)^{(0)}\right]+P_{N}\left[256+\left(Q_{N}[y]\right)^{(2)}\right]\right) ;\)
        \(y \leftarrow y+12 ;\)
        end
    end
```

Algorithm 8: Phase 4 of ReconstructState

After $Q_{N}$ is derived, we need to verify its correctness. For this, we update $P_{N}$ as it would be updated in block $B_{4}$ and generate 512 keystream words with this $P_{N}$ and the derived $Q_{N}$. If the generated keystream words entirely match with the observed keystream words $\left\{s_{4,0}, s_{4,1}, \ldots, s_{4,511}\right\}$ of block $B_{4}$, then our guess is correct. This verification is the Fifth (and final) Phase of
the algorithm. If we find a mismatch, then we repeat the procedure with the next guess, i.e., with another possible value in $\left[0,2^{32}-1\right]$ of the word $Q\left[y_{1}\right]$.

Once $Q_{N}$ is correctly determined, the words of the $Q$ array for all the succeeding blocks can be deterministically computed from the update rule for $Q$.

The above discussion is formalized in Algorithm 9, called ReconstructState.
Theorem 3.9. The data complexity of Algorithm 9 is $2^{16}$ and its time complexity is $2^{42}$.

Proof. For the First Phase, we do not need any keystream word. For each of the Second, Third, Fourth and Fifth Phases, we need a separate block of 512 keystream words. Thus, the required amount of data is $4 \cdot 512=2^{11}$ no. of 32 $\left(=2^{5}\right)$-bit keystream words.

From Step 0 in the First Phase up to Step 4 of the Second Phase, the total time required is linear in the size of $P$ (or $Q$ ), i.e., of complexity $2^{9}$. Step 4 in the Second Phase of Algorithm 9 can be performed through depth-first search which requires $O\left(\left|V_{1}\right|+\left|V_{2}\right|+|E|\right)$ time complexity. For $\left|V_{1}\right|=256,\left|V_{2}\right|=256$ and $|E|=512$, the value turns out to be $2^{10}$. After this, the guess in Step 5 of Algorithm 9 consumes $2^{32}$ time and for each such guess, the complete Phases 3,4 and 5 together take time that is linear in the size of the array $Q$, i.e., of complexity $2^{9}$. Thus, the total time required is $2^{9}+2^{10}+2^{32} \cdot 2^{9}<2^{42}$.

Note that for System 3.3 of Equations, one must verify the solution by first generating some keystream words and then matching them with the observed keystream, as is done in the Fifth Phase of Algorithm 9. During Step 5 in the Second Phase, one may exploit the cycles of the largest component to verify correctness of the guess. If the guessed value of a variable in a cycle does not match with the value of the variable derived when the cycle is closed, we can discard that guess. However, in the worst case, all the $2^{32}$ guesses have to be tried and if there is no conflict in a cycle, the guess has to be verified by keystream matching. Thus, it is not clear if there is any significant advantage by detecting and exploiting the cycles and so we have not considered this in the description of the algorithm.

Input: $P[0 \ldots 511]$.
Output: $P_{N}[0 \ldots 511], Q_{N}[0 \ldots 511]$.

## First Phase:

for $i \leftarrow 0$ to 511 do
1 Determine $P_{N}[i]$ using Equation (3.1);
end

## Second Phase:

Form a bipartite graph $G=\left(V_{1}, V_{2}, E\right)$ as follows;
$V_{1} \leftarrow\{0, \ldots, 255\} ; V_{2} \leftarrow\{256, \ldots, 511\} ; E \leftarrow \emptyset ;$
for $i \leftarrow 0$ to 511 do
Determine $l_{i}$ and $u_{i}$ using Equation (3.4);
$E \leftarrow E \cup\left\{l_{i}, u_{i}\right\} ;$
end
Find all connected components of $G$;
6 Let $C=\left\{y_{1}, y_{2}, \ldots, y_{M}\right\}$ be the largest component with size $M$;
Guess $Q\left[y_{1}\right]$ and thereby determine $Q\left[y_{2}\right], \ldots, Q\left[y_{M}\right]$ from Equation (3.3);
and for each such guess of $Q\left[y_{1}\right]$, repeat the Third, Fourth and Fifth Phases below;
Third Phase:
for $j \leftarrow 1$ to $M$ do
$y \leftarrow y_{j} ;$
while $y \leq 499$ do
if $Q[y+12]$ is still unknown then
$Q[y+12] \leftarrow s_{1, y+12} \oplus\left(P\left[(Q[y])^{(0)}\right]+P\left[256+(Q[y])^{(2)}\right]\right) ;$
end
$y \leftarrow y+12 ;$
end
end
Fourth Phase:
for $i \leftarrow 0$ to 11 do
$Q_{N}[i] \leftarrow s_{3, i} \oplus\left(P_{N}\left[(Q[500+i])^{(0)}\right]+P_{N}\left[256+(Q[500+i])^{(2)}\right]\right) ;$ $y \leftarrow i$;
while $y \leq 499$ do
$Q_{N}[y+12] \leftarrow s_{3, y+12} \oplus\left(P_{N}\left[\left(Q_{N}[y]\right)^{(0)}\right]+P_{N}\left[256+\left(Q_{N}[y]\right)^{(2)}\right]\right) ;$
$y \leftarrow y+12 ;$
end
end

## Fifth Phase:

20 With the new $Q_{N}$, generate 512 keystream words by updating $P_{N}$;
21 Verify correctness of the guess in Step 5 by matching these keystream words with the observed keystream words of block $B_{4}$;

Algorithm 9: ReconstructState

### 3.2 Design modifications

We have two design goals. Firstly, to guard against the available analysis in literature and secondly, to attain the objective at optimal computing or processing speed. Thus, we attempt to keep the same structure as the original HC-128 with minimal changes.

Apart from the present work, we are aware of only three other similiar works on the analysis of HC-128, one by the designer Wu [128], the next as in [80] and the most recent one from [64]. The first two works exploit the fact that $h_{1}($.$) as well as h_{2}($.$) make use of only 16$ bits from the 32 -bit input. Our current work also uses this fact to form Equation (3.3) that eventually leads to reconstruction of the state. Thus, all of these results indicate that the form of $h_{1}(),. h_{2}($.$) need to be modified so as to incorporate all the 32$ bits of their inputs. In our new versions of these functions (Equation (3.6)), we suggest XOR-ing the entire input with the existing output (sum of two array entries). However, certain precautions are needed so that other security threats do not come into play.

We replace $h_{1}$ and $h_{2}$ as follows.

$$
\left.\begin{array}{l}
h_{N 1}(x)=\left(Q\left[x^{(0)}\right]+Q\left[256+x^{(2)}\right]\right) \oplus x .  \tag{3.6}\\
h_{N 2}(x)=\left(P\left[x^{(0)}\right]+P\left[256+x^{(2)}\right]\right) \oplus x
\end{array}\right\}
$$

We need to modify the update functions $g_{1}$ and $g_{2}$ with the twin motivation of preserving the internal state as well as making sure that the randomness of the keystream is ensured. We propose the following.

$$
\left.\begin{array}{l}
g_{N 1}(x, y, z)=((x \ggg 10) \oplus(z \ggg 23))+Q[(y \gg 7) \wedge 1 F F] . \\
g_{N 2}(x, y, z)=((x \lll 10) \oplus(z \lll 23))+P[(y \gg 7) \wedge 1 F F] . \tag{3.7}
\end{array}\right\}
$$

We keep $f_{1}$ and $f_{2}$ the same as in original HC-128.
We include a randomly chosen word from the $Q$ array in the update of $P$ array elements and a randomly chosen word from the $P$ array while updating
the $Q$ array elements.
This would ensure that each new block of $P$ (or $Q$ ) array is dependent on the previous block of $Q$ (or $P$ ) array. Thus, our analysis of Section 3.1 would not apply and the internal state would be preserved even if half the internal state elements are known. The fault analysis in [64] explains that the location of fault is uniquely determined by observing subsequent changes in the keystream. This occurs because during the update of terms of one array no term of the other array is used. Further during the update function, the terms used follow a serial sequence. That is if a fault occurs at $Q[f]$ in the block in which $P$ is updated, then $Q[f]$ is not referenced until step $f-1$ of the next block (in which $Q$ would be updated). This assumption does not hold for our design due to the nesting of $P$ and $Q$ in the updates of one another (Equation (3.7)) and hence our design resists the fault analysis. Lemma 1 and 2 of [64] do not hold as the fault propagation will not be straight forward.

Likewise, in the equation of the distinguisher proposed by the designer [128, Section 4], the term $P[i \boxminus 10]$ will get replaced by some random term of $Q$ array. With this replacement, it is not obvious how a similar distinguishing attack can be mounted.

The security of any stream cipher is always a conjecture. We have tried to circumvent the known issues of HC-128. The way we have modified the design, it appears that no new security holes are introduced. However, the new design is open to the community for further analysis.

### 3.3 Performance Evaluation

We evaluated the performance of our new design using the eSTREAM testing framework [24]. The C-implementation of the testing framework was installed in a machine with $\operatorname{Intel}(\mathrm{R})$ Pentium(R) D CPU, 2.8 GHz Processor Clock, 2048 KB Cache Size, 1 GB DDR RAM on Ubuntu 7.04 (Linux 2.6.20-17generic) OS. A benchmark implementation of HC-128 and HC-256 [127] is available within the test suite. We implemented our modified version of HC128, maintaining the API compliance of the suite. Test vectors were generated in the NESSIE [93] format. The results presented below correspond to tests
with null IV using the gcc-3.4_prescott_O3-ofp compiler.

|  | HC-128 | Our Proposal | HC-256 |
| :--- | ---: | ---: | ---: |
| Stream Encryption <br> (cycles/byte) | 4.13 | 4.29 | 4.88 |

Table 3.2: Speed comparisons of our proposals with HC-128 and HC-256.

The encryption speed of our proposed design is of the same order as that of original HC-128. We also observe that the extra array element access in the new update rules (Equation (3.7)) as compared to the original update rules does not affect the performance much. HC-128 was designed as a lightweight version of HC-256. The idea of cross-referencing each other in the update rules of $P$ and $Q$ has also been used in the design of HC-256 and that is why the half state exposure does not reveal the full state in case of HC-256. However, our modification to HC-128 removes the known weaknesses of HC-128 but keeps the speed faster than HC-256, with only little reduction in speed compared to HC-128.

### 3.4 Conclusion

The stream cipher HC-128 uses two internal arrays, each containing 512 32-bit words. In this chapter, we show that if one knows only one array completely and has access to 2048 consecutive keystream words then the other array can be completely reconstructed in $2^{42}$ time complexity. While this does not affect the actual security of the cipher, this is an observation related to the the internal structure. To resist this, we proposed a design modification of HC128. We also evaluated the performance of our proposal in the eSTREAM testing framework and the performance was close to that of original HC-128 and HC-256.

## Study of HC-128 Keystream

"The world is full of obvious things which nobody by any chance ever observes." - Arthur Conan Doyle

### 4.1 Introduction

In this chapter we study HC-128 in detail from cryptanalytic point of view. First, we use linear approximation of the addition modulo $2^{n}$ of three $n$-bit integers to identify linear approximations of $g_{1}, g_{2}$, the feedback functions of HC-128. This, in turn, shows that the process of keystream output generation of HC-128 can be well approximated by linear functions. In this direction, we show that the "least significant bit" based distinguisher (presented by the designer of the cipher) of HC-128 works for the complete 32-bit word. Using the above linear approximations of $g_{1}, g_{2}$, we present a new distinguisher for HC-128 which is slightly weaker than Wu's distinguisher. Finally, from Dunkelman's observation, we also study how HC-128 keystream words leak secret state information of the cipher due to the properties of the functions $h_{1}, h_{2}$ and present improved results.

In this work, we identify a few other issues pertaining to HC-128. Though our results do not constitute an attack on HC-128, we believe these will aid further exposure towards analysis of the cipher.

Each keystream word of HC-128 is 32 bit long (the 0th bit is the least
significant bit and the 31st bit is the most significant bit). In [128], bitwise XOR of least significant bits of 10 (possibly) different keystream words (rotated by certain amounts) are considered to propose a distinguisher (that requires $2^{156}$ keystream words with a success probability of 0.9722 ) and it has been commented: "But due to the effect of the two ' + ' operations in the feedback function, the attack exploiting those 31 bits is not as effective as that exploiting the least significant bit". In Section 4.2, we discuss the linear approximation of the feedback functions $g_{1}, g_{2}$. These results are used in Section 4.3 to characterize the distinguisher for all other bits. In Section 4.3.2, we show that for each of the bits 2 to 31 , one can have distinguishers of almost the same strength as the distinguisher proposed for the least significant bit in [128]. All these distinguishers can be taken together to mount a word level distinguisher for HC-128.

We present a novel distinguisher in Section 4.4. The distinguisher in [128] uses the update formula for $P$ ( or $Q$ ) array during the keystream generation. However, in our analysis, we identify a different relation among the words of only either $P$ (or only $Q$ ) array, (at a single time) that leads to this new distinguisher. In [128], elements at five distinct indices from two consecutive blocks of only $P$ (or only $Q$ ) array have been related to mount the distinguisher. In our distinguisher, elements at five distinct indices from three consecutive blocks of either only $P$ (or only $Q$ ) array have been related. Though our distinguisher is marginally weaker than that of [128], ours is the only known distinguisher other than the one identified by the designer himself [128].

In Section 4.5, we study how the keystream output words leak secret state information in HC-128. In [36], it has been observed that XOR of two consecutive keystream words of 32 -bit each is equal to the XOR of two consecutive words of the secret array with probability $\approx 2^{-16}$. We study this analysis in more detail and infer a lucid association which gives twice the above probability.

### 4.2 Linear approximation of the functions $g_{1}$ and $g_{2}$

HC-128 uses two functions $g_{1}, g_{2}$ of similar kind. The two ' + ' operations in $g_{1}$ or $g_{2}$ are believed to be a source of high nonlinearity, but we find good linear approximation in this case by using the result of linear approximation of the addition of three integers.

Let us first present a brief outline to the linear approximation of addition of $n$-bit integers modulo $2^{n}$. Consider three integers $X=\left(X_{n-1}, \ldots, X_{0}\right), Y=$ $\left(Y_{n-1}, \ldots, Y_{0}\right), Z=\left(Z_{n-1}, \ldots, Z_{0}\right)$ of $n$-bits each. Let the addition modulo $2^{n}$ be $S=(X+Y) \bmod 2^{n}$, and the $\mathrm{GF}(2)$ addition corresponding to each bit be $T=X \oplus Y$, . Similarly consider $S^{\prime}=(X+Y+Z) \bmod 2^{n}$, and $T^{\prime}=X \oplus Y \oplus Z$.

For $n=8$, the probabilities of $S_{i}=T_{i}$ and $S_{i}^{\prime}=T_{i}^{\prime}$ are presented in the following table. We observe that while $\operatorname{Prob}\left(S_{i}=T_{i}\right)$ tends to $\frac{1}{2}$ as $i$ increases,

| $i$ | $\operatorname{Prob}\left(S_{i}=T_{i}\right)$ (For two integers) | $\operatorname{Prob}\left(S_{i}^{\prime}=T_{i}^{\prime}\right)$ (For three integers) |
| :---: | :---: | :---: |
| 0 | 1.00000000 | 1.00000000 |
| 1 | 0.75000000 | 0.50000000 |
| 2 | 0.62500000 | 0.37500000 |
| 3 | 0.56250000 | 0.34375000 |
| 4 | 0.53125000 | 0.33593750 |
| 5 | 0.51562500 | 0.33398438 |
| 6 | 0.50781250 | 0.33349609 |
| 7 | 0.50390625 | 0.33337402 |

Table 4.1: Linear Approximaton of Addition for first 8 bits.
$\operatorname{Prob}\left(S_{i}^{\prime}=T_{i}^{\prime}\right)$ tends to $\frac{1}{3}$. This shows that $\operatorname{Prob}\left(S_{i}^{\prime}=1 \oplus X_{i} \oplus Y_{i} \oplus Z_{i}\right)$ is approximately $\frac{2}{3}$ for $i \geq 2$ and thus the $i$-th bit $(i \geq 2)$ of addition modulo $2^{n}$ of three integers is highly correlated to the complement of the bitwise XOR of the integers

Linear approximations of modulo- $2^{n}$ addition of $k$ many $n$-bit integers have been studied in [118]. For $k=2$, the probability of the equality of XOR and
modulo- $2^{n}$ sum in the $b$-th least significant bit tends to $\frac{1}{2}$ as $b$ increases. Below, we briefly discuss the case for $k=3$, i.e., the XOR-approximation of modulo addition of three integers, that would be subsequently used in approximating $g_{1}, g_{2}$. We do not claim that the probability calculation in Proposition 4.1 below as our contribution, but we present an outline for better understanding.

As we would be using the keystream word number as subscript, we denote the $b$-th least significant bit of an $n$-bit word $w$ by $[w]^{b}, 0 \leq b \leq n$ - 1 , i.e., $w=\left([w]^{n-1},[w]^{n-2}, \ldots,[w]^{1},[w]^{0}\right)$. This notation is also extended to $[w]^{b}$, where $b>n-1$. In that case, $[w]^{b}$ will mean $[w]^{b \bmod n}$.

Let $X, Y, Z$ be three $n$-bit integers; $S=(X+Y+Z) \bmod 2^{n}, T=X \oplus Y \oplus Z$, the bitwise XOR. Let $[C]^{b}$ denote the carry bit produced in the $b$-th step of the addition of $X, Y$ and $Z$. Since three bits are involved, $[C]^{b}$ can take the values 0,1 and 2. For the LSB addition, we assume $[C]^{-1}=0$. Denote $\rho_{b, v}=\operatorname{Prob}\left([C]^{b}=v\right), b \geq-1, v \in\{0,1,2\}$. We know that $\operatorname{Prob}\left([S]^{b}=\right.$ $\left.[T]^{b}\right)=\operatorname{Prob}\left([C]^{b-1}=0\right.$ or 2$)=\rho_{b-1,0}+\rho_{b-1,2}=1-\rho_{b-1,1}$.

The following recurrences are easy to show.

1. $\rho_{b+1,0}=\frac{1}{2} \rho_{b, 0}+\frac{1}{8} \rho_{b, 1}$.
2. $\rho_{b+1,1}=\frac{1}{2} \rho_{b, 0}+\frac{3}{4} \rho_{b, 1}+\frac{1}{2} \rho_{b, 2}$.
3. $\rho_{b+1,2}=\frac{1}{8} \rho_{b, 1}+\frac{1}{2} \rho_{b, 2}$.

The solution gives $\rho_{b, 1}=\frac{2}{3}\left(1-\frac{1}{4^{b+1}}\right)$ and so we have the following result.
Proposition 4.1. For $0 \leq b \leq n-1, \operatorname{Prob}\left([S]^{b}=[T]^{b}\right)=\frac{1}{3}\left(1+\frac{1}{2^{2 b-1}}\right)$.
The following corollary gives an immediate approximation to Proposition 4.1.

Corollary 4.2. For $0 \leq b \leq n-1, \operatorname{Prob}\left([S]^{b}=[T]^{b}\right)=p_{b}$, where

$$
p_{b}= \begin{cases}1 & \text { if } b=0 \\ \frac{1}{2} & \text { if } b=1 \\ \frac{1}{3} \text { (approximately) } & \text { if } 2 \leq b \leq n-1\end{cases}
$$

During the keystream generation part of HC-128, the array $P$ is updated as

$$
P[i \bmod 512]=P[i \bmod 512]+g_{1}(P[i \boxminus 3], P[i \boxminus 10], P[i \boxminus 511]),
$$

where

$$
g_{1}(x, y, z)=((x \ggg 10) \oplus(z \ggg 23))+(y \ggg 8) .
$$

Thus, the update rule can be restated as

$$
\begin{align*}
P_{u p}[i \bmod 512] & =P[i \bmod 512]+((P[i \boxminus 3] \ggg 10) \\
& \oplus(P[i \boxminus 511] \ggg 23))+(P[i \boxminus 10] \ggg 8) . \tag{4.1}
\end{align*}
$$

In consistence with the notations in [128, Section 4], we may write the keystream generation step as follows. For $0 \leq i \bmod 1024<512$,

$$
s_{i}= \begin{cases}h_{1}(P[i \boxminus 12]) \oplus P_{u p}[i \bmod 512], & \text { for } 0 \leq i \bmod 512 \leq 11  \tag{4.2}\\ h_{1}\left(P_{u p}[i \boxminus 12]\right) \oplus P_{u p}[i \bmod 512], & \text { for } 12 \leq i \bmod 512 \leq 511\end{cases}
$$

Let $P_{u p}^{\prime}$ denote the updated array $P$, when we replace the two ' + ' operators by ' $\oplus$ ' in the right hand side of Equation (4.1).

Then for $0 \leq b \leq n-1$, the $b$-th bit of the updated words of the array $P$ would be given by

$$
\begin{aligned}
{\left[P_{u p}^{\prime}[i \bmod 512]\right]^{b} } & =[P[i \bmod 512]]^{b} \oplus[P[i \boxminus 3]]^{10+b} \\
& \oplus[P[i \boxminus 511]]^{23+b} \oplus[P[i \boxminus 10]]^{8+b}
\end{aligned}
$$

We define

$$
s_{i}^{\prime}= \begin{cases}h_{1}(P[i \boxminus 12]) \oplus P_{u p}^{\prime}[i \bmod 512], & \text { for } 0 \leq i \bmod 512 \leq 11 ; \\ h_{1}\left(P_{u p}[i \boxminus 12]\right) \oplus P_{u p}^{\prime}[i \bmod 512], & \text { for } 12 \leq i \bmod 512 \leq 511 .\end{cases}
$$

Each $s_{i}^{\prime}$ can be considered as the "distorted" value of $s_{i}$ due the XORapproximation of the sum of three integers in Equation (4.1). From Corollary 4.2 of Proposition 4.1 and the definition of $s_{i}^{\prime}$, the following result is immediate.

Lemma 4.3. For $0 \leq i \bmod 1024<512$ and $0 \leq b \leq n-1$,
$\operatorname{Prob}\left(\left[s_{i}^{\prime}\right]^{b}=\left[s_{i}\right]^{b}\right)=\operatorname{Prob}\left(\left[P_{u p}^{\prime}[i \bmod 512]\right]^{b}=\left[P_{u p}[i \bmod 512]\right]^{b}\right)=p_{b}$.
We may construct 32 -bit integers $\zeta_{i}$ 's as estimates of the keystream words $s_{i}$ 's as follows.

$$
\left[\zeta_{i}\right]^{b}= \begin{cases}{\left[s_{i}^{\prime}\right]^{b}} & \text { if } b=0,1 \\ 1 \oplus\left[s_{i}^{\prime}\right]^{b} & \text { if } 2 \leq b<32\end{cases}
$$

Thus, we have the following result.
Theorem 4.4. The expected number of bits where the two 32-bit integers $s_{i}$ and $\zeta_{i}$ match is approximately 21.5.

Proof. Let $m_{b}=1$, if $\left[s_{i}\right]^{b}=\left[\zeta_{i}\right]^{b}$; otherwise, let $m_{b}=0,0 \leq b \leq 31$. Hence, the total number of matches is given by $M=\sum_{b=0}^{31} m_{b}$. By linearity of expectation, $E(M)=\sum_{b=0}^{31} E\left(m_{b}\right)=\sum_{b=0}^{31} \operatorname{Prob}\left(m_{b}=1\right)$.

From Lemma 4.3 and the construction of $\zeta_{i}$, we have

$$
\operatorname{Prob}\left(m_{b}=1\right)= \begin{cases}p_{b} & \text { if } b=0,1 \\ 1-p_{b} & \text { if } 2 \leq b<32\end{cases}
$$

This gives $E(M) \approx 1+\frac{1}{2}+30 \cdot\left(1-\frac{1}{3}\right)=21.5$.
Theorem 4.4 shows the association of the HC-128 keystream word $s_{i}$ with its linear approximation $\zeta_{i}$.

| Old $P$ array: | $P[0]$ | $P[1]$ | $\ldots$ | $P[511]$ |
| :--- | :---: | :---: | :--- | :---: |
| Keystream: | $s_{0}$ | $s_{1}$ | $\ldots$ | $s_{511}$ |
| Intermediate $Q$ array: | $Q[0]$ | $Q[1]$ | $\ldots$ | $Q[511]$ |
| Keystream: | $s_{512}$ | $s_{513}$ | $\ldots$ | $s_{1023}$ |
| New $P$ array: | $P[0]$ | $P[1]$ | $\ldots$ | $P[511]$ |
| Keystream: | $s_{1024}$ | $s_{1025}$ | $\ldots$ | $s_{1535}$ |
| New $Q$ array: | $Q[0]$ | $Q[1]$ | $\ldots$ | $Q[511]$ |
| Keystream: | $s_{1536}$ | $s_{1537}$ | $\ldots$ | $s_{2047}$ |

Table 4.2: Evolution of the Arrays $P$ and $Q$ and Correspondence with the Keystream Words.

### 4.3 A class of distinguishers by extending the LSB-based distinguisher

In this section, we use the linear approximation of the feedback functions $g_{1}, g_{2}$ described in the previous section to construct 30 more bit level distinguishers.

### 4.3.1 Brief outline of the LSB distinguisher of HC-128

Before presenting the ideas in this section, let us revisit the keystream word generation of HC-128. The keystream words are generated using both the arrays $P$ and $Q$, each consisting of 512 many words. However, the updates of $P$ and $Q$ arrays are independent. For 512 iterations, the array $P$ is updated with the older values from $P$ itself and for the next 512 iterations the array $Q$ is updated with the older values of $Q$. This method continues alternatively. Table 4.2 shows how the keystream words $s_{i}$ 's are related to the array elements $P[i]$ 's and $Q[i]$ 's.

In general, for $0 \leq(i \bmod 1024)<512$, the keystream output word of HC128 is generated as $s_{i}=h_{1}(P[i \boxminus 12]) \oplus P[i \bmod 512]$, following an update of $P[i \bmod 512]$ by adding to it $g_{1}(P[i \boxminus 3], P[i \boxminus 10], P[i \boxminus 511])$, as formulated
in Equations (4.1) and (4.2) of Section 4.2. Let $P[i \boxminus 12]$ at the $i$-th step be denoted by $z_{i}$. From Equation (4.2), it is clear that any occurrence of $P[i \bmod 512]$ can be replaced by $s_{i} \oplus h_{1}\left(z_{i}\right)$. Performing this replacement in Equation (4.1), we get, for $10 \leq i \bmod 512<511$,

$$
\begin{align*}
s_{i} \oplus h_{1}\left(z_{i}\right) & =\left(s_{i-1024} \oplus h_{1}^{\prime}\left(z_{i-1024}\right)\right) \\
& +g_{1}\left(s_{i-3} \oplus h_{1}\left(z_{i-3}\right), s_{i-10} \oplus h_{1}\left(z_{i-10}\right), s_{i-1023} \oplus h_{1}^{\prime}\left(z_{i-1023}\right)\right) . \tag{4.3}
\end{align*}
$$

Here $h_{1}($.$) and h_{1}^{\prime}($.$) indicate two different functions since they are related$ to two $P$ arrays at two different 1024 size blocks that act as two different S-boxes.

Inside $g_{1}$, we have three rotations, one XOR and one addition and outside $g_{1}$ we have one more addition. Since the LSB of the XOR of any number of words equals the LSB of the sum of those words, we can write Equation (4.3) as

$$
\begin{gathered}
{\left[s_{i}\right]^{0} \oplus\left[s_{i-1024}\right]^{0} \oplus\left[s_{i-3}\right]^{10} \oplus\left[s_{i-10}\right]^{8} \oplus\left[s_{i-1023}\right]^{23}} \\
=\left[h_{1}\left(z_{i}\right)\right]^{0} \oplus\left[h_{1}^{\prime}\left(z_{i-1024}\right)\right]^{0} \oplus\left[h_{1}\left(z_{i-3}\right)\right]^{10} \oplus\left[h_{1}\left(z_{i-10}\right)\right]^{8} \oplus\left[h_{1}^{\prime}\left(z_{i-1023}\right)\right]^{23} .
\end{gathered}
$$

Thus, for $1024 \tau+10 \leq j<i<1024 \tau+511$, $\left[s_{i}\right]^{0} \oplus\left[s_{i-1024}\right]^{0} \oplus\left[s_{i-3}\right]^{10} \oplus\left[s_{i-10}\right]^{8} \oplus\left[s_{i-1023}\right]^{23}$
$=\left[s_{j}\right]^{0} \oplus\left[s_{j-1024}\right]^{0} \oplus\left[s_{j-3}\right]^{10} \oplus\left[s_{j-10}\right]^{8} \oplus\left[s_{j-1023}\right]^{23}$, if and only if $H\left(\xi_{i}\right)=$ $H\left(\xi_{j}\right)$, where,

$$
H\left(\xi_{i}\right)=\left[h_{1}\left(z_{i}\right)\right]^{0} \oplus\left[h_{1}^{\prime}\left(z_{i-1024}\right)\right]^{0} \oplus\left[h_{1}\left(z_{i-3}\right)\right]^{10} \oplus\left[h_{1}\left(z_{i-10}\right)\right]^{8} \oplus\left[h_{1}^{\prime}\left(z_{i-1023}\right)\right]^{23}
$$

Here $\xi_{i}=\left(z_{i}, z_{i-1024}, z_{i-3}, z_{i-10}, z_{i-1023}\right)$ is an 80 -bit input and $H($.$) can be$ assumed to be a random 80 -bit-to-1-bit S-box.

The following result (with proof for better clarity) gives the collision probability for a general random $m$-bit-to- $n$-bit $S$-box.

Proposition 4.5. [128, Theorem 1] Let $H$ be an m-bit-to-n-bit S-box and all those $n$-bit elements are randomly generated, where $m \geq n$. Let $x_{1}$ and $x_{2}$ be two m-bit random inputs to $H$. Then $H\left(x_{1}\right)=H\left(x_{2}\right)$ with probability
$2^{-m}+2^{-n}-2^{-m-n}$.
Proof. If $x_{1}=x_{2}$ (this happens with probability $2^{-m}$ ), then $H\left(x_{1}\right)=H\left(x_{2}\right)$ happens with probability 1. If $x_{1} \neq x_{2}$ (this happens with probability $\left.1-2^{-m}\right)$, then $H\left(x_{1}\right)=H\left(x_{2}\right)$ happens with probability $2^{-n}$. Thus, $\operatorname{Prob}\left(H\left(x_{1}\right)=H\left(x_{2}\right)\right)=2^{-m} \cdot 1+\left(1-2^{-m}\right) \cdot 2^{-n}$.

Coming back to HC-128, $m=80$ and $n=1$ for the S-box whose outputs are $H\left(\xi_{i}\right)$ and $H\left(\xi_{j}\right)$, we have, according to Proposition 4.5,

$$
\operatorname{Prob}\left(H\left(\xi_{i}\right)=H\left(\xi_{j}\right)\right)=\frac{1}{2}+2^{-81}
$$

Hence, for $1024 \tau+10 \leq j<i<1024 \tau+511$, $\operatorname{Prob}\left(\left[s_{i}\right]^{0} \oplus\left[s_{i-1024}\right]^{0} \oplus\left[s_{i-3}\right]^{10} \oplus\left[s_{i-10}\right]^{8} \oplus\left[s_{i-1023}\right]^{23}\right.$

$$
\left.=\left[s_{j}\right]^{0} \oplus\left[s_{j-1024}\right]^{0} \oplus\left[s_{j-3}\right]^{10} \oplus\left[s_{j-10}\right]^{8} \oplus\left[s_{j-1023}\right]^{23}\right)=\frac{1}{2}+2^{-81}
$$

Thus, a distinguisher can be mounted based on the equality of the least significant bits of the keystream word combinations $s_{i} \oplus s_{i-1024} \oplus\left(s_{i-3} \ggg\right.$ $10) \oplus\left(s_{i-10} \ggg 8\right) \oplus\left(s_{i-1023} \ggg 23\right)$ and $s_{j} \oplus s_{j-1024} \oplus\left(s_{j-3} \ggg 10\right) \oplus\left(s_{j-10} \ggg\right.$ 8) $\oplus\left(s_{j-1023} \ggg 23\right)$. According to [128, Section 4], this distinguisher requires approximately $2^{164}$ many equations of the above form or a total of $2^{156}$ many keystream words for a success probability 0.9772 . It has been mentioned in [128] that the distinguishing attack exploiting the other 31 bits will not be effective due to the use of modulo addition. In contrary to the belief of the designer of HC-128, we show in the next section that the distinguisher works for all the bits (except one) in the keystream words.

### 4.3.2 Our extension to other bits

Our analysis shows that there exist biases in the equality of 31 out of the 32 bits (except the second least significant bit) of the word combinations $s_{i} \oplus s_{i-1024} \oplus$ $\left(s_{i-3} \ggg 10\right) \oplus\left(s_{i-10} \ggg 8\right) \oplus\left(s_{i-1023} \ggg 23\right)$ and $s_{j} \oplus s_{j-1024} \oplus\left(s_{j-3} \ggg\right.$ 10) $\oplus\left(s_{j-10} \ggg 8\right) \oplus\left(s_{j-1023} \ggg 23\right)$, which leads to a distinguisher for each of those 31 bits separately.

Our analysis generalizes the idea of [128, Section 4] by applying Corollary 4.2. We refer to the visualization of the array $P$ as explained in Table 4.2
of Section 4.3.1 and focus on Equation( 4.3):

$$
\begin{aligned}
s_{i} \oplus h_{1}\left(z_{i}\right) & =\left(s_{i-1024} \oplus h_{1}^{\prime}\left(z_{i-1024}\right)\right) \\
& +g_{1}\left(s_{i-3} \oplus h_{1}\left(z_{i-3}\right), s_{i-10} \oplus h_{1}\left(z_{i-10}\right), s_{i-1023} \oplus h_{1}^{\prime}\left(z_{i-1023}\right)\right) .
\end{aligned}
$$

We replace the two ' + ' operations (one inside and one outside) $g_{1}$ by ' $\oplus$ '. Then as per the discussion following Corollary 4.2, we can write, for $10 \leq$ $i \bmod 1024<511$,
$\left[s_{i}\right]^{b} \oplus\left[s_{i-1024}\right]^{b} \oplus\left[s_{i-3}\right]^{10+b} \oplus\left[s_{i-10}\right]^{8+b} \oplus\left[s_{i-1023}\right]^{23+b}$
$=\left[h_{1}\left(z_{i}\right)\right]^{b} \oplus\left[h_{1}^{\prime}\left(z_{i-1024}\right)\right]^{b} \oplus\left[h_{1}\left(z_{i-3}\right)^{10+b}\right] \oplus\left[h_{1}\left(z_{i-10}\right)\right]^{8+b} \oplus\left[h_{1}^{\prime}\left(z_{i-1023}\right)\right]^{23+b}$ holds with probability $p_{0}=1$ for $b=0$, with probability $p_{1}=\frac{1}{2}$ for $b=1$ and with probability $p_{b} \approx \frac{1}{3}$ for $2 \leq b \leq 31$.

In short, we can write, for $0 \leq b \leq 31$,

$$
\operatorname{Prob}\left(\left[\psi_{i}\right]^{b}=H_{b}\left(\xi_{i}\right)\right)=p_{b},
$$

where the 32 -bit integer $\psi_{i}$ is constructed as:

$$
\left[\psi_{i}\right]^{b}=\left[s_{i}\right]^{b} \oplus\left[s_{i-1024}\right]^{b} \oplus\left[s_{i-3}\right]^{10+b} \oplus\left[s_{i-10}\right]^{8+b} \oplus\left[s_{i-1023}\right]^{23+b}
$$

and

$$
\begin{aligned}
H_{b}\left(\xi_{i}\right) & =\left[h_{1}\left(z_{i}\right)\right]^{b} \oplus\left[h_{1}^{\prime}\left(z_{i-1024}\right)\right]^{b} \oplus\left[h_{1}\left(z_{i-3}\right)\right]^{10+b} \\
& \oplus\left[h_{1}\left(z_{i-10}\right)\right]^{8+b} \oplus\left[h_{1}^{\prime}\left(z_{i-1023}\right)\right]^{23+b}
\end{aligned}
$$

Here $\xi_{i}=\left(z_{i}, z_{i-1024}, z_{i-3}, z_{i-10}, z_{i-1023}\right)$ is an 80 -bit input and each $H_{b}($.$) ,$ $0 \leq b \leq 31$, is a random 80-bit-to-1-bit S-box. Obviously, for $0 \leq b \leq 31$, $\operatorname{Prob}\left(\left[\psi_{i}\right]^{b}=H_{b}\left(\xi_{i}\right) \oplus 1\right)=1-p_{b}$.

Thus, we can state the following technical result.
Lemma 4.6. For $1024 \tau+10 \leq j<i<1024 \tau+511$ and $0 \leq b \leq 31$,

$$
\operatorname{Prob}\left(\left[\psi_{i}\right]^{b} \oplus\left[\psi_{j}\right]^{b}=H_{b}\left(\xi_{i}\right) \oplus H_{b}\left(\xi_{j}\right)\right)=q_{b}
$$

where

$$
q_{b}= \begin{cases}1 & \text { if } b=0 \\ \frac{1}{2} & \text { if } b=1 \\ \frac{5}{9} \text { (approximately) } & \text { if } 2 \leq b \leq 31\end{cases}
$$

$\operatorname{Proof.} \operatorname{Prob}\left(\left[\psi_{i}\right]^{b} \oplus\left[\psi_{j}\right]^{b}=H_{b}\left(\xi_{i}\right) \oplus H_{b}\left(\xi_{j}\right)\right)$
$=\operatorname{Prob}\left(\left[\psi_{i}\right]^{b}=H_{b}\left(\xi_{i}\right)\right) \cdot \operatorname{Prob}\left(\left[\psi_{j}\right]^{b}=H_{b}\left(\xi_{j}\right)\right)$
$+\operatorname{Prob}\left(\left[\psi_{i}\right]^{b}=H_{b}\left(\xi_{i}\right) \oplus 1\right) \cdot \operatorname{Prob}\left(\left[\psi_{j}\right]^{b}=H_{b}\left(\xi_{j}\right) \oplus 1\right)$
$=p_{b} \cdot p_{b}+\left(1-p_{b}\right) \cdot\left(1-p_{b}\right)$.
Substituting the values of $p_{b}$ from Corollary 4.2, we get the result.
Obviously, for $0 \leq b \leq 31, \operatorname{Prob}\left(\left[\psi_{i}\right]^{b} \oplus\left[\psi_{j}\right]^{b}=H_{b}\left(\xi_{i}\right) \oplus H_{b}\left(\xi_{j}\right) \oplus 1\right)=$ $1-q_{b}$.

For a given $b$, all the $H_{b}\left(\xi_{i}\right)$ 's are the outputs of the same random secret 80 -bit-to-1-bit $S$-box $H_{b}($.$) . So setting m=80$ and $n=1$ in Proposition 4.5, we get the following corollary.

Corollary 4.7. For $1024 \tau+10 \leq j<i<1024 \tau+511$ and $0 \leq b \leq 31$,

$$
\operatorname{Prob}\left(H_{b}\left(\xi_{i}\right)=H_{b}\left(\xi_{j}\right)\right)=\frac{1}{2}+2^{-81}
$$

Obviously, $\operatorname{Prob}\left(H_{b}\left(\xi_{i}\right)=H_{b}\left(\xi_{j}\right) \oplus 1\right)=\frac{1}{2}-2^{-81}$.
Combining the above results, we get the following theorem.
Theorem 4.8. For $1024 \tau+10 \leq j<i<1024 \tau+511$, $\operatorname{Prob}\left(\left[\psi_{i}\right]^{b}=\left[\psi_{j}\right]^{b}\right)=$ $r_{b}$, where

$$
r_{b}= \begin{cases}\frac{1}{2}+2^{-81} & \text { if } b=0 \\ \frac{1}{2} & \text { if } b=1 ; \\ \frac{1}{2}+\frac{2^{-81}}{9} \text { (approximately) } & \text { if } 2 \leq b \leq 31\end{cases}
$$

Proof. Prob $\left(\left[\psi_{i}\right]^{b}=\left[\psi_{j}\right]^{b}\right)$
$=\operatorname{Prob}\left(\left[\psi_{i}\right]^{b} \oplus\left[\psi_{j}\right]^{b}=H_{b}\left(\xi_{i}\right) \oplus H_{b}\left(\xi_{j}\right)\right) \cdot \operatorname{Prob}\left(H_{b}\left(\xi_{i}\right)=H_{b}\left(\xi_{j}\right)\right)$
$+\operatorname{Prob}\left(\left[\psi_{i}\right]^{b} \oplus\left[\psi_{j}\right]^{b}=H_{b}\left(\xi_{i}\right) \oplus H_{b}\left(\xi_{j}\right) \oplus 1\right) \cdot \operatorname{Prob}\left(H_{b}\left(\xi_{i}\right)=H_{b}\left(\xi_{j}\right) \oplus 1\right)$.
Substituting values from Lemma 4.6 and Corollary 4.7, we get the result.

One may consider the probability in the form of $p+\epsilon$, where $p=\frac{1}{2}$ is the expected probability and $\epsilon$ is the bias. Then it is possible to directly use the Piling-up lemma as described in [121, page 80]. Note that for the special case of $b=0$, we have a distinguisher based on the non-uniform probability $\frac{1}{2}+2^{-81}$ in the equality of the LSB's of $\psi_{i}$ and $\psi_{j}$. This corresponds to a bias of $2^{-81}$ and is exactly the distinguisher described in [128, Section 4]. Our results show that we can also mount a distinguisher of around the same order for each of the 30 bits corresponding to $b=2,3, \ldots, 31$ based on the non-uniform probability $\frac{1}{2}+\frac{2^{-81}}{9}$ with a bias of $\frac{2^{-81}}{9}$.

Two random 32-bit integers are expected to match in 16 bit positions. Below we show that if one performs a bitwise comparison of the 32 -bit elements $\psi_{i}=\left(\left[\psi_{i}\right]^{31},\left[\psi_{i}\right]^{30}, \ldots,\left[\psi_{i}\right]^{0}\right)$ and $\psi_{j}=\left(\left[\psi_{j}\right]^{31},\left[\psi_{j}\right]^{30}, \ldots,\left[\psi_{j}\right]^{0}\right)$ in HC-128, where $1024 \tau+10 \leq j<i<1024 \tau+511$, then the expected number of matches between the corresponding bits is more than 16 , and to be precise, is approximately $16+\frac{13}{12} \cdot 2^{-79}$.

Theorem 4.9. For $1024 \tau+10 \leq j<i<1024 \tau+511$, the expected number of bits where the two 32-bit integers $\psi_{i}$ and $\psi_{j}$ match is approximately $16+\frac{13}{12} \cdot 2^{-79}$.

Proof. Let $m_{b}=1$, if $\left[\psi_{i}\right]^{b}=\left[\psi_{j}\right]^{b}$; otherwise, let $m_{b}=0,0 \leq b \leq 31$. Hence, the total number of matches is given by $M=\sum_{b=0}^{31} m_{b}$. From Theorem 4.8, we have $\operatorname{Prob}\left(m_{b}=1\right)=r_{b}$. Hence, $E\left(m_{b}\right)=r_{b}$ and by linearity of expectation, $E(M)=\sum_{b=0}^{31} E\left(m_{b}\right)=\sum_{b=0}^{31} r_{b}$. Substituting the values of $r_{b}$ 's from Theorem 4.8, we get $E(M) \approx 16+\frac{13}{3} \cdot 2^{-81}$.

Thus our contributions in this section constitute of

- identifying 30 many slightly weaker distinguishers other than the one described in [128] at bit level (Theorem 4.8);
- further, all these distinguishers can be taken together to mount a word level distinguisher for HC-128 (Theorem 4.9) of the same order of complexity as the bit level distinguishers.

These distinguishers have not been identified in [128].

### 4.4 A new distinguisher

In this section, we present a new distinguisher. Once again, we refer to the visualization of the array $P$ as explained in Table 4.2. For the analysis in this section, we introduce few notations. The keystream generation occurs in blocks of 512 words. If $B_{1}, B_{2}, B_{3}, B_{4}, \ldots$ denote successive blocks, the array $P$ is updated in blocks $B_{1}, B_{3}, B_{5}, \ldots$ and the array $Q$ is updated in blocks $B_{2}, B_{4}, B_{6}, \ldots$, and so on. Without loss of generality, consider a block $B_{2 t+1}$ (for some fixed $t$ ) of 512 keystream word generation in which the array $P$ is updated. More specifically, the symbol $P$ without any subscript or superscript denote the updated array in the current block $B_{2 t+1}$. Let $P_{-1}$ and $P_{-2}$ denote the updated arrays in blocks $B_{2 t-1}$ and $B_{2 t-3}$ respectively.

From Equation (4.1) (see Section 4.2), using the equality of XOR and sum for the least significant bit, we can write, for $10 \leq i \bmod 512<511$,

$$
\begin{equation*}
[P[i]]^{0}=\left[P_{-1}[i]\right]^{0} \oplus[P[i \boxminus 3]]^{10} \oplus\left[P_{-1}[i \boxminus 511]\right]^{23} \oplus[P[i \boxminus 10]]^{8} \tag{4.4}
\end{equation*}
$$

Similarly, we have

$$
\begin{equation*}
\left[P_{-1}[i]\right]^{0}=\left[P_{-2}[i]\right]^{0} \oplus\left[P_{-1}[i \boxminus 3]\right]^{10} \oplus\left[P_{-2}[i \boxminus 511]\right]^{23} \oplus\left[P_{-1}[i \boxminus 10]\right]^{8} . \tag{4.5}
\end{equation*}
$$

XOR-ing both sides of Equation (4.4) and Equation (4.5) and rearranging terms, we get, for $10 \leq i<511$,

$$
\begin{align*}
{[P[i]]^{0} \oplus\left[P_{-2}[i]\right]^{0}=} & \left([P[i \boxminus 3]]^{10} \oplus\left[P_{-1}[i \boxminus 3]\right]^{10}\right) \\
& \oplus\left([P[i \boxminus 10]]^{8} \oplus\left[P_{-1}[i \boxminus 10]\right]^{8}\right)  \tag{4.6}\\
& \oplus\left(\left[P_{-1}[i \boxminus 511]\right]^{23} \oplus\left[P_{-2}[i \boxminus 511]\right]^{23}\right) .
\end{align*}
$$

As in Section 4.2, let the primed array name denote the updated array, when the two ' + ' operators are replaced by ' $\oplus$ ' in the update rule (Equation (4.1)). Thus,

$$
\begin{equation*}
\left[P^{\prime}[i \boxminus 3]\right]^{10}=\left[P_{-1}[i \boxminus 3]\right]^{10} \oplus[P[i \boxminus 6]]^{20} \oplus\left[P_{-1}[i \boxminus 514]\right]^{33} \oplus[P[i \boxminus 13]]^{18} \tag{4.7}
\end{equation*}
$$

$$
\begin{equation*}
\left[P^{\prime}[i \boxminus 10]\right]^{8}=\left[P_{-1}[i \boxminus 10]\right]^{8} \oplus[P[i \boxminus 13]]^{18} \oplus\left[P_{-1}[i \boxminus 521]\right]^{31} \oplus[P[i \boxminus 20]]^{16}, \tag{4.8}
\end{equation*}
$$

and $\left[P_{-1}^{\prime}[i \boxminus 511]\right]^{23}$

$$
\begin{equation*}
=\left[P_{-2}[i \boxminus 511]\right]^{23} \oplus\left[P_{-1}[i \boxminus 514]\right]^{33} \oplus\left[P_{-2}[i \boxminus 1022]\right]^{46} \oplus\left[P_{-1}[i \boxminus 521]\right]^{31} . \tag{4.9}
\end{equation*}
$$

Equations (4.7), (4.8) and (4.9) hold for the ranges $13 \leq i<514,20 \leq$ $i<521$ and $9 \leq i<510$ respectively.

XOR-ing both sides of Equations (4.6), (4.7), (4.8) and (4.9), and rearranging terms, we get, for $20 \leq i<510$,

$$
\begin{align*}
& {[P[i]]^{0} \oplus\left[P_{-2}[i]\right]^{0} \oplus[P[i \boxminus 6]]^{20} \oplus[P[i \boxminus 20]]^{16} \oplus\left[P_{-2}[i \boxminus 510]\right]^{14}} \\
& =\left([P[i \boxminus 3]]^{10} \oplus\left[P^{\prime}[i \boxminus 3]\right]^{10}\right)  \tag{4.10}\\
& \oplus\left([P[i \boxminus 10]]^{8} \oplus\left[P^{\prime}[i \boxminus 10]\right]^{8}\right) \\
& \oplus\left(\left[P_{-1}[i \boxminus 511]\right]^{23} \oplus\left[P_{-1}^{\prime}[i \boxminus 511]\right]^{23}\right) .
\end{align*}
$$

Lemma 4.10. For $1024 \tau+20 \leq i<1024 \tau+510$,

$$
\begin{aligned}
& \operatorname{Prob}\left([P[i]]^{0} \oplus\left[P_{-2}[i]\right]^{0} \oplus[P[i \boxminus 6]]^{20}\right. \\
& \left.\quad \oplus[P[i \boxminus 20]]^{16} \oplus\left[P_{-2}[i \boxminus 510]\right]^{14}=0\right) \approx \frac{13}{27} .
\end{aligned}
$$

Proof. From Equation (4.10), we can write,

$$
\begin{aligned}
& \operatorname{Prob}\left([P[i]]^{0} \oplus\left[P_{-2}[i]\right]^{0} \oplus[P[i \boxminus 6]]^{20} \oplus[P[i \boxminus 20]]^{16}\right. \\
& \left.\oplus\left[P_{-2}[i \boxminus 510]\right]^{14}=0\right)=\operatorname{Prob}\left(\lambda_{1} \oplus \lambda_{2} \oplus \lambda_{3}=0\right)
\end{aligned}
$$

where $\lambda_{1}=[P[i \boxminus 3]]^{10} \oplus\left[P^{\prime}[i \boxminus 3]\right]^{10}, \lambda_{2}=[P[i \boxminus 10]]^{8} \oplus\left[P^{\prime}[i \boxminus 10]\right]^{8}$, $\lambda_{3}=\left[P_{-1}[i \boxminus 511]\right]^{23} \oplus\left[P_{-1}^{\prime}[i \boxminus 511]\right]^{23}$.

Now, from Lemma 4.3 (see Section 4.2), we get $\operatorname{Prob}\left(\lambda_{1}=0\right)=\operatorname{Prob}\left(\lambda_{2}=\right.$ $0)=\operatorname{Prob}\left(\lambda_{3}=0\right) \approx \frac{1}{3}$.

Again, XOR of three terms yield 0 , if either all three terms are 0 or exactly one is 0 and the other two are 1's.

Hence, $\operatorname{Prob}\left(\lambda_{1} \oplus \lambda_{2} \oplus \lambda_{3}=0\right) \approx\left(\frac{1}{3}\right)^{3}+\binom{3}{1}\left(\frac{1}{3}\right)\left(\frac{2}{3}\right)^{2}=\frac{13}{27}$.
Now, we present our new distinguisher. As in Section 4.3, we denote $P[i \boxminus$ $12]$ at the $i$-th step by $z_{i}$ and replace $P[i \bmod 512]$ by $s_{i} \oplus h_{1}\left(z_{i}\right)$. Thus, for $1024 \tau+20 \leq i<1024 \tau+510$, the event $\left([P[i]]^{0} \oplus\left[P_{-2}[i]\right]^{0} \oplus[P[i \boxminus 6]]^{20} \oplus[P[i \boxminus 20]]^{16} \oplus\left[P_{-2}[i \boxminus 510]\right]^{14}=0\right)$ can be alternatively written as $\left(\chi_{i}=\mathcal{H}\left(\mathcal{Z}_{i}\right)\right)$, where

$$
\begin{gathered}
\chi_{i}=s_{i}^{0} \oplus s_{i-2048}^{0} \oplus s_{i-6}^{20} \oplus s_{i-20}^{16} \oplus s_{i-2046}^{14} \text { and } \\
\mathcal{H}\left(\mathcal{Z}_{i}\right)=h_{1}\left(z_{i}\right)^{0} \oplus h_{1}^{\prime \prime}\left(z_{i-2048}\right)^{0} \oplus h_{1}\left(z_{i-6}\right)^{20} \oplus h_{1}\left(z_{i-20}\right)^{16} \oplus h_{1}^{\prime \prime}\left(z_{i-2046}\right)^{14}
\end{gathered}
$$

Here $\mathcal{Z}_{i}=\left(z_{i}, z_{i-2048}, z_{i-6}, z_{i-20}, z_{i-2046}\right)$ is an 80 -bit input and $\mathcal{H}($.$) can be$ assumed to be a random 80 -bit-to-1-bit S-box. Here $h_{1}($.$) and h_{1}^{\prime \prime}($.$) indicate$ two different functions since they are related to two $P$ arrays at two different blocks and hence act as two different S-boxes.

With this formulation, Lemma 4.10 can be restated as

$$
\begin{equation*}
\operatorname{Prob}\left(\left(\chi_{i}=\mathcal{H}\left(\mathcal{Z}_{i}\right)\right) \approx \frac{13}{27}\right. \tag{4.11}
\end{equation*}
$$

Further, from Proposition 4.5, for $1024 \tau+20 \leq j<i<1024 \tau+510$,

$$
\begin{equation*}
\operatorname{Prob}\left(\mathcal{H}\left(\mathcal{Z}_{i}\right)=\mathcal{H}\left(\mathcal{Z}_{j}\right)\right)=\frac{1}{2}+2^{-81} \tag{4.12}
\end{equation*}
$$

Theorem 4.11. For $1024 \tau+20 \leq j<i<1024 \tau+510$,

$$
\operatorname{Prob}\left(\chi_{i}=\chi_{j}\right) \approx \frac{1}{2}+\frac{1}{3^{6} \cdot 2^{81}},
$$

where $\chi_{u}=s_{u}^{0} \oplus s_{u-2048}^{0} \oplus s_{u-6}^{20} \oplus s_{u-20}^{16} \oplus s_{u-2046}^{14}$.

Proof. We need to combine the probability expressions of Equations (4.11) and (4.12). For $1024 \tau+20 \leq j<i<1024 \tau+510$,

$$
\begin{aligned}
& \operatorname{Prob}\left(\chi_{i} \oplus \chi_{j}=\mathcal{H}\left(\mathcal{Z}_{i}\right) \oplus \mathcal{H}\left(\mathcal{Z}_{j}\right)\right) \\
& =\operatorname{Prob}\left(\chi_{i}=\mathcal{H}\left(\mathcal{Z}_{i}\right)\right) \cdot \operatorname{Prob}\left(\chi_{j}=\mathcal{H}\left(\mathcal{Z}_{j}\right)\right)+ \\
& \quad \operatorname{Prob}\left(\chi_{i}=\mathcal{H}\left(\mathcal{Z}_{i}\right) \oplus 1\right) \cdot \operatorname{Prob}\left(\chi_{j}=\mathcal{H}\left(\mathcal{Z}_{j}\right) \oplus 1\right) \\
& \approx\left(\frac{13}{27}\right)^{2}+\left(1-\frac{13}{27}\right)^{2}=\frac{365}{3^{6}} . \\
& \operatorname{Prob}\left(\chi_{i}=\chi_{j}\right) \\
& =\operatorname{Prob}\left(\chi_{i} \oplus \chi_{j}=\mathcal{H}\left(\mathcal{Z}_{i}\right) \oplus \mathcal{H}\left(\mathcal{Z}_{j}\right)\right) \cdot \operatorname{Prob}\left(\mathcal{H}\left(\mathcal{Z}_{i}\right)=\mathcal{H}\left(\mathcal{Z}_{j}\right)\right)+ \\
& \quad \operatorname{Prob}\left(\chi_{i} \oplus \chi_{j}=\mathcal{H}\left(\mathcal{Z}_{i}\right) \oplus \mathcal{H}\left(\mathcal{Z}_{j}\right) \oplus 1\right) \cdot \operatorname{Prob}\left(\mathcal{H}\left(\mathcal{Z}_{i}\right)=\mathcal{H}\left(\mathcal{Z}_{j}\right) \oplus 1\right) \\
& \approx \frac{365}{3^{6}} \cdot\left(\frac{1}{2}+2^{-81}\right)+\left(1-\frac{365}{3^{6}}\right) \cdot\left(\frac{1}{2}-2^{-81}\right)=\frac{1}{2}+\frac{1}{3^{6} \cdot 2^{81}} .
\end{aligned}
$$

The aforesaid analysis shows that there exist biases in the event $\left(\chi_{i}=\chi_{j}\right)$, which can be used to mount a distinguishing attack. The probability of the above event can be written as $p_{\chi}\left(1+q_{\chi}\right)$, where $p_{\chi}=\frac{1}{2}$ and $q_{\chi}=\frac{1}{3^{6} 2^{80}}$. According to [14, Section 4.1], one would require $\frac{4^{2}}{p_{\chi} q_{\chi}^{2}}=3^{12} 2^{165}$ pairs of keystream word combinations of the form $\left(\chi_{i}, \chi_{j}\right)$ for a success probability 0.9772. Since each block of $512=2^{9}$ keystream words provides approximately $\binom{512}{2} \approx 2^{17}$ many pairs, the required number of keystream words is approximately $3^{12} 2^{156} \approx 2^{19} 2^{156}=2^{175}$.

Though our distinguisher is slightly weaker than what mentioned in [128], ours is the only known distinguisher other than the one identified in [128]. The distinguisher presented in Theorem 4.11 may be extended to other bits in a similar line that we have studied in Section 4.3.2 for the distinguisher of [128].

However, the bias would be weaker than that presented in Theorem 4.11 and the extended distinguisher would require more keystream words.

Subsequent to our work, Stankovski et al. [120] combined our bit-level distinguishers to mount word-based distinguisher that required $2^{152.537}$ many 32-bit keystream blocks.

### 4.5 State leakage in keystream

Whereas the previous sections concentrated on the functions $g_{1}, g_{2}$; here, in a different direction, we study the other two functions $h_{1}, h_{2}$. Without loss of generality, we focus on the keystream block corresponding to the $P$ array, i.e., the block of 512 rounds where $P$ is updated in each round and $Q$ remains constant. As $j$ runs from 0 to 511 , we denote the corresponding output $h_{1}(P[j \boxminus$ 12]) $\oplus P[j]$ by $s_{j}$. Here, $h_{1}(x)=Q\left[x^{(0)}\right]+Q\left[256+x^{(2)}\right]$. The results we present in this section are in terms of the function $h_{1}$. The same analysis holds for the function $h_{2}$ in the other keystream block.

In [36], it has been observed that $\operatorname{Prob}\left(s_{j} \oplus s_{j+1}=P[j] \oplus P[j+1]\right) \approx 2^{-16}$, where $s_{j}, s_{j+1}$ are two consecutive keystream output words. We study that in more detail in this section and in the process we find a sharper association in Theorem 4.15 which gives twice the above probability.

The following technical result establishes that XOR of two words of $P$ is leaked in the keystream words if the corresponding values of $h_{1}($.$) collide.$

Lemma 4.12. For $0 \leq u \neq v \leq 511, s_{u} \oplus s_{v}=P[u] \oplus P[v]$ if and only if $h_{1}(P[u \boxminus 12])=h_{1}(P[v \boxminus 12])$.

Proof. We have $s_{u}=h_{1}(P[u \boxminus 12]) \oplus P[u]$ and $s_{v}=h_{1}(P[v \boxminus 12]) \oplus P[v]$. Thus, $s_{u} \oplus s_{v}=\left(h_{1}(P[u \boxminus 12]) \oplus h_{1}(P[v \boxminus 12])\right) \oplus(P[u] \oplus P[v])$. The term $\left(h_{1}(P[u \boxminus 12]) \oplus h_{1}(P[v \boxminus 12])\right)$ vanishes if and only if $s_{u} \oplus s_{v}=P[u] \oplus P[v]$.

Now we detail the result related to collision in $h_{1}$. Note that the array $P$ from which the input to the function $h_{1}$ is selected and the array $Q$ from which the output of $h_{1}$ is chosen can be assumed to contain uniformly distributed 32 -bit elements. In Lemma 4.13, which is in a more general setting than just

HC-128, we use notations $h$ and $U$; these may be considered to model $h_{1}$ and $Q$ respectively.

Lemma 4.13. Let $h(x)=U\left[x^{(0)}\right]+U\left[x^{(2)}+2^{m}\right]$ be an $n$-bit to $n$-bit mapping, where each entry of the array $U$ is an $n$-bit number, $U$ contains $2^{m+1}$ many elements and $x^{(0)}$ and $x^{(2)}$ are two disjoint m-bit segments from the $n$-bit input $x$. Suppose $x$ and $x^{\prime}$ are two $n$-bit random inputs to $h$. Assume that the entries of $U$ are distributed uniformly at random. Then for any collection of $t$ distinct bit positions $\left\{b_{1}, b_{2}, \ldots, b_{t}\right\} \subseteq\{0,1, \ldots, n-1\}, 0 \leq t \leq n$,

$$
\operatorname{Prob}\left(\bigwedge_{l=0}^{t}\left([h(x)]^{b_{l}}=\left[h\left(x^{\prime}\right)\right]^{b_{l}}\right)\right)=\gamma_{m, t}
$$

where $\gamma_{m, t}=2^{-2 m}+\left(1-2^{-2 m}\right) 2^{-t}$.

Proof. Each value $v \in\left[0,2^{n}-1\right]$ can be expressed as the modulo $2^{n}$ sum of two integers $a, b \in\left[0,2^{n}-1\right]$ in exactly $2^{n}$ ways, since for each choice of $a \in\left[0,2^{n}-1\right]$, the choice of $b$ is fixed as $b=(v-a) \bmod 2^{n}$. It is given that each $U[\alpha]$ is uniformly distributed over $\left[0,2^{n}-1\right]$. Thus, for uniformly random $\alpha, \beta \in\left[0,2^{m+1}-1\right]$, the sum $(U[\alpha]+U[\beta]) \bmod 2^{n}$ is also uniformly distributed and so is any collection of $t$ bits of the sum.

Now, $h(x)=U\left[x^{(0)}\right]+U\left[x^{(2)}+2^{m}\right]$ and $h\left(x^{\prime}\right)=U\left[x^{(0)}\right]+U\left[x^{\prime(2)}+2^{m}\right]$ can be equal in bit positions $b_{1}, b_{2}, \ldots, b_{t}$ in the following two ways.

1. $x^{(0)}=x^{\prime(0)}$ and $x^{(2)}=x^{\prime(2)}$. This happens with probability $2^{-m} \cdot 2^{-m}$.
2. The event " $x^{(0)}=x^{(0)}$ and $x^{(2)}=x^{\prime(2) "}$ does not happen and still $\left(U\left[x^{(0)}\right]+U\left[x^{(2)}+2^{m}\right]\right)$ and $\left(U\left[x^{(0)}\right]+U\left[x^{\prime(2)}+2^{m}\right]\right)$ match in the $t$ bits due to random association. This happens with probability $\left(1-2^{-2 m}\right) \cdot 2^{-t}$.

Adding the two components, we get the result.
Note that $\gamma_{m, t}$ depends only on $m, t$ and not on $n$, as is expected from the particular form of $h_{1}($.$) that uses only 2 m$ bits from its $n$-bit random input. For HC-128, we have $n=32$ and $m=8$. For the equality of the whole output word of $h_{1}($.$) , we need to set t=n=32$. Thus, $\operatorname{Prob}\left(h_{1}(x)=h_{1}\left(x^{\prime}\right)\right)=\gamma_{8,32}=$ $2^{-16}+2^{-32}-2^{-48} \approx 0.0000152590$, which is slightly greater than $2^{-16}$. We like
to point out that if one checks the equality of two $n$-bit random integers, then the probability of that event is $2^{-n}$ only, which is as low as $2^{-32}$ for $n=32$.

Next we formalize the result given in [36].
Theorem 4.14. In HC-128, consider a block of 512 many keystream words corresponding to the array $P$. For $0 \leq u \neq v \leq 511$,

$$
\operatorname{Prob}\left(\left(s_{u} \oplus s_{v}\right)=(P[u] \oplus P[v])\right)=\gamma_{8,32}>2^{-16}
$$

Proof. The result follows from Lemma 4.12 and Lemma 4.13.

Now, we present a sharper result which gives twice the probability of the observation in [36].

Theorem 4.15. In HC-128, consider a block of 512 many keystream words corresponding to the array $P$. For any $u, v, 0 \leq u \neq v<500$, if $\left(\left(s_{u}^{(0)}=\right.\right.$ $\left.\left.s_{v}^{(0)}\right) \&\left(s_{u}^{(2)}=s_{v}^{(2)}\right)\right)$, then

$$
\operatorname{Prob}\left(\left(s_{u+12} \oplus s_{v+12}\right)=(P[u+12] \oplus P[v+12])\right) \approx \frac{1}{2^{15}} .
$$

Proof. From Lemma 4.12, $s_{u}^{(b)} \oplus s_{v}^{(b)}=P[u]^{(b)} \oplus P[v]^{(b)}$ if and only if

$$
h_{1}(P[u \boxminus 12])^{(b)}=h_{1}(P[v \boxminus 12])^{(b)},
$$

for $b=0,1,2,3$. Given that $s_{u}^{(0)}=s_{v}^{(0)}$ and $s_{u}^{(2)}=s_{v}^{(2)}$, we have $P[u]^{(0)}=$ $P[v]^{(0)}$ and $P[u]^{(2)}=P[v]^{(2)}$ if and only if

$$
h_{1}(P[u \boxminus 12])^{(0)}=h_{1}(P[v \boxminus 12])^{(0)} \text { and } h_{1}(P[u \boxminus 12])^{(2)}=h_{1}(P[v \boxminus 12])^{(2)} .
$$

Thus, using Lemma 4.13,

$$
\begin{aligned}
& \operatorname{Prob}\left(P[u]^{(0)}=P[v]^{(0)} \& P[u]^{(2)}=P[v]^{(2)} \mid s_{u}^{(0)}=s_{v}^{(0)} \& s_{u}^{(2)}=s_{v}^{(2)}\right) \\
& =\operatorname{Prob}\left(h_{1}(P[u \boxminus 12])^{(0)}=h_{1}(P[v \boxminus 12])^{(0)} \&\right. \\
& \left.\quad h_{1}(P[u \boxminus 12])^{(2)}=h_{1}(P[v \boxminus 12])^{(2)}\right)=\gamma_{8,16} \approx \frac{1}{2^{15}},
\end{aligned}
$$

By definition, $h_{1}(x)=Q\left[x^{(0)}\right]+Q\left[256+x^{(2)}\right]$. So the equalities $P[u]^{(0)}=$
$P[v]^{(0)}$ and $P[u]^{(2)}=P[v]^{(2)}$ give $h_{1}(P[u])=h_{1}(P[v])$ and this in turn gives $s_{u+12} \oplus s_{v+12}=P[u+12] \oplus P[v+12]$ by Lemma 4.12.

For random keystream, the event $\left(s_{u}^{(0)}=s_{v}^{(0)} \& s_{u}^{(2)}=s_{v}^{(2)}\right)$ occurs with probability $2^{-16}$. If the probability of this event in HC-128 is away from $2^{-16}$, then we would immediately have a distinguisher. Our experiments did not reveal any observable bias for this event. However, it would be interesting to investigate if there exists a bias of very small order for this or a similar event in HC-128.

The Glimpse Main Theorem [56, 82] is an important result on the weakness of RC4 stream cipher. It states that at any round, $\operatorname{Prob}(S[j]=i-z)=$ $\operatorname{Prob}(S[i]=j-z) \approx 2^{-7}$, where $S$ is the internal state of RC4, $i$ and $j$ are the deterministic and the pseudo-random indices respectively and $z$ is the keystream output byte. This result quantifies the leakage of state information into the keystream of RC4. Note that the leakage probability is twice the random association $2^{-8}$. Our Theorem 4.15 is a Glimpse-like theorem on HC-128 that shows the leakage of state information into the keystream with a probability $\approx 2^{-15}$ which is much more than $2^{-31}$ (two times the random association $2^{-32}$ ), and is in fact two times the square-root of the random association. However, in RC4, the Glimpse theorem turns the key-state correlations into key-keystream correlations $[65,79]$ that lead to practical attacks. On the other hand, in case of HC-128, no key-state correlations have been discovered so far. So the state leakage in HC-128 keystream, as of now, does not pose any threat to the use of the cipher.

### 4.6 Conclusion

In this chapter, we study the linear approximation of the feedback functions $g_{1}, g_{2}$ of HC-128. Using this result, we extend the least significant bitwise distinguisher proposed by the designer himself to all the bits (except one) of the 32-bit keystream output word. We also present a new distinguisher by properly choosing pairs of five keystream word combinations from three consecutive blocks corresponding to only $P$ (or only $Q$ ) array. Further, we have studied the idea of Dunkelman in detail towards the secret state information leakage
in keystream output words. Though our results do not have any immediate threat to the applicability of HC-128, these provide further insight into the cryptanalysis of HC-128.
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## Part II

## Side Channel and <br> Implementation Issues

## Side Channel Attacks and Impact on HC series of Stream Ciphers

### 5.1 Motivation

Side channel attacks are extremely implementation specific. An attack is tailormade for a specific cipher algorithm implemented in a specific model. In a commercially popular device with large user-base, the immediate reaction to such an attack is to change the underlying cryptographic algorithm as quickly as possible. In such a case, a variant of the original algorithm forms a preferential choice, because its structural similarity with the original cipher makes it implementation-friendly on existing hardware. For example, in case of WiFi networks, when the RC4 implementation in WEP protocol suffered several attacks [82,84,122-124], a natural choice in the subsequent WPA protocol was a variant of RC4 implementation (with different key and IV size and different form of key and IV mixing), before the longterm change-over to the block cipher AES in WPA2. A natural question is: what is the effect of a side channel technique on a variant of the cipher algorithm implemented in a similar model? The motivation for such an investigation is to study the feasibility of using a cipher variant as a mode of recovering from a successful side channel attack. The following works studied side channel vulnerability of HC series of stream ciphers, viz., HC-128 and HC-256.

- a differential fault attack on HC-128 [64],
- a cache timing analysis analysis on HC-256 [130].

For both the above works, extending the attack on one HC variant to the other is not straight-forward. In [64], there is no mention about the extendibility of the attack to HC-256. On the other hand, the author of [130] mentions the following point in a subsequent work [131] that studied the cache timing analysis of all the eSTREAM finalists.

> HC-128 ... has a slightly smaller inner state ... and surprisingly big changes of the internal workings. Most state update equations are modified, and this has a profound impact on the above cache timing attack. It turns out that the attack can not be transferred to HC-128 in a straightforward way. Thus, further analysis of $\mathrm{HC}-128$ is necessary to determine its resistance against cache timing attacks.

It is important to note that one of the major differences in the structure of HC-128 and HC-256 is that in the former the two state tables are updated independently, whereas in the latter they are inter-dependent. This makes extending the differential fault analysis of HC-128 [64] to HC-256 a challenging task.

In this chapter, the HC-128 fault attack and the HC-256 cache analysis are extended onto the HC-256 and HC-128 ciphers respectively under similar models. The techniques applied on one variant is not trivially translatable to the other and the issue was left open until the work presented in this chapter. A technique has been proposed to recover half the state of HC-128 using cache analysis, which can be cascaded with the differential attack towards a full state recovery and hence key recovery. Similarly, the state leakage of HC256 is analyzed under differential fault attack model to achieve partial state recovery.

### 5.1.1 Layout of the chapter

A brief description of cache-analysis and differential fault attack is presented in the first section.

Next, the effect of the attacks on one HC variant to the other is analyzed. Specifically, analysis has been carried out on how much state information can be leaked when the HC-128 variant is chosen against the cache analysis attack on HC-256, and the latter is chosen against the differential fault attack of the former. For the study the same implementations that are considered in $[64,130]$ have been used.

In Section 5.3, the description of the cache analysis model as applied to HC-128 along with the inferences have been presented. This issue had been left as an open problem in [130]. In Section 5.4 we analyze the fault attack on HC-256. We conclude the chapter and discuss possible future works in Section 5.5.

### 5.2 Cache and fault attack

We first present an overview of Cache analysis and fault attacks that would be used in the chapter.

### 5.2.1 Cache analysis attack

Cache analysis is a side channel cryptanalysis technique that has been introduced independently by Bernstein [15] and Osvik et al. [94], primarily for the AES block cipher. We give a simple description of the cache analysis adapted from [130]. Cache is a temporary storage area that is closer to the CPU compared to the RAM and is used to replicate frequently accessed data for enabling faster access. Data once stored in the cache, can be further used by accessing the cached copy rather than by re-fetching from the RAM. If the CPU finds the data it needs in the cache, a cache hit is said to occur. Otherwise a cache miss occurs and the cache must be immediately loaded with the requisite data from the RAM. Cache management in modern processors divides the available cache memory into blocks of $b$ bytes. For a given block, all the $b$ bytes must be loaded together. To ensure consistency between the data in the RAM and the cache, a record of cache blocks being loaded into the cache is maintained. This record serves as the initial raw-data for commencing the cache analysis. The adversary first fills the entire cache with his own data. Next, during normal
computation, user's data replaces some data of the adversary. When adversary tries to reload his own data from the cache, if it takes longer time, then he knows the address of the user's data from the cache record.

This method can be considered as a cache access attack. However, since the time to load the data plays a crucial role in leaking the address of the data, we follow the same nomenclature as in [130] and call this as cache timing attack.

### 5.2.2 Fault attack

Fault Attack [21] is the kind of SCA where computational faults are induced in the device to extract the information. This involves two steps process. The first step is fault injection and the second step includes exploitation of the induced fault. Faults can be inserted in the system by creating abnormal conditions like high or low voltage, temperature variations, clock cycle tampers and radiations. The fault exploitation involves analysis of generated output of such systems in erroneous environment. The goal may be to corrupt the value of an internal state register or memory location or to make a small change in the execution flow, such as skipping an instruction or changing a memory address etc. The corresponding change in the cipher output obtained are used to extrapolate the internal state.

A differential fault attack (DFA) against a stream cipher resets the cipher with the same key, but injecting different faults. The resulting keystreams have small differences and the attack exploits these differentials. It is most widely used form of Fault Analysis, as the changes and results of the erroneous device can be significantly observed.

Certain measures against fault attack include computing a part or whole of a cryptographic algorithm twice or more, however, it degrades the performance. Apart from that, another measure exists wherein the integrity of a signature is checked after computation.

Though in general, there are certain other countermeasures available, yet owing to the serious amount of threat posed by DFA and the parameters it usually takes into account for analysis, it is required to develop stronger counter measures for ensuring better security.

### 5.3 Cache analysis of HC-128

In the attack model, we assume that the adversary is running a special process in the CPU in which the cipher is executing. The adversary's process executes calls so as to fill the entire cache with his own data, causing the HC-128 cached data to be evicted. When the HC-128 process gains control of the CPU it must reload data into the cache pertinent to current instruction. The cache block size $b$ in present day processors range from 16 bytes to 128 bytes. The arrays $P$ and $Q$ have 512 many word entries. As four bytes make a word, $b / 4$ array elements will be mapped to a single cache block size. If the cache block is aligned with the index of the array, we will have the elements from indices 0 to $(b / 4)-1$ in the first cache block and the elements from indices $(b / 4)$ to $(b / 2)-1$ in the second block and so on, till the elements from indices $511-(b / 4)$ to 511 in the final cache block.

### 5.3.1 Bits obtainable from cache information

The keystream words are generated using both the arrays $P$ and $Q$, each consisting of 512 many words. However, the updates of $P$ and $Q$ arrays are independent. For 512 many iterations, the array $P$ is updated with the older values from $P$ itself and during this time the array $Q$ is accessed but not updated. For the next 512 many iterations the array $Q$ is updated with the older values of $Q$ and during this time the array $P$ is accessed for keyword generation but not updated. This access and update pattern continues alternatively. At this phase, the key-stream is generated using two functions $h_{1}, h_{2}$ of similar kind. The equations used are as follows.

$$
\begin{array}{ll}
s_{j}=h_{1}(P[j \boxminus 12]) \oplus P[j] & \text { (keystream when } P \text { is updated) }, \\
s_{j}=h_{2}(Q[j \boxminus 12]) \oplus Q[j] & \text { (keystream when } Q \text { is updated). }
\end{array}
$$

Every time the $h_{1}$ (or $h_{2}$ ) function is called, it uses bytes 0 and 2 of $P[j \boxminus 12]$ (or $Q[j \boxminus 12]$ ) to access the elements of $Q$ (or $P$ ) array. Since a cache with block size $b$ holds $b / 4$ array elements, the cache blocks can be numbered using the first $8-\log _{2}(b / 4)$ bits. For each call, two elements of the array are accessed. This gives $16-2 \log _{2}(b / 4)$ bits of each element of the arrays $P$ and $Q$, corresponding

| Cache Block Size $b:$ | 16 | 32 | 64 | 128 |
| :--- | :--- | :--- | ---: | ---: |
| No. of bits obtained: | 12 | 10 | 8 | 6 |

Table 5.1: Cache block size vs. number of bits learned.
to the cache fill which is, sought at the time $h_{1}$ or $h_{2}$ is called. Thus, the number of bits obtained depends on $b$ and is given in Table 5.1.

Using the above, we can form an array with the known elements of $P$ and $Q$. Let $P_{k}$ and $Q_{k}$ denote the array corresponding to the $k$-th iteration of the update. On completion of the KSA, we will get the first array denoted by $P_{0}$ and $Q_{0}$. On generation of the first 512 keystream words, we get another array denoted by $P_{1}$ and for the next 512 words we get the $Q_{1}$ array, and so on.

### 5.3.2 Constructing bytes 0 and 2 of each array element

Since $h_{1}$ and $h_{2}$ are similar, without any loss of generality we present the case for $P_{1}$, and this is valid for $Q_{1}$ also. For $0 \leq j \leq 500$, we can rewrite the keystream generation equation $s_{j}=h_{1}(P[j \boxminus 12]) \oplus P[j]$ as follows.

$$
\begin{equation*}
Q[u]+Q[v]=s(j+12) \oplus P_{1}[j+12], \tag{5.1}
\end{equation*}
$$

where $u=P[j]^{(0)}$ and $v=P[j]^{(2)}$.

The keystream $s$ is known. For a cache block size of 32 bytes, the first 5 most significant bits of each of $u$ and $v$ are known. Thus, $u \gg 3$ and $32+(v \gg 3)$ denote the cache blocks loaded for computing $h_{1}$. Within these blocks (in $Q_{0}$ ), we exhaustively search the elements that would give a sum identical to the right hand side of Equation (5.1).

These additions are across two chunks of 5 bits and so additional carry bits need to be accounted. For each element $P[j]$, there are $(b / 4) .(b / 4)=b^{2} / 16$ calculations. Finding a correct single match gives the unknown bits of bytes 0 and 2 of $P_{1}$. Finding more than one match means that we have a set of values out of which one is the correct candidate. Considering the HC-128 keystream is uniformly random, the frequency of such ties would be very low.

The procedure is repeated for all elements of $P$ and $Q$ array.

### 5.3.3 Finding the remaining sixteen bits for each element

Since bytes 1 and 3 of the array elements are never used in $h_{1}$ (or $h_{2}$ ), obtaining any information about these bits is not possible by the above cache analysis. If one considers the $g_{1}$ (or $g_{2}$ ) function and propagates the known 10 bits across many updates, one can guess some bits considering the carry propagation. However, we could not get much information from such analysis. In the cache attack of HC-256 [130], the advantage was that all the four bytes of the array elements are used inside the $h_{1}$ (or $h_{2}$ ) functions, giving leakage of all the 32 bits eventually.

In order to find the remaining 16 bits for each element in case of HC-128, we propose to use the techniques of differential fault analysis [64] in combination with the cache analysis suggested here. According to [64], they need to solve a set of 32 systems of linear equations over $\mathbb{Z}_{2}$ in 1024 variables. If one performs the cache analysis proposed in this paper first, immediately the problem reduces to 16 systems of linear equations over $\mathbb{Z}_{2}$ in 1024 variables.

According to [76], the key schedule of HC-128 is reversible and hence once the full state is recovered, the secret key can be easily found.

### 5.4 Fault attack on HC-256

The model that we use for inserting faults in HC-256 is similar to that used for the attack on HC-128 [64] with a slightly stronger assumption as regards to the fact that one needs to know the location of the fault. Such an assumption is not entirely impractical. In $[116,117]$, the authors discuss how to flip precise bits in SRAM and EEPROM, or change the state of any individual CMOS transistor on a chip. We only require a change in at least one of the 32 bits of a word at a specific location. Like [64], we also do not need to know the value of the fault.

In practice, we know that the updates of $P$ and $Q$ occur alternatively.

The fault is assumed to be inserted into the array that is not being updated. Any variation in the keystream would imply that a faulty element has been accessed. The block of 1024 keystream generation in which $P($ or $Q)$ is updated is referred as the $P$ (or $Q$ )-block and the keystream is denoted by $s_{P}$ (or $s_{Q}$ ). Let the primed variables $s_{P}^{\prime}$ and $s_{Q}^{\prime}$ denote the 'faulty' keystream, i.e., the keystream generated after fault injection. We denote the location (index) of the fault as $f$.

In $P$-block, the keystream is generated as

$$
\begin{aligned}
s_{P, j}= & h_{1}(P[j \boxminus 12]) \oplus P[j] \\
= & \left(Q\left[(P[j \boxminus 12])^{(0)}\right]+Q\left[256+(P[j \boxminus 12])^{(1)}\right]+Q[512+\right. \\
& \left.\left.(P[j \boxminus 12])^{(2)}\right]+Q\left[768+(P[j \boxminus 12])^{(3)}\right]\right) \oplus P[j] .
\end{aligned}
$$

Suppose we inject a fault at $Q[f]$ before $P[0]$ is updated in $P$-block. We rerun the key generation algorithm 1024 times to generate 1024 faulty keystream words corresponding to the current $P$-block.

We compare $s_{P, j}$ with $s_{P, j}^{\prime}$ for $j=0, \ldots, 511$. Whenever $s_{P, j} \neq s_{P, j}^{\prime}$, we know that the faulty keystream has been accessed.

The noticeable faults observed in the keystream are either due to a faulty value of $Q$ entering the $h_{1}$ function or a faulty value of $Q$ entering the update function of $P$.

Definition 5.1. When a faulty $Q$ (or $P$ ) array element enters in $h_{1}$ (or $h_{2}$ ), we call this an opportune event.

Definition 5.2. When a faulty $Q$ (or $P$ ) array element is referred inside $g_{1}$ (or $g_{2}$ ), we all this a traverse event.

These cases are analyzed below one by one.

### 5.4.1 Faulty $Q$ entering in computation of $h_{1}$

Suppose an opportune event occurs and $f$ is the location of the fault, i.e., $Q[f]$ is the faulty value accessed inside $h_{1}$. Here the location of a faulty $Q$ element gives information of a byte of $P$. The keystream index $j$ where $s_{P, j}$ and $s_{P, j}^{\prime}$
differs, refers to
byte 0 of $P[j \boxminus 12]$ if $0 \leq f \leq 255$,
byte 1 of $P[j \boxminus 12]$ if $256 \leq f \leq 511$,
byte 2 of $P[j \boxminus 12]$ if $512 \leq f \leq 767$ or
byte 3 of $P[j \boxminus 12]$ if $768 \leq f \leq 1023$.

Since all the four bytes of $P$ are used inside $h_{1}$ (as indices to lookup into array $Q$ ), one could retrieve all the bytes of $P$ by injecting faults at all the 1024 entries of $Q$ in turn, if the faulty value never entered in the update of $P$. But in practice, the faulty value enters in the update of $P$ and therefore the keystream indices where $s_{P, j}$ and $s_{P, j}^{\prime}$ differs do not correspond to distinct bytes of the words of $P$. Assuming the $P$ and the $Q$ arrays to be uniformly random, we can theoretically estimate how many words of the $P$ array would actually be revealed for the proposed attack model.

Theorem 5.3. The expected number of bytes of $P[i]$ leaked through $h_{1}$ function is given by $4\left(\frac{1023}{1024}\right)^{i+1}, 0 \leq i \leq 1023$.

Proof. Before $P[i]$ is used in the keystream generation, all the $i+1$ elements from $P[0]$ to $P[i]$ are updated using the function $g$. The faulty $Q[f]$ enters in each of these updates with probability $1 / 1024$, assuming the array elements to be uniformly random. Thus, the probability that it does not enter in any particular one of these updates is $1-\frac{1}{1024}=\frac{1023}{1024}$. Assuming the events corresponding to $Q[f]$ entering into the updates of different rounds to be independent, the probability that it does not enter in any of the $i+1$ updates is given by $\alpha_{i}=\left(\frac{1023}{1024}\right)^{i+1}$. For $0 \leq b \leq 3$, let $X_{i, b}=1$, if the byte $b$ of $P[i]$ is revealed successfully; otherwise $X_{i, b}=0$. The total number of bytes of $P[i]$ revealed is given by $Y_{i}=\sum_{b=0}^{3} X_{i, b}$. The expectation of $X_{i, b}$ is given by $E\left[X_{i, b}\right]=\operatorname{Prob}\left(X_{i, b}=1\right)=\alpha_{i}$, for any $b, 0 \leq b \leq 3$. By linearity of expectation, $E\left[Y_{i}\right]=\sum_{b=0}^{3} E\left[X_{i, b}\right]=4 \alpha_{i}$.

In Fig. 5.1, we compare the theoretical estimate with the empirical values of the number of bytes of $P[i]$ leaked from the $h_{1}$ function, $0 \leq i \leq 1023$, when each element of $Q$ is faulted once. We see that the plots are almost identical. The empirical values were obtained by averaging over 1 million iterations, and each time HC-256 was run with a new randomly generated secret key.

An immediate consequence of Theorem 5.3 is Corollary 5.4, that gives the theoretical estimate of the number of words of the array $P$ that are actually leaked.

Corollary 5.4. The expected number of words of the array $P$ leaked through $h_{1}$ function is 647 .

Proof. Refer to $Y_{i}$ defined in the proof of Theorem 5.3. Total number of bytes revealed is given by $\sum_{i=0}^{1023} Y_{i}$, whose expected value is given by $4 \sum_{i=0}^{1023}\left(\frac{1023}{1024}\right)^{i+1}$. Thus, the expected number of words revealed is given by $\sum_{i=0}^{1023}\left(\frac{1023}{1024}\right)^{i+1}=$ $646.84 \approx 647$.


Figure 5.1: Number of bytes of $P$ array elements leaked from $h_{1}$ function

### 5.4.2 Faulty $Q$ entering in update of $P$

Since the update of $P$ involves $Q$ (unlike HC-128), faulty $Q[f]$ is eventually referred inside $g_{1}$. When such a traverse event happens, it does not yield any more information within the particular update. However, this case assists in finding elements of the previous updates as follows. Recall the update of $P$.

$$
P[j]=P[j]+P[j \boxminus 10]+g_{1}(P[j \boxminus 3], P[j \boxminus 1023]),
$$

where $g_{1}(x, y)=((x \ggg 10) \oplus(y \ggg 23))+Q[(x \oplus y) \bmod 1024]$.

So whenever we observe a mismatch between $s_{P, j}$ and $s_{P, j}^{\prime}$, that may be due to the fact that $P[j \boxminus 3] \oplus P[j \boxminus 1023] \bmod 1024$ refers to the faulty element of $Q$.

Since the index of the faulty $Q$ element is known, if any one of the elements $P[j \boxminus 3]$ and $P[j \boxminus 1023]$ is known, the other element can be easily computed. Except for $P[0]$, all the elements of the form $P[j \boxminus 1023]$ are from the previously updated $P$ array. Similarly, all the elements of the form $P[j \boxminus 3]$ refer to the updated values of $P$ array, except for $P[0], P[1]$ and $P[2]$.

While keeping track of these indices, the elements found in subsequent updates can be used for finding elements of the previous updates. We find that when we propagate the knowledge from the second update into the first update, the probability increases. Similar trend continues as one increases the number of updates. Our experimental results reveal that after faulting four successive updates of $P$ and $Q$, the first ten bits of approximately $85 \%$ elements of $P$ and $Q$ pertaining to first update can be obtained. Fig. 5.2 shows how the values obtained from the first, the second and the fifth updates help in finding values in the current update. Table 5.2 gives the numerical data for all the five updates. All the values were obtained by averaging over 10000 simulations with randomly generated secret keys.


Figure 5.2: Probability of finding the first ten bits of $P$ array elements from several updates

Thus, we are able to get approx. 877 values of the first ten bits, fourth

| Type | No. of updates | \#words (first 10 bits leaked) |
| :--- | ---: | ---: |
| only $h$ fault | 1 | 646.8 |
| both $h$ and $g$ fault | 1 | 805.1 |
| both $h$ and $g$ fault | 2 | 860.0 |
| both $h$ and $g$ fault | 3 | 871.0 |
| both $h$ and $g$ fault | 4 | 875.0 |
| both $h$ and $g$ fault | 5 | 877.6 |

Table 5.2: Number of words with first ten bits leaked vs. number of subsequent updates incorporated.
array update onwards. Thus, a total $647 \times 22+8776$ bits $\approx 719$ words for each array are known.

### 5.4.3 Differentiating the two cases and obtaining additional elements

Experiments show that if the opportune event occurs, then the keystream differences $\left(s_{P, j}\right.$ vs. $\left.s_{P, j}^{\prime}\right)$ occur at random indices $(j)$, whereas if the traverse event occurs then the keystream differences follow a sequential pattern. This is because a fault in keystream position $s_{i}$ due to faulty $P[i]$, which in turn is caused via an update involving the faulty $Q[f]$, would result in its being used in the update function of $P[i+3]$, thereby altering the value of $s_{i+3}$. This in turn creates a fault in position $s_{i+6}$ by virtue of the faulty value being used in the update of $P[i+6]$.

Since the first ten bits of both $P$ and $Q$ function are known, by propagating these values across many updates of $P$ array, one can endeavor to find the missing bits by guess and determine strategy. The analysis is tedious and nontrivial and at this stage we leave it as an open problem. It would be interesting to look at the combinatorial aspects of this guess and determine attack.

### 5.5 Conclusion

We showed how the cache analysis of HC-256 [130] can be extended to HC128 and how the differential fault analysis of HC-128 [64] can be extended to

HC-256. The first attack leads to half state recovery of HC-128 and when combined with the differential fault analysis can lead to the full state recovery and key recovery of HC-128. With the second attack, we have been able to perform partial state recovery of HC-256. Two interesting future works could be to study the feasibility of using the cache analysis alone to achieve full state recovery of HC-128 and that of mounting the differential fault attack alone to achieve full state recovery of HC-256.

Our findings show that the side channel vulnerability for a particular implementation of a cipher may percolate to its variants also under similar conditions, albeit in a different degree. This vulnerability is still exploitable through refinement of the attack vectors. So, while selecting a cipher variant to thwart side channel vulnerabilities, extra caution must be exercised.
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## Implementing HC-128 in Hardware

In the recent years, VLSI technology has grown in a fast pace as predicted by Moore's law. There have been considerable advances in the platforms available for implementation, since the HC-128 cipher was designed eight years ago. In this chapter we present a comprehensive design study of implementing HC-128 on contemporary architectures to achieve high throughput.

### 6.1 Motivation and contributions

In the present scenario, embedded processors have become an emerging candidates to implement ciphers. After a quick review of the implementation of HC-128 on general purpose CPU, we study the implementation in several embedded processors and on a state-of-the-art customizable processor in Section 6.3. Implementation of HC-128 on modern embedded processors is also an important area of study. Quite naturally, the speed achieved in this situation may not be very enthusiastic compared to general purpose processors. However, once the cipher is widely deployed in commercial domain, one may like to use it on low end hand-held devices. Work in this direction has been reported earlier for embedded micro-controllers [87] and wireless sensor networks. Once HC-128 becomes more popular, one may try to achieve higher speed for the key-stream generation. Given the overheads of general purpose processors, it is clear that one can always obtain further speed-up using application specific hardware accelerator and such a design of HC-128 may efficiently be used in a
cryptographic co-processor.
Next, in Section 6.4, we present detailed ASIC implementation of HC-128 that can be included as a module in a cryptographic co-processor. To boost the performance, in Section 6.5, we propose novel parallelization strategies both in terms of key/IV set-up and keystream generation. These efforts yield more than 3 times throughput improvement compared to the fastest software speed reported in eStream. Our strategies are also useful to completely hide the initialization latency by employing a multi-session HC-128 execution. Our study serves two major purposes towards the deployment of HC-128 stream cipher. First, it reports several novel and generic performance improvement strategies for HC-128. Second, several design points are explored ranging from customizable co-processor to fully dedicated hardware accelerators. Though HC-128 is a software cipher, we believe that instead of software-only benchmarking, a complete design study is crucial to identify advantages/bottlenecks of HC-128.

## 6.2 $\mathrm{HC}-128$ on general purpose CPU's

HC-128 is primarily designed as a software stream cipher aiming for sequential execution on general purpose processors. However, it contains several coarsegrained and fine-grained parallelism opportunities. Some of these parallelism has been exploited in order to obtain fast software implementation on general purpose processor cores. The software performances reported, for stream encryption, in eSTREAM project web-page [37] are summarized in Table 6.1 and Table 6.2. For the initialization speed, the total duration of key and IV setup are reported.

The parallelism options reported in the available literature [128] mainly relied on loop-unrolling. The optimized implementation, as presented in [128], unrolled 16 consecutive iterations of keystream generation. Though the iterations contain dependencies, it can efficiently execute with deep pipelining and data forwarding as supported by modern general purpose processors. Finally, large bit-width is used for storing the keywords and encryption, thereby exploiting SIMD extensions of modern microprocessors.

| Processor | Clock Freq. | Initialization |  |
| :--- | :---: | :---: | :---: |
|  | $(\mathrm{GHz})$ | cycles/setup | setups/second |
| Intel Pentium M | 1.7 | 25947.56 | 65516.76 |
| Intel Pentium 4 | 2.8 | 57008.26 | 49115.69 |
| ADM Athlon 64 X2 4200+ | 2.2 | 23346.63 | 94232.02 |
| Alpha EV6 | 0.5 | 42184.67 | 11852.65 |
| HP 9000/785 | 0.875 | 19911.01 | 43945.54 |

Table 6.1: HC-128 Key and IV initialization on general purpose processors

| Processor | Clock Freq. | Key Generation |  |
| :--- | :---: | :---: | :---: |
|  | (GHz) | cycles/byte | Gbps |
| Intel Pentium M | 1.7 | 3.07 | 4.43 |
| Intel Pentium 4 | 2.8 | 3.76 | 5.95 |
| ADM Athlon 64 X2 4200+ | 2.2 | 2.86 | 6.19 |
| Alpha EV6 | 0.5 | 3.9 | 1.03 |
| HP 9000/785 | 0.875 | 2.75 | 2.54 |

Table 6.2: HC-128 Keystream generation on general purpose processors

### 6.3 Experiment with embedded \& customizable processors

In this section, we analyze the available performance figures for $\mathrm{HC}-128$ for embedded processors. Furthermore, several experiments have been conducted and reported on customization of an embedded processor for improving the software runtime performance of HC-128.

### 6.3.1 Implementation on embedded processors

Only one implementation of HC-128 on embedded micro-controller has been reported so far. It is observed that the large RAM size does not fit into many 8-bit micro-controllers [87]. ATmega128l from Atmel's 8-bit AVR microcontroller family, running at 8 MHz clock, is used.

We implemented the HC-128 stream cipher on another dominant embedded processor, namely ARM Cortex-A8. We ran HC-128 on a TI OMAP3530 platform, where ARM Cortex-A8 is run at 550 MHz . For compilation, CodeSourcery ARM compiler is used with -O3 -march=armv $7-a$ options. ARM cycle counter is used for estimating the number of cycles. No optimization at C-level or assembly-level is performed. The results of executing HC-128 on ATmega128l and ARM Cortex-A8 are presented in Table 6.3. Note that, both the processors reported here, i.e., ATmega128l and ARM Cortex-A8 can run faster as per their specifications at 16 MHz and 1 GHz respectively. Assuming the cycle count will remain intact at a higher clock, we also report the corresponding speed numbers.

### 6.3.2 Implementation on customizable processor

Customizing a basic processor templates with instruction-set architecture extensions and micro-architectural modifications are commonly found in the portfolio of several IP vendors. In this experiment, IRISC, a customizable RISC processor template is chosen, which is based on the IPs distributed with a highlevel processor design framework. The template processor description supports a basic 32-bit RISC instruction set with predicated instruction execution. The

| Processor | Clock Frequency <br> (GHz) | Initialization |  |
| :--- | :---: | :---: | :---: |
|  | cycles/setup | setups/second |  |
| ATmega1281 [87] <br> ATmega1281 (esti- <br> mated) <br> ARM Cortex-A8 <br> (implemented) <br> ARM Cortex-A8 <br> (estimated) <br> 16 2084788 | 3.84 |  |  |
| IRISC (Core Area <br> 41.35 NAND <br> KGates) | 550 | 2084788 | 7.68 |

Table 6.3: HC-128 Key and IV initialization on embedded \& customizable embedded processors.
micro-architecture contains a 5 -stage pipeline supporting synchronous accesses to program and data memory. The core features 16 32-bit general purpose registers and a range of special purpose registers. On the basis of the initial profiling results of $\mathrm{HC}-128$ on the processor template, several architectural modifications are performed. These are described briefly in the following.

Special Purpose Registers: A special purpose 10-bit counter for HC-128 is defined in the processor template.

Special Purpose Memories: The processor template supported only one data memory. This restricted the possible speed-up of the architecture considerably. Therefore, two additional memories for $P$ and $Q$ array are defined.

Custom Instruction Extensions: Special instructions supporting rotate left and rotate right are defined. In functions $f_{1}, f_{2}, g_{1}$ and $g_{2}$, rotation of two values are done followed by XOR operation. For this, a custom instruction rotate_xor is defined. For address generation in $h_{1}$ and $h_{2}$, a special purpose instruction shift_xor_add is defined.
In order to allow fast access of $P$ and $Q$ memories, custom load and store instructions are defined with additional addressing support for modulo minus operations based on the counter. While extending for this custom instructions, it was also made sure that the custom instructions do not increase the proces-

| Processor | Clock Frequency <br> $(\mathrm{GHz})$ | Key Generation |  |
| :--- | :---: | :---: | :---: |
|  | cycles/byte | Gbps |  |
| ATmega1281 [87] <br> ATmega1281 (esti- <br> mated) | 8 | 168.81 | 0.38 Mbps |
| ARM Cortex-A8 <br> (implemented) | 550 | 168.81 | 0.76 Mbps |
| ARM Cortex-A8 <br> (estimated) | 1000 | 11.06 | 0.39 Gbps |
| IRISC | 769 | 15 | 0.79 Gbps |

Table 6.4: HC-128 keystream generation on embedded \& customizable embedded processors.
sor critical path. The final processor description was processed by Synopsys Processor Designer to generate the HDL description [27]. The HDL description is synthesized with Synopsys Design Compiler, topographical mode for 65 nm technology library. The synthesis results and runtime performance are presented in Table 6.3. From the speed perspective, it could be observed that IRISC significantly outweighs the earlier results on ATmega micro-controller and achieves comparable results as ARM. This study provides us with a background on achievable throughput on embedded processors. As we will observe in the following sections, further speed-up in software-based implementation will require a multi-threaded execution platform.

### 6.4 Hardware accelerator implementation of HC-128

It should be noted that the HC-128 accelerator implementation needs to be configurable for loading new keys and initialization vectors. To that end, we utilized the same high-level synthesis flow used for processor designing and carefully designed a micro-architecture with least necessary configurability [27]. For example, the micro-architecture contained two sets of instructions for initialization and keystream generation respectively. In order to have an area-
efficient design, the ASIC for initialization and key stream generation are built around the same underlying hardware structure.


Figure 6.1: Pipeline structure for keystream generation

### 6.4.1 Implementation of Keystream Generation

The major bottleneck in the ASIC implementation for HC-128 is large area overhead from its storage, i.e., $P$ and $Q$ arrays. For our storage implementation, dual-port read/write synchronous SRAM is used with single-cycle access latency. The accelerator is initially conceived in the 4 -stage pipeline structure as shown in Figure 6.1. For the sake of simplicity, only the processing of ifblock in the keystream generation algorithm is shown. The else-block utilizes exactly the same structure with an additional multiplexer controlled by the counter $k$.

The storage accesses of keystream generation algorithm are distributed in the 4 -stage pipeline structure $H C 1, H C 2, H C 3$ and $H C 4$ in a manner that the SRAM access restrictions are not violated if only one pipeline stage is active at any given cycle. Efficient distribution of the computation in the pipeline stages is important for achieving a low critical path, i.e., a high clock frequency. To that effect, the computation is triggered from the innermost kernel of functions $g_{1}$ or $g_{2}$, i.e., the rotate operation followed by the xor is computed as soon as the data is available in pipeline stage $H C 2$. In stage $H C 3$, further processing of $g_{1}$ is done and the addresses for accessing $Q$ array is computed. In the same stage, the read requests for $Q$ array are placed. In the final stage, the remaining computations for keystream generation and updating the $P$ array are performed. Subsequently, a write request to $P$ array
is made. Note that, because of this write request, a new iteration of keystream generation cannot be started until the next cycle. This means, every iteration of keystream generation occupies the complete pipeline for 4 cycles, thereby providing a keystream generation speed of 1 word per 4 cycles or 1 byte/cycle. The gate-level synthesis results at 65 nm technology node achieved a total area of 3.72 KGates with 4 KBytes of RAM. The fastest clock frequency is determined to be 1.82 GHz indicating 14.56 Gbps throughput.

For improved initialization speed, the initialization module of HC-128 is also included in the design. The initialization part of HC-128 is distributed into 4 phases. The first 3 phases perform a given set of operations using $P$, $Q$ and auxiliary array $W$ [128]. The last phase essentially runs the keystream generation step 1024 times, where instead of generating the final keystream, the arrays are updated with the final result at each step. For this purpose, we re-used the pipeline structure exactly as depicted earlier in Figure 6.1. The area and timing results after including initialization module is reported in Table 6.5 (base implementation).

### 6.5 Parallelization strategies

Certain parallelization strategies seem to be interesting towards the implementation aspects of HC-128. First of all, long initialization latency is considered a drawback, especially for stream ciphers. Although our proposed accelerator does the initialization considerably faster than available implementations, it remains important to check if the initialization can be managed without any delay.

### 6.5.1 Parallelizing initialization with keystream generation

The proposed accelerator for key and IV setup shares several computation with the keystream generation. To invoke the initialization in parallel to keystream generation, it requires duplication of the pipeline structure. A second set of $P$ and $Q$ array will be needed, too. The initialization can work on a set of
$P, Q$ array while the other set is being used for keystream generation. The keystream generation operation can switch to a new key and IV with a latency of only 1 cycle. The support for parallel initialization increases area overhead as reported in Table 6.5.

### 6.5.2 Parallelizing keystream generation

The keystream generation itself can be further parallelized by efficient duplication of resources. For that, we study the algorithm and partition the keystream generation into two phases namely, key generation and self-update. These two phases can be separately triggered. The key idea is that when, the self update for $P$ array takes place, the key generation will take place from $Q$ array and an old copy of $P$ array.

## Key generation

For the key generation, updated value of $P$ or $Q$ array is required at index $i$. This can be taken directly from the updated $P 1$ or $Q 1$ array. However, the values stored at index $i \boxminus 12$ gets updated during the self update function, which is not the desired value for key generation function. For example, when the value of $i$ is $1, i \boxminus 12$ points to array index 501 . This $P$ array value at this index gets updated during self-update function later. For key generation, one needs to have the old value though. Therefore, for correct computation of $h_{1}$ and $h_{2}$ functions, two additional arrays $P 3$ and $Q 3$ are maintained. During the key generation, $P 1$ or $Q 1$ arrays reflect the updated versions, whereas $P 2$ or $Q 2$ contain old values that suffice for current iterations. During key generation from $P 1$ or $Q 1$, a subsequent data transfer to $P 2$ or $Q 2$ is done to prepare for the next else or if block respectively.

## Self update

The self update always works on the $P 1$ or $Q 1$ array, with a subsequent loading to $P 3$ or $Q 3$ array as required. The updating works on a different indexing, $j$.


| ¢7： $2198 も \%$ | 88．7\％ | 9．0 | ¢ ${ }^{\circ}$ I | L\％ | LE＇7 | $87^{\circ} 0 \mathrm{~L}$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | I8． 1 I | 92.0 | $\angle 9^{\circ} \mathrm{I}$ | L\％ | $09 \cdot 8$ | 90．0］ |  |
| 67＊66才Ltz | 98.81 | I | L9 ${ }^{\text {I }}$ | ¢1 | $87^{\circ}$ | \＆2．LI |  |
| 67＊66才It | $98 \%$ I | I | L9 ${ }^{\text {I }}$ | 6 | 94． 1 | ¢ャ． 9 |  |
|  | （sdq门） |  | （zНゆ） <br> Коиәпbәдн <br> чวо碞 | $\begin{gathered} (\partial \not \subset \mathrm{GY}) \\ \text { əZ!̣ } \mathrm{NVY} \end{gathered}$ | （səұe．8Y GNVN） гセ！̣иәnbəS | $\begin{gathered} \text { (sәұе.s प UNVN) } \\ \text { [еио!̣еu!̣quo刀 } \end{gathered}$ |  |
|  | ио！̣ұъләшәŋ <br> шъәляяКәУ |  |  |  |  |  |  |
|  |  |  |  | еәль |  |  |

## Initialization

In order to trigger the parallel keystream generation algorithm, the initialization of key and IV needs to be done with additional care. The 3rd and 4th phase of key and IV setup (as described in [128, Section 2]) needs to be done for all $P 1, P 2, Q 1$ and $Q 2$. In this work, it is done by first running the key and IV setups for $P 1, Q 1$ arrays followed by a copying to $P 2$ and $Q 2$ respectively.


Figure 6.2: Pipeline structure for parallel keystream generation

## Pipeline structure

In addition to the parallel initialization structure, two parallel 4-stage ASIC pipelines are conceived to accommodate the parallel keystream generation algorithm. The self update and keystream generation phases are distributed in the 4 pipeline stages as shown in Figure 6.2. Though the key generation phase is much faster now, accomplishing within 3 pipeline stages, the self update process still spans the entire pipeline. However, since the write request in self update process accesses the array $Q 3$ (or $P 3$ ), the pipeline can accommodate a new iteration of self update in its first stage. Therefore, one iteration of self-update requires 3 cycles to complete. This ensures that one word of key is generated every 3 cycles.
\(\left.\begin{array}{|cl|}\hline Pipeline Stage \& Operation with Memory Partitioning <br>
\hline HC1 \& request Q 1_{odd}[j \boxminus 3], Q 1_{odd}[j \boxminus 511] <br>

\& request Q 1_{even}[j \boxminus 10], Q 1_{even}[j]\end{array}\right]\)| HCad $Q 1_{\text {odd }}[j \boxminus 3], Q 1_{\text {odd }}[j \boxminus 511]$ |  |
| :---: | :--- |
|  | read $Q 1_{\text {even }}[j \boxminus 10], Q 1_{\text {even }}[j] ;$ |
|  | request $Q 1_{\text {even }}[j \boxminus 12] ;$ |
|  | process $g 1, a d d ;$ write $Q 1_{\text {even }}[j]$ |
| HC3 | read $Q 1_{\text {even }}[j \boxminus 12] ;$ write $Q 3[j \boxminus 12]$ |

Table 6.6: Pipeline organization with odd-even memory partitioning

### 6.5.3 Odd-even memory partitioning

A careful study in the update part of the pipeline designed in Figure 6.2 reveals that the accesses to the memory $Q 1$ is a bottleneck, spreading the iteration over 3 pipeline stages. Thanks to our intuitive design, the access indices follow a pattern with alternate access to odd and even memory locations. This previous design decision is now leveraged by creating two memories from $Q 1$ namely, $Q 1 \_o d d$ and $Q 1 \_$even. This distribution allowed to squeeze the self update pipeline in 3 stages. The keystream generation still spreads over 3 pipeline stages. However, a new iteration can start in pipeline stage $H C 1$ when the current iteration is in pipeline stage $H C 3$. The operation distribution per pipeline stage for the update part is shown briefly in the above table.

As we could overlap the write access of the last pipeline stage with a new iteration starting at the first pipeline stage, the self update phase now takes 2 cycles per iteration. This strategy increases the keystream generation throughput to 1 word/ 2 cycles.

All the above design points are implemented in form of Verilog RTL and synthesized with Synopsys Design Compiler, Topographical mode, using a 65 nm technology library. The detailed results discussed so far are presented in Table 6.5. It is interesting to note that the split up of key generation and self updating, as done for parallel keystream generation also resulted into less combinational circuit. This happened due to the fact that the splitting avoided several combinational logic to be on the critical path, for which sim-
pler implementation could be synthesized. The memory partitioning approach resulted into little increase in the critical path because of the arithmetic operations now being performed in a single stage. For the same design point, a gain in sequential area is observed by avoiding several pipeline registers. The highest throughput for key stream generation in a software implementation is 6.19 Gbps (see Table 6.2). In comparison, the fastest implementation we could achieve is 22.88 Gbps , which is more than 3 times the fastest reported software implementation. The initialization task, combining key and IV set up together, is more than 2 times faster than the fastest reported software implementation. The results justify a closer look at the multi-core software implementation for HC-128 and/or deploying dedicated accelerator for HC-128 in heterogeneous embedded platforms.

### 6.6 Conclusion

In this chapter, we investigated different design points of a implementing HC128 stream cipher on contemporary as well as futuristic platforms. We have achieved significant throughput improvement compared to state-of-the-art systems for the keystream generation as well as for the initialization with novel parallelization strategies. The design points offer a variety of area and throughput options for hardware accelerator-based implementations.
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## Chapter

## Conclusion and Future Work

In this thesis, a detailed study have been performed on the design, analysis and implementation of HC-128 stream cipher. The study spanned from theoretical cryptanalysis to compact cipher implementation, covering side-channel cryptanalysis also in the journey. As discussed earlier, the primary reason of choosing HC-128 as the thesis topic was, because it was one of the few ciphers amongst 34 submissions of the eStream comptetition with no significant cryptanalytic results. Though the work carried out, does not break the cipher, it has definitely propelled interest in the cryptology community, which is evident by an increase in related publications subsequent to our initial work.

Note that the HC-128 cipher belongs to the genre of array based stream ciphers. Though many ciphers in this class have been analyzed critically and shown to have several vulnerabilities, HC-128 remained a strong exception. Through our work, we have shed light on the important structural features of HC-128, that may lead to realistic attacks in future.

### 7.1 Summary

After a brief introduction to cryptology and stream ciphers in Chapter 1, we described the HC-128 and HC-256 stream ciphers and enlisted the existing results on the two ciphers in Chapter 2.

In Chapter 3, we showed that if any one of the two internal state arrays of

HC-128 and just 2048 keystream words are known, one can construct the other state array completely in $2^{42}$ time complexity. In addition, one can recover the Key. This analysis reveals a structural weakness of the cipher and theoretically establishes some novel combinatorial properties of HC-128 keystream generation algorithm. Though this does not affect the actual security of the cipher, it is an interesting observation related to the the internal structure. In this chapter, we also propose a design modification of HC-128 that resists such halfstate exposure. We evaluate the performance of our new design in the eStream testing framework and compare the speed with that of actual HC-128.

In Chapter 4, we exploited linear approximation in the feedback functions $g_{1}, g_{2}$ of HC-128. There are three 32 -bit additions in each of these feedback functions. We reviewed the analysis of approximating the additions by bit-wise XOR operators, and thereby could extend the "least significant bit" based distinguisher (presented by the designer of the cipher) of HC-128 to other bits of the 32 -bit word. We also presented a new distinguisher by properly choosing pairs of five keystream word combinations from three consecutive blocks corresponding to only $P$ (or only $Q$ ) array. In this chapter, we also looked into the problem of state leakage in keystream. In [36], it has been observed that $\operatorname{Prob}\left(s_{j} \oplus s_{j+1}=P[j] \oplus P[j+1]\right) \approx 2^{-16}$, where $s_{j}, s_{j+1}$ are two consecutive keystream output words. We studied that in more detail and found a sharper association which gives twice the above probability.

In Chapter 5 we showed how the cache analysis of HC-256 [130] can be extended to HC-128 and how the differential fault analysis of HC-128 [64] can be extended to HC-256. The first attack led to half state recovery of HC-128 and when combined with the differential fault analysis can lead to the full state recovery and key recovery of HC-128. With the second attack, we have been able to perform partial state recovery of HC-256. Our findings show that the side channel vulnerability for a particular implementation of a cipher may percolate to its variants also, albeit in a different degree. This vulnerability is still exploitable through refinement of the attack vectors. So, while selecting a cipher variant to thwart side channel vulnerabilities, one must exercise extra caution.

In Chapter 6, we studied efficient hardware implementation of HC-128 on different platforms. Advancement of VLSI technology (particularly, embed-
ded processors) have removed the boundary between software and hardware. Irrespective of the fact that $\mathrm{HC}-128$ is a software stream cipher, it is has thus become important to analyze the hardware design parameters of HC-128 which happens to be the fastest software stream cipher of eStream. After a review of the implementation of HC-128 on general purpose CPU, we studied the implementation in several embedded processors and on a state-of-the-art customizable processor. Further, we present detailed ASIC implementation of HC-128 that can be included as a module in a cryptographic co-processor. We also proposed novel parallelization strategies both in terms of key/IV set-up and keystream generation. These efforts yielded more than 3 times throughput improvement compared to the fastest software speed reported in eStream. Our strategies can completely hide the initialization latency by employing a multi-session HC-128 execution. In short, the analysis in this chapter served two major purposes towards the deployment of HC-128 stream cipher. First, it reported several novel and generic performance improvement strategies for HC128. Second, several design points were explored ranging from customizable co-processor to fully dedicated hardware accelerators.

### 7.2 Future works and open problems

Research is a never-ending journey. A thesis attempts to solve some open problems and in the process creates more open problems than it started with. This thesis is no exception. Here we list the most important ones amongst the possible future extensions of our work and the new problems that our work has opened up.

In the work on internal state in Chapter 3, we showed that half the internal state leaks the other half of the internal state and thus in turn leaks the entire state. A possible generalization could be the case where instead of half if we know only $\alpha$ fraction of the internal state. What fraction $\beta$ (as a function of $\alpha$ ) of the total internal state can be inferred from this. This is very hard and non-trivial. Another caveat of our work is that we assumed the known half-state to be either the entire $P$ array or the entire $Q$ array. What if we know half of the internal state, but partly from $P$ and partly from $Q$ ? This is also an interesting open problem. In this chapter, we also argued why our
strategy of half-state to full-state expansion cannot be extended to HC-256. However, there could be other strategies that might expand $\gamma$-fraction of the internal state of HC-256 to $\delta(>\gamma)$-fraction of its state. Investigating such strategies is also important in the anaylsis of HC series of ciphers.

In Chapter 4, we have discovered few new but weak distinguishers (not of practical complexity). An obvious question is: can we have stronger distinguishers? Moreover, we proved some correlations between state and keystream. So another related open problem is: can this state-leakage or any other undiscovered form of state-leakage be used to mount a (full or partial) state-recovery attack on HC-128? Similar questions can be asked for HC-256 as well.

Two interesting future works that naturally arise from the side channel analysis of Chapter 5 are as follows:

1. Can the cache analysis alone lead to full state recovery of HC-128?
2. Can the differential fault attack alone be used to mount full state recovery of HC-256?

Apart from these, one may also look into alternative fault model. For example, we have assumed that the location of the fault is known for HC-256. A stronger model may work with faults at unknown location.

The speed achieved in the hardware designs attempted in Chapter 6 is not very enthusiastic compared to general purpose processors. However, once the cipher is widely deployed in commercial domain, one may like to use it on low end hand-held devices. Work in this direction has been reported earlier for embedded micro-controllers [87] and wireless sensor networks. Once HC-128 becomes more popular, one may try to achieve higher speed for the key-stream generation. Given the overheads of general purpose processors, it is clear that one can always obtain further speed-up using application specific hardware accelerator and such a design of HC-128 may efficiently be used in a cryptographic co-processor. This gives rise to a wide area of open research - not only for increasing throughput, but also in terms of other performance parameters, like reducing the gate count, power minimization, etc. In addition, it will be interesting to explore the application of these parallelization techniques to other stream ciphers. Alternatively, it is necessary to check the functionality
of the light weight forms of HC-256 and HC-128 and their resiliency in the current scenario of resource constrained environment.

### 7.3 Final words

The HC series of stream ciphers have been in the horizon for close to a decade.
This thesis marks culmination of five years of dedicated research on the cipher. It appears that the designer has taken care of resistance against practical attacks. However, cryptography and cryptanalysis are always at arm's race and we never know what is coming up next.
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