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## Chapter 1

## Introduction

In recent years, there has been a wide variety of work on random reinforcement models of various kinds [26, 55, 47, 41, [5, 34, 48, 54, 14, 22, 25, 23, 44, 20, 17]. Urn models form an important class of random reinforcement models, with numerous applications in engineering and informatics [60, 42, 50] and bioscience [19, 30, 31, 5, 44]. In recent years there have been several works on different kinds of urn models and their generalizations [41, 5, 34, 14, 25, 23, 45, 20, 44, 17]. For occupancy urn models, where one considers recursive addition of balls into finite or infinite number of boxes, there are some works which introduce models with infinitely many colors, typically represented by the boxes [29, 37, 39].

As observed in [51], the earliest mentions of urn models are in the post-Renaissance period in the works of Huygen, de Moivre, Laplace and other noted mathematicians and scientists. The rigorous study of urn models began with the seminal work of Pólya [57, [56], where he introduced the model to study the spread of infectious diseases. We will refer to this model as the classical Pólya urn model. Since then, various types of urn schemes with finitely many colors have been widely studied in literature [36, 35, 3, 4, 53, 38, 40, 41, 5, 34, 14, 15, 25, 18, 17]. See [54] for an extensive survey of the known results. However, other than the classical work by Blackwell and MacQueen [13], there has not been much development of infinite color generalization of the Pólya urn scheme. In this thesis, we introduce and analyze a new Pólya type urn scheme with countably infinite number of colors.

### 1.1 Model description

A generalized Pólya urn model with finitely many colors can be described as follows:

Consider an urn containing finitely many balls of different colors. At any time $n \geq 1$, a ball is selected uniformly at random from the urn, the color of the selected ball is noted, the selected ball is returned to the urn along with a set of balls of various colors which may depend on the color of the selected ball.

The goal is to study the asymptotic properties of the configuration of the urn. Suppose there are $K \geq 1$, different colors and we denote the configuration of the urn at time $n$ by $U_{n}=$ $\left(U_{n, 1}, U_{n, 2} \ldots, U_{n, K}\right)$, where $U_{n, j}$ denotes the number of balls of color $j, 1 \leq j \leq K$. The dynamics of the urn model depend on the replacement policy. The replacement policy can be described by a $K \times K$ matrix, say $R$ with non negative entries. The $(i, j)$-th entry of $R$ is the number of balls of color $j$ which are to be added to the urn if the selected color is $i$. In literature, $R$ is termed as the replacement matrix. Let $Z_{n}$ denote the random color of the ball selected at the $(n+1)$-th draw. The dynamics of the model can then be written as

$$
\begin{equation*}
U_{n+1}=U_{n}+R_{Z_{n}} \tag{1.1.1}
\end{equation*}
$$

where $R_{Z_{n}}$ is the $Z_{n}$-th row of the replacement matrix $R$.
A replacement matrix is said to be balanced, if the row sums are constant. In this case, after every draw a constant number of balls are added to the urn. For such an urn, a standard technique is to divide each entry of the replacement matrix by the constant row sum, thus without loss of generality, one may assume that the row sums are all 1 , that is, the replacement matrix is a stochastic matrix. In that case, it is also customary to assume $U_{0}$ to be a probability distribution on the set of colors, which is to be interpreted as the probability distribution of the selected color of the first ball drawn from the urn. Note that, in this case the entries of $U_{n}=\left(U_{n, 1}, U_{n, 2} \ldots, U_{n, K}\right)$ are no longer the number of balls of different colors, instead the entries of $U_{n} /(n+1)$ are the proportion of balls of different colors. We will refer to it as the (random) configuration of the urn. It is useful to note here that the random probability mass
function $U_{n} /(n+1)$ represents the probability distribution of the random color of the $(n+1)$-th selected ball given the $n$-th configuration of the urn. In other words, if $Z_{n}$ is the color of the ball selected at the $(n+1)$-th draw, then,

$$
\begin{equation*}
\mathbb{P}\left(Z_{n}=i \mid U_{0}, U_{1}, \ldots, U_{n}\right)=\frac{U_{n, i}}{n+1}, \quad 1 \leq i \leq K . \tag{1.1.2}
\end{equation*}
$$

Since $R$ is a stochastic matrix and $U_{0}$ a probability distribution on the set of colors, we can now consider a Markov chain on the set of colors with transition matrix $R$ and initial distribution $U_{0}$. We call such a chain, a chain associated with the urn model and vice-versa. In other words, given a balanced urn model we can associate with it a Markov chain on the set of colors and conversely, given a Markov chain there is an associated urn model with colors indexed by the state space.

### 1.1.1 Urn models with infinitely many colors

The above formulation can now be easily generalized for infinitely many colors. Let the colors be indexed by a finite or countably infinite set $S$, and the replacement matrix $R$, be a stochastic matrix suitably indexed by $S$. Let $U_{n}:=\left(U_{n, v}\right)_{v \in S} \in[0, \infty)^{S}$, where $U_{n, v}$ is the weight of the $v$-th color in the urn after $n$-th draw. In other words,

$$
\begin{equation*}
\mathbb{P}\left((n+1) \text {-th selected ball has color } v \mid U_{n}, U_{n-1}, \cdots, U_{0}\right) \propto U_{n, v}, v \in S . \tag{1.1.3}
\end{equation*}
$$

Starting with $U_{0}$ as a probability vector, the dynamics of $\left(U_{n}\right)_{n \geq 0}$ is defined through the following recursion

$$
\begin{equation*}
U_{n+1}=U_{n}+\chi_{n+1} R \tag{1.1.4}
\end{equation*}
$$

where $\chi_{n+1}=\left(\chi_{n+1, v}\right)_{v \in S}$ is such that $\chi_{n+1, Z_{n}}=1$ and $\chi_{n+1, u}=0$ if $u \neq Z_{n}$, where $Z_{n}$ is the random color chosen from the configuration $U_{n}$. In other words,

$$
U_{n+1}=U_{n}+R_{Z_{n}}
$$

where $R_{Z_{n}}$ is the $Z_{n}$-th row of the matrix $R$.
It is important to note here that in general $U_{n, v}$ is not necessarily an integer. When $S$ is
infinite, $U_{n, v}$ can be made an integer after suitable multiplication only for certain restrictive cases. One such case is when each row of $R$ is finitely supported with all entries rational. However, as discussed in Section 1.1, $U_{n} /(n+1)$ will always denote the proportion of balls of various colors.

When $S$ is infinite we will call such a process an urn model with infinitely many colors. The associated Markov chain is on the state space $S$, with transition probability matrix $R$ and initial distribution $U_{0}$. As observed in the finite color case, in general, the random probability mass function $U_{n} /(n+1)$ represents the probability distribution of the random color of the ( $n+1$ )-th selected ball given the $n$-th configuration of the urn. Recall that $Z_{n}$ denotes the $(n+1)$-th selected color. Thus for any $v \in S$,

$$
\begin{equation*}
\mathbb{P}\left(Z_{n}=v \mid U_{n}, U_{n-1}, \cdots, U_{0}\right)=\frac{U_{n, v}}{n+1}, \tag{1.1.5}
\end{equation*}
$$

which implies

$$
\begin{equation*}
\mathbb{P}\left(Z_{n}=v\right)=\frac{\mathbb{E}\left[U_{n, v}\right]}{n+1} \tag{1.1.6}
\end{equation*}
$$

In other words, the distribution of $Z_{n}$ is given by the expected proportion of the colors at time $n$. It is worthwhile to note here, (1.1.3) and (1.1.4) imply that $\left(\frac{U_{n}}{n+1}\right)_{n \geq 0}$ is a time inhomogeneous Markov chain with state space as the set of all probability measures on $S$.

It is to be noted here, that we write all vectors as row vectors, unless otherwise stated.

### 1.2 Motivation

Our main motivations to study such a process have been twofold. It is known in the literature [38, 40, 14, 15, 25], that the asymptotic properties of a finite color urn depend on the qualitative properties of the underlying Markov chain. For example, for an irreducible aperiodic chain with $K$ colors, it is shown in [38, 40] that, as $n \rightarrow \infty$,

$$
\begin{equation*}
\frac{U_{n, j}}{n+1} \longrightarrow \pi_{j} \text { a.s. } \tag{1.2.1}
\end{equation*}
$$

for all $1 \leq j \leq K$, where $\pi=\left(\pi_{j}\right)_{1 \leq j \leq K}$ is the unique stationary distribution of the associated Markov chain. It is also known [40, 41] that if the chain is reducible and $j$ is a transient state then, as $n \rightarrow \infty$,

$$
\begin{equation*}
\frac{U_{n, j}}{n+1} \longrightarrow 0 \text { a.s. } \tag{1.2.2}
\end{equation*}
$$

Further non-trivial scalings have been derived for the reducible case [40, 41, [14, 15, 25]. So one may conclude that asymptotic properties of an urn model depend on the recurrence/transience of the underlying states. We want to investigate this relation when there are infinitely many colors. In [7], we studied the infinite color model, with colors indexed by $\mathbb{Z}^{d}$, where $R$ is the transition matrix of a bounded increment random walk on $\mathbb{Z}^{d}$. The bounded increment random walks on $\mathbb{Z}^{d}$, is a rich class of examples of Markov chains on infinite states covering both the transient and null recurrent cases. Needless to state, that for the finite color case, the associated Markov chain can posses no null recurrent state. As we shall see later, our study will indicate a significantly different phenomenon for the infinite color urn models associated with the bounded increment random walks on $\mathbb{Z}^{d}$. In fact, we shall show that the asymptotic configuration is approximately Gaussian, irrespective of whether the underlying walk is transient or recurrent.

Another motivation comes from the work of Blackwell and MacQueen [13], where the authors introduced a possibly infinite color generalization of the Pólya urn scheme. In fact, their generalization even allowed uncountably many colors; the set of colors typically taken as some Polish space. The model then describes a process whose limiting distribution is the Ferguson distribution [12, 13], also known as the Dirichlet process prior in the Bayesian statistics literature [33]. The replacement mechanism in [13] is a simple diagonal scheme, that is, it reinforces only the chosen color. As in the classical finite color Pólya urn scheme, where $R$ is the identity matrix, this leads to exchangeable sequence of colors. We complement the work of [13], by considering replacement mechanisms with non-zero off-diagonal entries. We would like to point out that due to the presence of off-diagonal entries in the replacement matrix, our models do not exhibit exchangeability and hence the techniques used to study our model are entirely different and new. We will present a coupling of the urn model with the associated Markov chain, which will be our most effective method in analyzing the urn models introduced in this work.

### 1.2.1 A simple but useful example

We present a simple example to motivate the study of urn models with infinitely many colors. Let the colors be indexed by $\mathbb{N} \cup\{0\}$, and $U_{0}=\delta_{0}$. The replacement matrix $R$ is given by

$$
R(i, j)= \begin{cases}1 & \text { if } j=i+1 \text { for all } i, j \in \mathbb{N} \cup\{0\}  \tag{1.2.3}\\ 0 & \text { otherwise }\end{cases}
$$

Note that $R$ has non-zero off diagonal entries. Since $R$ is given by (1.2.3), after every draw a new color is introduced with positive probability. Hence, even though the urn contains only finitely many colors after every draw, we require to index the set of colors by the infinite set $\mathbb{N} \cup\{0\}$, to define the process.

The associated Markov chain $\left(X_{n}\right)_{n \geq 0}$ on the state space $\mathbb{N} \cup\{0\}$, with transition matrix $R$ given by 1.2 .3 , is a deterministic chain always moving one step to the right. Therefore, we call this Markov chain the right shift and the corresponding urn process $\left(U_{n}\right)_{n \geq 0}$ as the urn model associated with the right shift. Note that, the right shift is trivially a transient chain.

Theorem 1.2.1. Consider an urn model $\left(U_{n}\right)_{n \geq 0}$ associated with the right shift, such that the process starts with a single ball of color 0 . If $Z_{n}$ denotes the $(n+1)$-th selected color then, as $n \rightarrow \infty$,

$$
\begin{equation*}
\frac{Z_{n}-\log n}{\sqrt{\log n}} \Rightarrow N(0,1) \tag{1.2.4}
\end{equation*}
$$

To prove Theorem 1.2.1 we use the following lemma.
Lemma 1.2.1. Let $\left(I_{j}\right)_{j \geq 1}$ be a sequence of independent Bernoulli random variables with $\mathbb{E}\left[I_{j}\right]=\frac{1}{j+1}, j \geq 1$. If $\tau_{n}=\sum_{j=1}^{n} I_{j}$, and $\tau_{0} \equiv 0$, then as $n \rightarrow \infty$,

$$
\begin{equation*}
\frac{\tau_{n}-\log n}{\sqrt{\log n}} \Rightarrow N(0,1) \tag{1.2.5}
\end{equation*}
$$

Proof. $\mathbb{E}\left[\tau_{n}\right]=\sum_{j=1}^{n} \mathbb{E}\left[I_{j}\right]=\sum_{j=1}^{n} \frac{1}{j+1}$. Therefore,

$$
\begin{equation*}
\mathbb{E}\left[\tau_{n}\right] \sim \log n, \text { as } n \rightarrow \infty \tag{1.2.6}
\end{equation*}
$$

where for any two sequences $\left(a_{n}\right)_{n \geq 1}$ and $\left(b_{n}\right)_{n \geq 1}$ of positive real numbers, we write $a_{n} \sim b_{n}$ to denote $\lim _{n \rightarrow \infty} \frac{a_{n}}{b_{n}}=1$.

Similar calculations show that

$$
\begin{equation*}
s_{n}^{2}=\operatorname{Var}\left(\tau_{n}\right)=\sum_{j=1}^{n} \frac{1}{j+1}-\frac{1}{(j+1)^{2}} \sim \log n, \text { as } n \rightarrow \infty \tag{1.2.7}
\end{equation*}
$$

Since $I_{j}$ can possibly take only two values, namely 0 , and 1 , so for any $\epsilon>0$, we have

$$
\frac{1}{s_{n}^{2}} \sum_{j=1}^{n} \mathbb{E}\left[\left|I_{j}-\frac{1}{j+1}\right|^{2} 1_{\left\{\left|I_{j}-\frac{1}{j+1}\right|>\epsilon s_{n}\right\}}\right] \rightarrow 0, \text { as } n \rightarrow \infty
$$

Therefore, the Lindeberg-Feller Central Limit theorem (see page 129 of [28]) implies that as $n \rightarrow \infty$,

$$
\begin{equation*}
\frac{\tau_{n}-\mathbb{E}\left[\tau_{n}\right]}{\sqrt{\log n}} \Rightarrow N(0,1) \tag{1.2.8}
\end{equation*}
$$

since the variance of $\tau_{n}$ is given by (1.2.7). Observe that,

$$
\frac{\tau_{n}-\log n}{\sqrt{\log n}}=\frac{\tau_{n}-\mathbb{E}\left[\tau_{n}\right]}{\sqrt{\log n}}+\frac{\mathbb{E}\left[\tau_{n}\right]-\log n}{\sqrt{\log n}}
$$

It is easy to see that $\mathbb{E}\left[\tau_{n}\right]-\log n=\sum_{j=1}^{n} \frac{1}{j+1}-\log n \longrightarrow \gamma-1$, as $n \rightarrow \infty$, where $\gamma$ is the Euler's constant (see page 192 of [2]). Therefore, from (1.2.8) and Slutsky's theorem (see page 105 of [28]), we get as $n \rightarrow \infty$,

$$
\begin{equation*}
\frac{\tau_{n}-\log n}{\sqrt{\log n}} \Rightarrow N(0,1) \tag{1.2.9}
\end{equation*}
$$

Proof of Theorem (1.2.1). As observed earlier in (1.1.6), we know that

$$
\begin{equation*}
\mathbb{P}\left(Z_{n}=v\right)=\frac{\mathbb{E}\left[U_{n, v}\right]}{n+1} \tag{1.2.10}
\end{equation*}
$$

Therefore, the moment generating function $\mathbb{E}\left[e^{\lambda Z_{n}}\right]$ for $Z_{n}$ is given by

$$
\begin{equation*}
\frac{1}{n+1} \sum_{j \in \mathbb{N} \cup\{0\}} \mathbb{E}\left[U_{n, j}\right] e^{\lambda j}, \text { for } \lambda \in \mathbb{R} \tag{1.2.11}
\end{equation*}
$$

For every $\lambda \in \mathbb{R}$, let $x(\lambda)=\left(e^{\lambda j}\right)_{j \in \mathbb{N} \cup\{0\}}^{T}$. It is easy to see that $e^{\lambda}$ and $x(\lambda)$ satisfy

$$
R x(\lambda)=e^{\lambda} x(\lambda),
$$

where the equality holds coordiante-wise. Define the vector scalar product

$$
\begin{equation*}
U_{n} x(\lambda)=\sum_{j \in \mathbb{N} \cup\{0\}} U_{n, j} e^{\lambda j} \tag{1.2.12}
\end{equation*}
$$

From (1.1.4) and 1.1.6, we know that

$$
\mathbb{E}\left[\chi_{n} \mid U_{n-1}\right]=\frac{U_{n-1}}{n}
$$

Therefore, it follows that

$$
\mathbb{E}\left[U_{n} x(\lambda) \mid U_{n-1}\right]=\left(1+\frac{e^{\lambda}}{n}\right) U_{n-1} x(\lambda)
$$

This implies,

$$
\frac{1}{n+1} \mathbb{E}\left[U_{n} x(\lambda)\right]=\frac{1}{n+1} \sum_{j \in \mathbb{N} \cup\{0\}} \mathbb{E}\left[U_{n, j}\right] e^{\lambda j}=\frac{1}{n+1}\left(1+\frac{e^{\lambda}}{n}\right) \mathbb{E}\left[U_{n-1}\right] x(\lambda)
$$

Repeating the same iteration, we obtain

$$
\begin{align*}
\frac{1}{n+1} \mathbb{E}\left[U_{n} x(\lambda)\right] & =\frac{1}{n+1} \prod_{j=1}^{n}\left(1+\frac{e^{\lambda}}{j}\right) \\
& =\prod_{j=1}^{n+1}\left(1-\frac{1}{j+1}+\frac{e^{\lambda}}{j+1}\right) \tag{1.2.13}
\end{align*}
$$

Observe that the right hand side of (1.2.13) gives the moment generating function of $\tau_{n}$, where $\tau_{n}$ is as in Lemma 1.2.1. Note that $\tau_{n}$ is a non-negative random variable for every $n \geq 0$. Therefore, from Theorem 1 on page 430 of [32] it follows that for all $n \geq 0$,

$$
\begin{equation*}
Z_{n} \stackrel{d}{=} \tau_{n} \tag{1.2.14}
\end{equation*}
$$

where for any two random variables $X$ and $Y$, the notation $X \stackrel{d}{=} Y$ denotes that $X$ and $Y$ have the same distribution. Hence (1.2.5) implies (1.2.4). This completes the proof.

Later, in Chapters 2 and 5, we will further improve the representation 1.2.14) for urn models with general replacement matrices. This representation is new and will serve as the key tool in deriving the asymptotic properties of the urns with more general replacement matrices.

### 1.3 Outline and brief sketch of the results

The rest of this work is broadly divided into five chapters. The first three chapters, Chapters 2. 3 and 4 discuss the various asymptotic properties of the urn models associated with bounded increment random walks on $\mathbb{Z}^{d}$. Chapters 5 and 6 consider urn models with general replacement matrices.

### 1.3.1 Central limit theorems for the urn models associated with random walks

Based on [7] and [8], in Chapter 2] we study an urn process when $S=\mathbb{Z}^{d}$, and $R$ is the transition matrix of a bounded increment random walk on $\mathbb{Z}^{d}$. This is a novel generalization of the Pólya urn scheme, which combines perhaps the two most classical models in probability theory, namely the urn model and the random walk. We prove central limit theorems for the random color of the $n$-th selected ball and show that, irrespective of the null recurrent or transient behavior of the underlying random walks, the asymptotic distribution is Gaussian after appropriate centering and scaling. In fact, we show that the order of any non-zero centering is always $\mathcal{O}(\log n)$ and the scaling is $\mathcal{O}(\sqrt{\log n})$. In this chapter, we also prove Berry-Essen type bounds and show that the rate of convergence of the central limit theorem is of the order $\mathcal{O}\left(\frac{1}{\sqrt{\log n}}\right)$.

### 1.3.2 Local limit theorems for the urn models associated with random walks

In Chapter 3, we further consider urn models associated with bounded increment random walks on $\mathbb{Z}^{d}$. In this chapter, we obtain finer asymptotes for the distribution of the randomly selected color. We derive the local limit theorems for the probability mass function of the randomly selected color, [7].

### 1.3.3 Large deviation principle for the urn models associated with random walks

Based on [8], in Chapter 4 , we study further asymptotic properties of urn models associated with bounded increment random walks on $\mathbb{Z}^{d}$. Here, we show that for the expected configuration a large deviation principle (LDP) holds with a good rate function and speed $\log n$. Moreover, we prove that the rate function is the same as the rate function for the large deviation of the random
walk sampled at random stopping times, where the stopping times follow Poisson distribution with mean 1.

### 1.3.4 Representation theorem

In Chapter 5 we consider general urn models. Here $S$ may be any countable set and the replacement matrix $R$ is any stochastic matrix suitably indexed by $S$. For this model, we present a representation theorem (see Theorem 5.1.1], [6]. This theorem provides a coupling of the marginal distribution of the randomly selected color with the associated Markov chain, sampled at independent, but random times. We show some immediate applications of the representation theorem by rederiving a few known results for finite color urn models.

### 1.3.5 General replacement matrices

In Chapter6, based on [6], we consider urn models with infinite but countably many colors and general replacement matrices. In this chapter, we consider several different types of general replacement matrices and apply the representation theorem to deduce the asymptotic properties of the corresponding urn models. In Section 6.1, we consider an urn model with an irreducible, aperiodic $R$. If $R$ is positive recurrent, with a stationary distribution $\pi$, then we show that the distribution of the randomly selected color converges to $\pi$. In Sections 6.2 and 6.3 , we further generalize the model studied in Chapter2. Here, we study urn models associated with general random walks, not necessarily with bounded increments, and derive the central limit theorem for the randomly selected color.

### 1.4 Notations

We mostly follow notations and conventions that are standard in the literature of urn models. For the sake of completeness, we provide a list below.

- As mentioned earlier, for any two sequences $\left(a_{n}\right)_{n \geq 1}$ and $\left(b_{n}\right)_{n \geq 1}$ of positive real numbers, we will write $a_{n} \sim b_{n}$, if $\lim _{n \rightarrow \infty} \frac{a_{n}}{b_{n}}=1$.
- As mentioned earlier, all vectors are written as row vectors, unless otherwise stated. For $x \in \mathbb{R}^{d}$, we write $x=\left(x^{(1)}, x^{(2)}, \ldots, x^{(d)}\right)$ where $x^{(i)}$ denotes the $i^{\text {th }}$ coordinate. The infinite dimensional vectors are written as $y=\left(y_{j}\right)_{j \in \mathcal{J}}$ where $y_{j}$ is the $j^{\text {th }}$ coordinate and $\mathcal{J}$ is the indexing set. To be consistent, column vectors are denoted by $x^{T}$, where $x$ is a row vector.
- For any vector $x, x^{2}$ will denote a vector with the coordinates squared. That is, if $x=\left(x_{j}\right)_{j \in \mathcal{J}}$ for some indexing set $\mathcal{J}$, then

$$
x^{2}=\left(x_{j}^{2}\right)_{j \in \mathcal{J}} .
$$

- The inner product of any two row vectors $x$ and $y$ is denoted by $\langle x, y\rangle$.
- The symbol $\mathbb{I}_{d}$ will denote the $d \times d$ identity matrix.
- By $N_{d}(\mu, \Sigma)$ we denote the $d$-dimensional Gaussian distribution with mean vector $\mu \in \mathbb{R}^{d}$, and variance-covariance matrix $\Sigma$. For $d=1$, we simply write $N\left(\mu, \sigma^{2}\right)$, where $\sigma^{2}>0$.
- The standard Gaussian measure on $\mathbb{R}^{d}$ will be denoted by $\Phi_{d}$. Its density $\phi_{d}$ is given by

$$
\phi_{d}(x):=\frac{1}{(2 \pi)^{d / 2}} e^{-\frac{\|x\|^{2}}{2}}, x \in \mathbb{R}^{d} .
$$

For $d=1$, we will simply write $\Phi$ for the standard Gaussian measure on $\mathbb{R}$ and $\phi$ for its density.

- The symbol $\Rightarrow$ will denote weak convergence of probability measures.
- The symbol $\xrightarrow{p}$ will denote convergence in probability.
- For any two random variables/vectors $X$ and $Y$, we will write $X \stackrel{d}{=} Y$, to denote that $X$ and $Y$ have the same distribution.


## Chapter 2

## Central limit theorems for the urn models associated with random walks ${ }^{11}$

The main focus in this chapter is to study the urn models associated with bounded increment random walks on $\mathbb{Z}^{d}, d \geq 1$. Urn models associated with more general random walks are discussed in Section 6.2 of Chapter 6. Here, we derive the central limit theorems for the randomly selected colors, and its rate of convergence. In Section 2.4 , we will further generalize the model when the associated random walk takes values in general $d$-dimensional discrete lattices.

Let $\left(Y_{j}\right)_{j \geq 1}$ be i.i.d. random vectors taking values in $\mathbb{Z}^{d}$ with probability mass function $p(u):=\mathbb{P}\left(Y_{1}=u\right), u \in \mathbb{Z}^{d}$. We assume that the distribution of $Y_{1}$ is bounded, that is there exists a non-empty finite subset $B \subset \mathbb{Z}^{d}$, such that $p(u)=0$ for all $u \notin B$. We shall always write

$$
\begin{align*}
\mu & :=\mathbb{E}\left[Y_{1}\right] \\
\Sigma=\left(\left(\sigma_{i j}\right)\right)_{1 \leq i, j \leq d} & :=\mathbb{E}\left[Y_{1}^{T} Y_{1}\right]  \tag{2.0.1}\\
e(\lambda) & :=\mathbb{E}\left[e^{\left\langle\lambda, Y_{1}\right\rangle}\right], \lambda \in \mathbb{R}^{d} .
\end{align*}
$$

It is easy to see that $\Sigma$ is a positive semi definite matrix, that is, for all $a \in \mathbb{R}^{d}$,

$$
a \Sigma a^{T}=\mathbb{E}\left[\left(a Y_{1}^{T}\right)^{2}\right] \geq 0
$$

[^0]Observe that

$$
\Sigma=D+\mu \mu^{T}
$$

where $D$ is the the variance-covariance matrix of $Y_{1}$.
In this chapter, we assume that $\Sigma$ is positive definite. This will hold, if and only if, the set $B$ contains $d$ linearly independent vectors. Later, in Section6.2 we will relax the assumption that $\Sigma$ is positive definite. The matrix $\Sigma^{1 / 2}$ will denote the unique positive definite square root of $\Sigma$, that is, $\Sigma^{1 / 2}$ is a positive definite matrix such that $\Sigma=\Sigma^{1 / 2} \Sigma^{1 / 2}$. When the dimension $d=1$, we will denote the mean and second moment (and not the variance) of $Y_{1}$ simply by $\mu$ and $\sigma^{2}$ respectively, that is

$$
\begin{align*}
\mu & :=\mathbb{E}\left[Y_{1}\right]  \tag{2.0.2}\\
\sigma^{2} & :=\mathbb{E}\left[Y_{1}^{2}\right] .
\end{align*}
$$

In that case we assume $\sigma^{2}>0$.
Let $S_{n}:=Y_{0}+Y_{1}+\cdots+Y_{n}, n \geq 0$, be the random walk on $\mathbb{Z}^{d}$ starting at $Y_{0}$ and with increments $\left(Y_{j}\right)_{j \geq 1}$ which are independent. Needless to say, that $\left(S_{n}\right)_{n \geq 0}$ is a Markov chain, with initial distribution given by the distribution of $Y_{0}$ and the transition matrix

$$
\begin{equation*}
R:=((p(v-u)))_{u, v \in \mathbb{Z}^{d}} \tag{2.0.3}
\end{equation*}
$$

For the rest of this chapter, we consider the urn process $\left(U_{n}\right)_{n \geq 0}$, with replacement matrix given by 2.0 .3 ). Since the associated Markov chain is a random walk, we will call the urn process as the urn process associated with a bounded increment random walk. The urn model associated with the right shift as discussed in Subsection 1.2.1 of Chapter 1, is an example of an urn model associated with a bounded increment random walk, which as discussed earlier, is a deterministic walk always moving one step to the right.

We would like to note here that this model is a further generalization of a subclass of models studied in [20], namely the class of linearly reinforced models. In [20], the authors prove that for such models the number of balls of each color grows to infinity. As we will see in the next section, our results will not only show that the number of balls of each color grows to infinity, but will also provide the exact rates of their growths.

### 2.1 Central limit theorem for the expected configuration

We present in this subsection the central limit theorem for the randomly selected color, [7]. The centering and scaling of the central limit theorem (Theorem 2.1.1) are of the order $\mathcal{O}(\log n)$ and $\mathcal{O}(\sqrt{\log n})$ respectively. Such centering and scalings are available because the marginal distribution of the randomly selected color behaves like that of a delayed random walk, where the delay is of the order $\mathcal{O}(\log n)$, see Theorem 2.1.2.

For simplicity, in Sections 2.1 and 2.2 we will assume that the initial configuration of the urn consists of a single ball of color 0 , that is, $U_{0}=\delta_{0}$. We will see at the end of Section 2.2 (Remark 2.2.1) that this assumption can be easily removed.

Theorem 2.1.1. Let $\bar{\Lambda}_{n}$ be the probability measure on $\mathbb{R}^{d}$ corresponding to the probability vector $\left(\frac{\mathbb{E}\left[U_{n, v}\right]}{n+1}\right)_{v \in \mathbb{Z}^{d}}$, and let

$$
\bar{\Lambda}_{n}^{c s}(A):=\bar{\Lambda}_{n}\left(\sqrt{\log n} A \Sigma^{1 / 2}+\mu \log n\right)
$$

where $A$ is a Borel subset of $\mathbb{R}^{d}$. Then, as $n \rightarrow \infty$,

$$
\begin{equation*}
\bar{\Lambda}_{n}^{c s} \Rightarrow \Phi_{d} \tag{2.1.1}
\end{equation*}
$$

If $Z_{n}$ denotes the $(n+1)$-th selected color then, its probability mass function is given by $\left(\frac{\mathbb{E}\left[U_{n, v}\right]}{n+1}\right)_{v \in \mathbb{Z}^{d}}$. Thus $\bar{\Lambda}_{n}$ is the probability distribution of $Z_{n}$, and $\bar{\Lambda}_{n}^{c s}$ is the distribution of the scaled and centered random vector $\frac{Z_{n}-\mu \log n}{\sqrt{\log n}}$. So the following result is a restatement of 2.1.1). Corollary 2.1.1. Consider the urn model associated with the random walk $\left(S_{n}\right)_{n \geq 0}$ on $\mathbb{Z}^{d}, d \geq$ 1 , then as $n \rightarrow \infty$,

$$
\begin{equation*}
\frac{Z_{n}-\mu \log n}{\sqrt{\log n}} \Rightarrow N_{d}(0, \Sigma) \tag{2.1.2}
\end{equation*}
$$

We begin by constructing a martingale which we will be need in the proof of Theorem 2.1.1
Define $\Pi_{n}(z)=\prod_{j=1}^{n}\left(1+\frac{z}{j}\right)$ for $z \in \mathbb{C}$. It is known from Euler product formula for gamma function, which is also referred to as Gauss' formula (see page 178 of [21]), that

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{\Pi_{n}(z)}{n^{z}} \Gamma(z+1)=1 \tag{2.1.3}
\end{equation*}
$$

where the convergence is uniform on compact subsets of $\mathbb{C} \backslash\{-1,-2, \ldots\}$.
Recall for every $\lambda \in \mathbb{R}^{d}, e(\lambda):=\sum_{v \in B} e^{\langle\lambda, v\rangle} p(v)$ is the moment generating function of $Y_{1}$. Define $x(\lambda):=\left(e^{\langle\lambda, v\rangle}\right)_{v \in \mathbb{Z}^{d}}^{T}$. It is easy to see that

$$
R x(\lambda)=e(\lambda) x(\lambda)
$$

where the equality holds coordinate-wise.
Let $\mathcal{F}_{n}=\sigma\left(U_{j}: 0 \leq j \leq n\right), n \geq 0$, be the natural filtration. Define

$$
\bar{M}_{n}(\lambda):=\frac{U_{n} x(\lambda)}{\Pi_{n}(e(\lambda))} .
$$

From the fundamental recursion (1.1.4), we get,

$$
U_{n+1} x(\lambda)=U_{n} x(\lambda)+\chi_{n+1} R x(\lambda) .
$$

Thus,

$$
\mathbb{E}\left[U_{n+1} x(\lambda) \mid \mathcal{F}_{n}\right]=U_{n} x(\lambda)+e(\lambda) \mathbb{E}\left[\chi_{n+1} x(\lambda) \mid \mathcal{F}_{n}\right]=\left(1+\frac{e(\lambda)}{n+1}\right) U_{n} x(\lambda)
$$

Therefore, $\bar{M}_{n}(\lambda)$ is a non-negative martingale for every $\lambda \in \mathbb{R}^{d}$. In particular, $\mathbb{E}\left[\bar{M}_{n}(\lambda)\right]=$ $\bar{M}_{0}(\lambda)$. We now present a representation of the marginal distribution of $Z_{n}$, in terms of the increments $\left(Y_{j}\right)_{j \geq 1}$, where the distribution of $Y_{j}$ is given by $p(\cdot)$ for every $j \geq 1$.

Theorem 2.1.2. For each $n \geq 1$,

$$
\begin{equation*}
Z_{n} \stackrel{d}{=} Z_{0}+\sum_{j=1}^{n} I_{j} Y_{j} \tag{2.1.4}
\end{equation*}
$$

where $\left(I_{j}\right)_{j \geq 1}$ are independent random variables such that $I_{j} \sim \operatorname{Bernoulli}\left(\frac{1}{j+1}\right), j \geq 1$ and are independent of $\left(Y_{j}\right)_{j \geq 1}$; and $Z_{0}$ is a random vector taking values in $\mathbb{Z}^{d}$ distributed according to the probability vector $U_{0}$ and is independent of $\left(\left(I_{j}\right)_{j \geq 1} ;\left(Y_{j}\right)_{j \geq 1}\right)$.

The representation in (2.1.4) is interesting and non-trivial, as it necessarily demonstrates that the marginal distribution of the randomly selected color behaves like a delayed random walk.

Proof. As noted before, the probability mass function for $Z_{n}$ is $\left(\frac{\mathbb{E}\left[U_{n, v}\right]}{n+1}\right)_{v \in \mathbb{Z}^{d}}$. So, for $\lambda \in \mathbb{R}^{d}$,
the moment generating function of $Z_{n}$ is given by

$$
\begin{align*}
\frac{1}{n+1} \sum_{v \in \mathbb{Z}^{d}} e^{\langle\lambda, v\rangle} \mathbb{E}\left[U_{n, v}\right] & =\frac{\Pi_{n}(e(\lambda))}{n+1} \mathbb{E}\left[\bar{M}_{n}(\lambda)\right] \\
& =\frac{\Pi_{n}(e(\lambda))}{n+1} \bar{M}_{0}(\lambda)  \tag{2.1.5}\\
& =\bar{M}_{0}(\lambda) \prod_{j=1}^{n}\left(1-\frac{1}{j+1}+\frac{e(\lambda)}{j+1}\right) \tag{2.1.6}
\end{align*}
$$

The right hand side of (2.1.6) is the moment generating function of $Z_{0}+\sum_{j=1}^{n} I_{j} Y_{j}$. This proves (2.1.4).

Proof of Theorem 2.1.1 Since the initial configuration of the urn consists of a single ball of color 0 , that is, $U_{0}=\delta_{0}$, hence $Z_{0} \equiv 0$. It follows from (2.1.4) that

$$
\begin{equation*}
Z_{n} \stackrel{d}{=} \sum_{j=1}^{n} I_{j} Y_{j} \tag{2.1.7}
\end{equation*}
$$

Now, we observe that,

$$
\begin{equation*}
\mathbb{E}\left[\sum_{j=1}^{n} I_{j} Y_{j}\right]-\mu \log n=\sum_{j=1}^{n} \frac{1}{j+1} \mu-\mu \log n \longrightarrow(\gamma-1) \mu \tag{2.1.8}
\end{equation*}
$$

where $\gamma$ is the Euler's constant.
Case I: Let $d=1$. Let $s_{n}^{2}=\operatorname{Var}\left(\sum_{j=1}^{n} I_{j} Y_{j}\right)$. It is easy to note that

$$
s_{n}^{2}=\sum_{j=1}^{n} \frac{1}{j+1} \mathbb{E}\left[Y_{1}^{2}\right]-\frac{\mu^{2}}{(j+1)^{2}} \sim \sigma^{2} \log n
$$

The cardinality of $B$ is finite, so for any $\epsilon>0$, we have

$$
\frac{1}{s_{n}^{2}} \sum_{j=1}^{n} \mathbb{E}\left[\left|I_{j} Y_{j}-\frac{\mu}{j+1}\right|^{2} 1_{\left\{\left|I_{j} Y_{j}-\frac{\mu}{j+1}\right|>\epsilon s_{n}\right\}}\right] \longrightarrow 0 \text { as } n \rightarrow \infty
$$

Therefore, by the Lindeberg Central Limit theorem (see page 129 of [28]), we conclude that as $n \rightarrow \infty$,

$$
\frac{Z_{n}-\mu \log n}{\sigma \sqrt{\log n}} \Rightarrow N(0,1)
$$

This completes the proof in this case.
Case II: Now suppose $d \geq 2$. Let $\Sigma_{n}:=\left(\left(\sigma_{k, l}(n)\right)\right)_{d \times d}$ denote the variance-covariance matrix
for $\sum_{j=1}^{n} I_{j} Y_{j}$. Then by calculations similar to those in one-dimension, it is easy to see that for all $k, l \in\{1,2, \ldots d\}$,

$$
\frac{\sigma_{k, l}(n)}{\sigma_{k, l} \log n} \longrightarrow 1 \text { as } n \rightarrow \infty
$$

Therefore, for every $\theta \in \mathbb{R}^{d}$, by Lindeberg Central Limit Theorem in one dimension,

$$
\frac{\left\langle\theta, \sum_{j=1}^{n} I_{j} Y_{j}\right\rangle-\langle\theta, \mu \log n\rangle}{\sqrt{\log n\left(\theta \Sigma \theta^{T}\right)}} \Rightarrow N(0,1) \text { as } n \rightarrow \infty
$$

Now using Cramer-Wold device (see Theorem 29.4 on page 383 of [11]), it follows that as $n \rightarrow \infty$,

$$
\frac{\sum_{j=1}^{n} I_{j} Y_{j}-\mu \log n}{\sqrt{\log n}} \Rightarrow N_{d}(0, \Sigma)
$$

So we conclude that, as $n \rightarrow \infty$,

$$
\frac{Z_{n}-\mu \log n}{\sqrt{\log n}} \Rightarrow N_{d}(0, \Sigma)
$$

This completes the proof.

The following corollary is an immediate consequence of Corollary 2.1.1.
Corollary 2.1.2. Consider the urn model associated with the simple symmetric random walk on $\mathbb{Z}^{d}, d \geq 1$. Then, as $n \rightarrow \infty$,

$$
\frac{Z_{n}}{\sqrt{\log n}} \Rightarrow N_{d}\left(0, d^{-1} \mathbb{I}_{d}\right)
$$

where $\mathbb{I}_{d}$ is the $d \times d$ identity matrix.

The above result essentially shows that irrespective of the recurrent or transient behavior of the under lying random walk, the associated urn models have similar asymptotic behavior. In particular, the limiting distribution is always Gaussian with universal centering and scaling orders, namely, $\mathcal{O}(\log n)$ and $\mathcal{O}(\sqrt{\log n})$ respectively.

### 2.2 Weak convergence of the random configuration

In this section we will present an asymptotic result for the random configuration of the urn. Let $\mathcal{M}_{1}$ be the space of probability measures on $\mathbb{R}^{d}, d \geq 1$, endowed with the topology of weak convergence. Let $\Lambda_{n}$ be the random probability measure on $\mathbb{Z}^{d} \subset \mathbb{R}^{d}$ corresponding to the random probability vector $\frac{U_{n}}{n+1}$. It is easy to see that $\Lambda_{n}$ is measurable.

Theorem 2.2.1. Consider the random measure

$$
\Lambda_{n}^{c s}(A)=\Lambda_{n}\left(\sqrt{\log n} A \Sigma^{1 / 2}+\mu \log n\right)
$$

for any Borel subset $A$ of $\mathbb{R}^{d}$. Then, as $n \rightarrow \infty$,

$$
\begin{equation*}
\Lambda_{n}^{c s} \xrightarrow{p} \Phi_{d} \text { on } \mathcal{M}_{1} \tag{2.2.1}
\end{equation*}
$$

We note that Theorem 2.2.1 is a stronger version of Theorem 2.1.1, as the later follows from the former by taking expectation.

We first present the results required to prove Theorem 2.2.1. We have already introduced the martingales $\left(\bar{M}_{n}(\cdot)\right)_{n \geq 0}$ in Section 2.1 . The next theorem states that on a non-trivial closed subset of $\mathbb{R}^{d}$ with 0 in its interior, the martingales $\left(\bar{M}_{n}(\lambda)\right)_{n \geq 0}$ are uniformly (in $\lambda$ ) $L_{2}$-bounded.

Theorem 2.2.2. There exists $\delta>0$, such that

$$
\begin{equation*}
\sup _{\lambda \in[-\delta, \delta]^{d}} \sup _{n \geq 1} \mathbb{E}\left[\bar{M}_{n}^{2}(\lambda)\right]<\infty \tag{2.2.2}
\end{equation*}
$$

Proof. From (1.1.4), we obtain

$$
\begin{gathered}
\mathbb{E}\left[\left(U_{n+1} x(\lambda)\right)^{2} \mid \mathcal{F}_{n}\right]=\left(U_{n} x(\lambda)\right)^{2}+2 e(\lambda) U_{n} x(\lambda) \mathbb{E}\left[\chi_{n+1} x(\lambda) \mid \mathcal{F}_{n}\right] \\
+e^{2}(\lambda) \mathbb{E}\left[\left(\chi_{n+1} x(\lambda)\right)^{2} \mid \mathcal{F}_{n}\right]
\end{gathered}
$$

It is easy to see that,

$$
\mathbb{E}\left[\chi_{n+1} x(\lambda) \mid \mathcal{F}_{n}\right]=\frac{1}{n+1} U_{n} x(\lambda)
$$

and

$$
\mathbb{E}\left[\left(\chi_{n+1} x(\lambda)\right)^{2} \mid \mathcal{F}_{n}\right]=\frac{1}{n+1} U_{n} x(2 \lambda)
$$

Therefore, we get the recursion

$$
\begin{equation*}
\mathbb{E}\left[\left(U_{n+1} x(\lambda)\right)^{2}\right]=\left(1+\frac{2 e(\lambda)}{n+1}\right) \mathbb{E}\left[\left(U_{n} x(\lambda)\right)^{2}\right]+\frac{e^{2}(\lambda)}{n+1} \mathbb{E}\left[U_{n} x(2 \lambda)\right] \tag{2.2.3}
\end{equation*}
$$

Let us write

$$
\Pi_{n+1}^{2}(e(\lambda)):=\prod_{j=1}^{n+1}\left(1+\frac{e(\lambda)}{j}\right)^{2}
$$

Dividing both sides of 2.2 .3 by $\Pi_{n+1}^{2}(e(\lambda))$,

$$
\begin{equation*}
\mathbb{E}\left[\bar{M}_{n+1}^{2}(\lambda)\right]=\frac{\left(1+\frac{2 e(\lambda)}{n+1}\right)}{\left(1+\frac{e(\lambda)}{n+1}\right)^{2}} \mathbb{E}\left[\bar{M}_{n}^{2}(\lambda)\right]+\frac{e^{2}(\lambda)}{n+1} \times \frac{\mathbb{E}\left[U_{n} x(2 \lambda)\right]}{\Pi_{n+1}^{2}(e(\lambda))} \tag{2.2.4}
\end{equation*}
$$

The sequence $\left(\bar{M}_{n}(2 \lambda)\right)_{n \geq 0}$ being a martingale, we obtain $\mathbb{E}\left[U_{n} x(2 \lambda)\right]=\Pi_{n}(e(2 \lambda)) \bar{M}_{0}(2 \lambda)$. Therefore, from 2.2.4, we get

$$
\begin{align*}
\mathbb{E}\left[\bar{M}_{n}^{2}(\lambda)\right]= & \frac{\Pi_{n}(2 e(\lambda))}{\Pi_{n}(e(\lambda))^{2}} \bar{M}_{0}^{2}(\lambda) \\
& \quad+\sum_{k=1}^{n} \frac{e^{2}(\lambda)}{k}\left\{\prod_{j>k}^{n} \frac{\left(1+\frac{2 e(\lambda)}{j}\right)}{\left(1+\frac{e(\lambda)}{j}\right)^{2}}\right\} \frac{\Pi_{k-1}(e(2 \lambda))}{\Pi_{k}^{2}(e(\lambda))} \bar{M}_{0}(2 \lambda) . \tag{2.2.5}
\end{align*}
$$

Recall that $e(\lambda)=\sum_{v \in B} e^{\langle\lambda, v\rangle} p(v)$. We observe that, as $e(\lambda)>0$, so $\frac{1+\frac{2 e(\lambda)}{j}}{\left(1+\frac{e(\lambda)}{j}\right)^{2}}<1$ and hence $\frac{\Pi_{n}(2 e(\lambda))}{\Pi_{n}^{2}(e(\lambda))}<1$. Thus,

$$
\begin{equation*}
\mathbb{E}\left[\bar{M}_{n}^{2}(\lambda)\right] \leq \bar{M}_{0}^{2}(\lambda)+e^{2}(\lambda) \bar{M}_{0}(2 \lambda) \sum_{k=1}^{n} \frac{1}{k} \frac{\Pi_{k-1}(e(2 \lambda))}{\Pi_{k}^{2}(e(\lambda))} \tag{2.2.6}
\end{equation*}
$$

Using (2.1.3), we know that

$$
\begin{equation*}
\Pi_{n}^{2}(e(\lambda)) \sim \frac{n^{2 e(\lambda)}}{\Gamma^{2}(e(\lambda)+1)} \tag{2.2.7}
\end{equation*}
$$

Note that $e(0)=1$, and $e(\lambda)$ is continuous as a function of $\lambda$. So given $\eta>0$, there exists $0<K_{1}, K_{2}<\infty$, such that for all $\lambda \in[-\eta, \eta]^{d}, K_{1} \leq e(\lambda) \leq K_{2}$. Since the convergence in 2.1.3 is uniform on compact subsets of $[0, \infty)$, given $\epsilon>0$, there exists $N_{1}>0$, such that for all $n \geq N_{1}$ and $\lambda \in[-\eta, \eta]^{d}$,

$$
(1-\epsilon) \frac{\Gamma^{2}(e(\lambda)+1)}{\Gamma(e(2 \lambda)+1)} \sum_{k \geq N_{1}}^{n} \frac{1}{k^{1+2 e(\lambda)-e(2 \lambda)}}
$$

$$
\begin{aligned}
& \leq \sum_{k \geq N_{1}}^{n} \frac{1}{k} \frac{\Pi_{k-1}(e(2 \lambda))}{\Pi_{k}^{2}(e(\lambda))} \\
& \leq(1+\epsilon) \frac{\Gamma^{2}(e(\lambda)+1)}{\Gamma(e(2 \lambda)+1)} \sum_{k \geq N_{1}}^{n} \frac{1}{k^{1+2 e(\lambda)-e(2 \lambda)}} .
\end{aligned}
$$

Since the set $B$ is finite, $\lambda \mapsto e(\lambda)$, and $\lambda \mapsto 2 e(\lambda)-e(2 \lambda)$ are clearly continuous functions, that take value 1 at $\lambda=0$. Hence there exists a $\delta_{0}>0$, such that $\min _{\lambda \in\left[-\delta_{0}, \delta_{0}\right]^{d}} 2 e(\lambda)-e(2 \lambda)>0$. Choose $\delta=\min \left\{\eta, \delta_{0}\right\}$ and $\lambda_{0} \in[-\delta, \delta]^{d}$ so that $\min _{\lambda \in[-\delta, \delta]^{d}} 2 e(\lambda)-e(2 \lambda)=2 e\left(\lambda_{0}\right)-$ $e\left(2 \lambda_{0}\right)>0$. Therefore,

$$
\sum_{k=1}^{\infty} \frac{1}{k^{1+2 e(\lambda)-e(2 \lambda)}} \leq \sum_{k=1}^{\infty} \frac{1}{k^{1+2 e\left(\lambda_{0}\right)-e\left(2 \lambda_{0}\right)}} .
$$

Now find $N_{2}>0$, such that $\forall \lambda \in[-\delta, \delta]^{d}$,

$$
\sum_{k>N_{2}}^{\infty} \frac{1}{k^{1+2 e(\lambda)-e(2 \lambda)}} \leq \sum_{k>N_{2}}^{\infty} \frac{1}{k^{1+2 e\left(\lambda_{0}\right)-e\left(2 \lambda_{0}\right)}}<\epsilon
$$

The functions $\frac{\Gamma^{2}(e(\lambda)+1)}{\Gamma(e(2 \lambda)+1)}, e^{2}(\lambda)$ and $\bar{M}_{0}(2 \lambda)$ are continuous in $\lambda$. Therefore, these are bounded on $[-\delta, \delta]^{d}$. Choose $N=\max \left\{N_{1}, N_{2}\right\}$. From 2.2.6, we obtain for all $n \geq N$,

$$
\begin{equation*}
\mathbb{E}\left[\bar{M}_{n}^{2}(\lambda)\right] \leq \bar{M}_{0}^{2}(\lambda)+C_{1} \sum_{k=1}^{N} \frac{1}{k} \frac{\Pi_{k-1}(e(2 \lambda))}{\Pi_{k}^{2}(e(\lambda))}+C_{2} \epsilon \tag{2.2.8}
\end{equation*}
$$

for appropriate positive constants $C_{1}, C_{2}$.
The functions $\sum_{k=1}^{N} \frac{1}{k} \frac{\Pi_{k-1}(e(2 \lambda))}{\Pi_{k}^{2}(e(\lambda))}$ and $\bar{M}_{0}^{2}(\lambda)$ are continuous in $\lambda$, and hence bounded on $[-\delta, \delta]^{d}$. Therefore, from 2.2.8] we obtain that there exists $C>0$, such that for all $\lambda \in[-\delta, \delta]^{d}$ and for all $n \geq 1$,

$$
\mathbb{E}\left[\bar{M}_{n}^{2}(\lambda)\right] \leq C
$$

This proves (2.2.2.
Lemma 2.2.1. Let $\delta$ be as in Theorem 2.2 .2 then for every $\lambda \in[-\delta, \delta]^{d}$, as $n \rightarrow \infty$,

$$
\begin{equation*}
\bar{M}_{n}\left(\frac{\lambda}{\sqrt{\log n}}\right) \xrightarrow{p} 1 . \tag{2.2.9}
\end{equation*}
$$

Proof. Since $U_{0}=\delta_{0}$, from equation (2.2.5), we get

$$
\mathbb{E}\left[\bar{M}_{n}^{2}(\lambda)\right]=\frac{\Pi_{n}(2 e(\lambda))}{\Pi_{n}^{2}(e(\lambda))}+\frac{\Pi_{n}(2 e(\lambda))}{\Pi_{n}^{2}(e(\lambda))} \sum_{k=1}^{n} \frac{e^{2}(\lambda)}{k} \frac{\Pi_{k-1}(e(2 \lambda))}{\Pi_{k}(2 e(\lambda))}
$$

Replacing $\lambda$ by $\lambda_{n}=\frac{\lambda}{\sqrt{\log n}}$, we obtain,

$$
\begin{equation*}
\mathbb{E}\left[\bar{M}_{n}^{2}\left(\lambda_{n}\right)\right]=\frac{\Pi_{n}\left(2 e\left(\lambda_{n}\right)\right)}{\Pi_{n}^{2}\left(e\left(\lambda_{n}\right)\right)}+\frac{\Pi_{n}\left(2 e\left(\lambda_{n}\right)\right)}{\Pi_{n}^{2}\left(e\left(\lambda_{n}\right)\right)} \sum_{k=1}^{n} \frac{e^{2}\left(\lambda_{n}\right)}{k} \frac{\Pi_{k-1}\left(e\left(2 \lambda_{n}\right)\right)}{\Pi_{k}\left(2 e\left(\lambda_{n}\right)\right)} . \tag{2.2.10}
\end{equation*}
$$

We observe that

$$
\begin{equation*}
\lim _{n \rightarrow \infty} e\left(\lambda_{n}\right)=1 \tag{2.2.11}
\end{equation*}
$$

Since the convergence in formula 2.1 .3 is uniform on compact sets of $[0, \infty)$, using 2.2.11) we observe that for $\lambda \in[-\delta, \delta]^{d}$, and every fixed $k$

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{\Pi_{n}\left(2 e\left(\lambda_{n}\right)\right)}{\Pi_{n}^{2}\left(e\left(\lambda_{n}\right)\right)}=\frac{\Gamma^{2}(2)}{\Gamma(3)}=\frac{1}{2} \tag{2.2.12}
\end{equation*}
$$

Using (2.2.11) and 2.2.12, we obtain

$$
\begin{aligned}
\lim _{n \rightarrow \infty} \frac{\Pi_{n}\left(2 e\left(\lambda_{n}\right)\right)}{\Pi_{n}^{2}\left(e\left(\lambda_{n}\right)\right)} \frac{e^{2}\left(\lambda_{n}\right)}{k} \frac{\Pi_{k-1}\left(e\left(2 \lambda_{n}\right)\right)}{\Pi_{k}\left(2 e\left(\lambda_{n}\right)\right)} & =\frac{1}{2} \frac{1}{k} \frac{\Pi_{k-1}(1)}{\Pi_{k}(2)} \\
& =\frac{1}{(k+2)(k+1)}
\end{aligned}
$$

Now using Theorem 2.2.2 and the dominated convergence theorem, we get

$$
\lim _{n \rightarrow \infty} \frac{\Pi_{n}\left(2 e\left(\lambda_{n}\right)\right)}{\Pi_{n}^{2}\left(e\left(\lambda_{n}\right)\right)} \sum_{k=1}^{n} \frac{e^{2}\left(\lambda_{n}\right)}{k} \frac{\Pi_{k-1}\left(e\left(2 \lambda_{n}\right)\right)}{\Pi_{k}\left(2 e\left(\lambda_{n}\right)\right)}=\sum_{k=1}^{\infty} \frac{1}{(k+2)(k+1)}=\frac{1}{2}
$$

Therefore, from (2.2.10) we obtain

$$
\begin{equation*}
\mathbb{E}\left[\bar{M}_{n}^{2}\left(\lambda_{n}\right)\right] \longrightarrow 1 \text { as } n \rightarrow \infty \tag{2.2.13}
\end{equation*}
$$

Observing that $\mathbb{E}\left[\bar{M}_{n}\left(\lambda_{n}\right)\right]=1$, we get

$$
\begin{equation*}
\operatorname{Var}\left(\bar{M}_{n}\left(\lambda_{n}\right)\right) \rightarrow 0, \text { as } n \rightarrow \infty . \tag{2.2.14}
\end{equation*}
$$

This implies

$$
\bar{M}_{n}\left(\lambda_{n}\right) \xrightarrow{p} 1 \text { as } n \rightarrow \infty,
$$

completing the proof of the lemma.

We will now present an elementary but technical result (Theorem 2.2.3) which we will use in the proof of Theorem 2.2.1. It is really a generalization of the classical result for Laplace transform, namely, Theorem 22.2 of [11], a slightly weaker version appears as Theorem 5 in [43]. However, in the proof of Theorem 2.2.3 presented below, some of the arguments are similar to that of Theorem 5 in [43]. It is important to note here that though Theorem 5 of [43] is stated for $d=2$, the author in [43] observes at the beginning of Section 3 in [43] that similar result can be obtained for any dimensions $d \geq 1$.

Theorem 2.2.3. Let $\nu_{n}$ be a sequence of probability measures on $\left(\mathbb{R}^{d}, \mathcal{B}\left(\mathbb{R}^{d}\right)\right)$ and let $m_{n}(\cdot)$ be the corresponding moment generating functions. Suppose there exists $\delta>0$, such that $m_{n}(\lambda) \longrightarrow e^{\frac{\|\lambda\|^{2}}{2}}$, as $n \rightarrow \infty$, for every $\lambda \in[-\delta, \delta]^{d} \cap \mathbb{Q}^{d}$, then, as $n \rightarrow \infty$,

$$
\begin{equation*}
\nu_{n} \Rightarrow \Phi_{d} \tag{2.2.15}
\end{equation*}
$$

Proof. Let $\delta^{\prime} \in \mathbb{Q}$, such that $0<\delta^{\prime}<\delta$. Observe that for every $a>0$,

$$
\begin{equation*}
\nu_{n}\left(\left([-a, a]^{d}\right)^{c}\right) \leq \sum_{i=1}^{d} e^{-\delta^{\prime} a}\left(m_{n}\left(-\delta^{\prime} e_{i}\right)+m_{n}\left(\delta^{\prime} e_{i}\right)\right) \tag{2.2.16}
\end{equation*}
$$

where $\left(e_{i}\right)_{i=1}^{d}$ are the $d$-unit vectors. Now for our assumption, we get, $m_{n}\left(\delta^{\prime} e_{i}\right) \rightarrow e^{\frac{\delta^{\prime 2}}{2}}$ and $m_{n}\left(-\delta^{\prime} e_{i}\right) \rightarrow e^{\frac{\delta^{\prime 2}}{2}}$ as $n \rightarrow \infty$, for every $1 \leq i \leq d$. Thus, we get

$$
\sup _{n \geq 1} \nu_{n}\left(\left([-a, a]^{d}\right)^{c}\right) \longrightarrow 0 \text { as } a \rightarrow \infty
$$

So the sequence of probability measures $\left(\nu_{n}\right)_{n \geq 1}$ is tight. Therefore, Helly selection theorem (see Theorem 2 on page 270 of [32]) implies that for every subsequence $\left(n_{k}\right)_{k \geq 1}$ there exists a further subsequence $\left(n_{k_{j}}\right)_{j \geq 1}$ and a probability measure $\nu$ such that as $j \rightarrow \infty$,

$$
\begin{equation*}
\nu_{n_{k_{j}}} \Rightarrow \nu \tag{2.2.17}
\end{equation*}
$$

We will show that

$$
\begin{equation*}
m_{n_{k_{j}}}(\lambda) \longrightarrow m_{\infty}(\lambda), \quad \forall \lambda \in(-\delta, \delta)^{d} \cap \mathbb{Q}^{d} \tag{2.2.18}
\end{equation*}
$$

where $m_{\infty}$ is the moment generating function of $\nu$. It follows from Theorem 5 of [43] that to prove 2.2 .18 it is enough to show that for $1 \leq i \leq d$, and for any $\left|\lambda_{i}\right|<\delta$

$$
\begin{equation*}
\lim _{a \rightarrow \infty} e^{\left|\lambda_{i}\right| a} \sup _{j \geq 1} \nu_{n_{k_{j}}, i}\left(([-a, a])^{c}\right)=0 \tag{2.2.19}
\end{equation*}
$$

where $\nu_{n_{k_{j}}, i}$ denotes the $i$-th dimensional marginal for $\nu_{n_{k_{j}}}$.
For any $\left|\lambda_{i}\right|<\delta$, we can choose $\delta^{\prime} \in \mathbb{Q}$, such that $0<\left|\lambda_{i}\right|<\delta^{\prime}<\delta$. Observe that a calculation similar to 2.2.16 implies that for any $a>0$, and for the chosen $\delta^{\prime}$

$$
\begin{equation*}
\nu_{n_{k_{j}}, i}\left(([-a, a])^{c}\right) \leq e^{-\delta^{\prime} a}\left(\left(m_{n_{k_{j}}}\left(-\delta^{\prime} e_{i}\right)+m_{n_{k_{j}}}\left(\delta^{\prime} e_{i}\right)\right)\right) \tag{2.2.20}
\end{equation*}
$$

Now using the assumption $m_{n}(\lambda) \longrightarrow e^{\frac{\|\lambda\|^{2}}{2}}$, as $n \rightarrow \infty$, for every $\lambda \in[-\delta, \delta]^{d} \cap \mathbb{Q}^{d}$, we obtain,

$$
\begin{equation*}
e^{\left|\lambda_{i}\right| a} \sup _{j \geq 1} \nu_{n_{k_{j}}, i}\left(([-a, a])^{c}\right) \leq K e^{\left(\left|\lambda_{i}\right|-\delta^{\prime}\right) a} \tag{2.2.21}
\end{equation*}
$$

for an appropriate constant $K>0$. This proves 2.2 .19 and hence, 2.2 .18 holds. But from our assumption

$$
m_{n_{k_{j}}}(\lambda) \rightarrow e^{\frac{\|\lambda\|^{2}}{2}}, \forall \lambda \in[-\delta, \delta]^{d} \cap \mathbb{Q}^{d}
$$

So, we conclude that

$$
m_{\infty}(\lambda)=e^{\frac{\|\lambda\|^{2}}{2}}, \quad \forall \lambda \in(-\delta, \delta)^{d} \cap \mathbb{Q}^{d}
$$

Since both sides of the above identity are continuous functions on their respective domains, we get that $m_{\infty}(\lambda)=e^{\frac{\|\lambda\|^{2}}{2}}$ for every $\lambda \in(-\delta, \delta)^{d}$. We know from (21.22) and Theorem 30.1 of [11] for $d=1$, the standard Gaussian is characterized by the values of its moment generating function in an open neighborhood of 0 . For $d \geq 2$, we can conclude that the standard Gaussian distribution is characterized by the values of its moment generating function in an open neighborhood of 0 , by using Theorem 30.1 of [11] and the Cramer-Wold device. So we conclude that every sub-sequential limit is standard Gaussian. This proves 2.2.15.

Proof of Theorem 2.2.1. $\Lambda_{n}$ is the random probability measure on $\mathbb{Z}^{d} \subset \mathbb{R}^{d}$, corresponding to the random probability vector $\frac{U_{n}}{n+1}$. That is, for any Borel subset $A$ of $\mathbb{R}^{d}$,

$$
\Lambda_{n}(A)=\frac{1}{n+1} \sum_{v \in A} U_{n, v}
$$

For $\lambda \in \mathbb{R}^{d}$, the corresponding moment generating function is given by

$$
\begin{equation*}
\frac{1}{n+1} \sum_{v \in \mathbb{Z}^{d}} e^{\langle\lambda, v\rangle} U_{n, v}=\frac{1}{n+1} U_{n} x(\lambda)=\frac{1}{n+1} \bar{M}_{n}(\lambda) \Pi_{n}(e(\lambda)) \tag{2.2.22}
\end{equation*}
$$

The moment generating function corresponding to the scaled and centered random measure $\Lambda_{n}^{c s}$ is

$$
\sum_{v \in \mathbb{Z}^{d}} e^{\left\langle\lambda, \frac{v-\mu \log n}{\left.\sqrt{\log n} \Sigma^{-1 / 2}\right\rangle} \frac{U_{n, v}}{n+1}, ~\right.}
$$

$$
\begin{align*}
& =\frac{1}{n+1} e^{-\left\langle\lambda, \mu \sqrt{\log n} \Sigma^{-1 / 2}\right\rangle} U_{n} x\left(\frac{\lambda \Sigma^{-1 / 2}}{\sqrt{\log n}}\right)  \tag{2.2.23}\\
& =\frac{1}{n+1} e^{-\left\langle\lambda, \mu \sqrt{\log n} \Sigma^{-1 / 2}\right\rangle} \bar{M}_{n}\left(\frac{\lambda \Sigma^{-1 / 2}}{\sqrt{\log n}}\right) \Pi_{n}\left(e\left(\frac{\lambda \Sigma^{-1 / 2}}{\sqrt{\log n}}\right)\right) \tag{2.2.24}
\end{align*}
$$

To show 2.2.1, it is enough to show that for every subsequence $\left(n_{k}\right)_{k \geq 1}$, there exists a further subsequence $\left(n_{k_{j}}\right)_{j \geq 1}$ such that, as $j \rightarrow \infty$,

$$
\begin{equation*}
\frac{e^{-\left\langle\lambda, \mu \sqrt{\log n_{k_{j}}}\right\rangle}}{n_{k_{j}}+1} \bar{M}_{n_{k_{j}}}\left(\frac{\lambda}{\sqrt{\log n_{k_{j}}}}\right) \Pi_{n_{k_{j}}}\left(e\left(\frac{\lambda}{\sqrt{\log n_{k_{j}}}}\right)\right) \longrightarrow e^{\frac{\lambda \Sigma \lambda^{T}}{2}} \tag{2.2.25}
\end{equation*}
$$

for all $\lambda \in[-\delta, \delta]^{d}$, a.s., where $\delta$ is as in Theorem 2.2.2. From Theorem 2.1.1, we know that

$$
\frac{Z_{n}-\mu \log n}{\sqrt{\log n}} \Rightarrow N_{d}(0, \Sigma) \text { as } n \rightarrow \infty
$$

Therefore, using 2.1.6, we obtain as $n \rightarrow \infty$,

$$
e^{-\langle\lambda, \mu \sqrt{\log n}\rangle} \mathbb{E}\left[e^{\left\langle\lambda, \frac{z_{n}}{\sqrt{\log n}}\right\rangle}\right]=\frac{1}{n+1} e^{-\langle\lambda, \mu \sqrt{\log n\rangle}} \Pi_{n}\left(e\left(\frac{\lambda}{\sqrt{\log n}}\right)\right) \longrightarrow e^{\frac{\lambda \Sigma \lambda^{T}}{2}}
$$

Now using Theorem 2.2.3, it is enough to show 2.2.25 only for $\lambda \in \mathbb{Q}^{d} \cap[-\delta, \delta]^{d}$. This is equivalent to proving that for every $\lambda \in \mathbb{Q}^{d} \cap[-\delta, \delta]^{d}$, as $j \rightarrow \infty$,

$$
\bar{M}_{n_{k_{j}}}\left(\frac{\lambda}{\sqrt{\log n_{k_{j}}}}\right) \longrightarrow 1 \text { a.s. }
$$

From Lemma 2.2.1 we know that for all $\lambda \in[-\delta, \delta]^{d}$

$$
\bar{M}_{n}\left(\frac{\lambda}{\sqrt{\log n}}\right) \xrightarrow{p} 1 \text { as } n \rightarrow \infty .
$$

Therefore, using the standard diagonalization argument we can say that given a subsequence $\left(n_{k}\right)_{k \geq 1}$, there exists a further subsequence $\left(n_{k_{j}}\right)_{j \geq 1}$, such that for every $\lambda \in \mathbb{Q}^{d} \cap[-\delta, \delta]^{d}$,

$$
\bar{M}_{n_{k_{j}}}\left(\frac{\lambda}{\sqrt{\log n_{k_{j}}}}\right) \longrightarrow 1 \text { a.s. }
$$

This completes the proof.

Remark 2.2.1. It is worth noting here that the proofs of Theorems 2.1.1 and 2.2.1 go through if we assume $U_{0}$ to be non random probability vector such that there exists $r>0$, with
$\sum_{v \in \mathbb{Z}^{d}} e^{\langle\lambda, v\rangle} U_{0, v}<\infty$, whenever $\|\lambda\|<r$. Further, if $U_{0}$ is random and there exists $r>0$, such that for any $\|\lambda\|<r$,

$$
\sum_{v \in \mathbb{Z}^{d}} e^{\langle\lambda, v\rangle} U_{0, v}<\infty, \text { a.s. }
$$

then (2.1.1) and (2.2.1) holds a.s. with respect to $U_{0}$.

### 2.3 Rate of convergence of the central limit theorem: the BerryEssen bound

In this section, we obtain the rate of convergence for the central limit theorem as discussed in Theorem 2.1.1. We show that the rate of convergence is of the order $\mathcal{O}\left(\frac{1}{\sqrt{\log n}}\right)$, by deducing the classical Berry-Essen type bound for any dimension $d \geq 1$. The results discussed in this section are available in [8].

### 2.3.1 Berry-Essen Bound for $d=1$

We first consider the case when the associated random walk is a one dimensional walk and the set of colors are indexed by the set of integers $\mathbb{Z}$.

Theorem 2.3.1. Suppose $U_{0}=\delta_{0}$, then

$$
\begin{equation*}
\sup _{x \in \mathbb{R}}\left|\mathbb{P}\left(\frac{Z_{n}-\mu h_{n}}{\sqrt{n \rho_{2}}} \leq x\right)-\Phi(x)\right| \leq 2.75 \times \frac{\rho_{3}}{\sqrt{n} \rho_{2}^{3 / 2}}=\mathcal{O}\left(\frac{1}{\sqrt{\log n}}\right), \tag{2.3.1}
\end{equation*}
$$

where $h_{n}:=\sum_{j=1}^{n} \frac{1}{j+1}, \Phi$ is the standard normal distribution function and

$$
\begin{equation*}
\rho_{2}:=\frac{1}{n}\left(\sigma^{2} h_{n}-\mu^{2} \sum_{j=1}^{n} \frac{1}{(j+1)^{2}}\right) \tag{2.3.2}
\end{equation*}
$$

and

$$
\begin{equation*}
\rho_{3}:=\frac{1}{n}\left(\sum_{j=1}^{n} \frac{1}{j+1} \mathbb{E}\left[\left|Y_{1}-\frac{\mu}{j+1}\right|^{3}\right]+|\mu|^{3} \sum_{j=1}^{n} \frac{j}{(j+1)^{4}}\right) \tag{2.3.3}
\end{equation*}
$$

Proof. We first note that when $U_{0}=\delta_{0}$, then (2.1.4) can be written as

$$
\begin{equation*}
Z_{n} \stackrel{d}{=} \sum_{j=1}^{n} I_{j} Y_{j} \tag{2.3.4}
\end{equation*}
$$

where $\left(Y_{j}\right)_{j \geq 1}$ are i.i.d. increments of the random walk $\left(S_{n}\right)_{n \geq 0},\left(I_{j}\right)_{j \geq 1}$ are independent Bernoulli variables such that $I_{j} \sim \operatorname{Bernoulli}\left(\frac{1}{j+1}\right)$ and are independent of $\left(Y_{j}\right)_{j \geq 1}$. Now observe that

$$
n \rho_{2}=\sum_{j=1}^{n} \mathbb{E}\left[\left(I_{j} Y_{j}-\mathbb{E}\left[I_{j} Y_{j}\right]\right)^{2}\right] \text { and } n \rho_{3}=\sum_{j=1}^{n} \mathbb{E}\left[\left|I_{j} Y_{j}-\mathbb{E}\left[I_{j} Y_{j}\right]\right|^{3}\right]
$$

Thus from the Berry-Essen Theorem for the independent but non-identical increments (see Theorem 12.4 of [10]), we get

$$
\begin{equation*}
\sup _{x \in \mathbb{R}}\left|\mathbb{P}\left(\frac{\sum_{j=1}^{n} I_{j} Y_{j}-\mu h_{n}}{\sqrt{n \rho_{2}}} \leq x\right)-\Phi(x)\right| \leq 2.75 \times \frac{\rho_{3}}{\sqrt{n} \rho_{2}^{3 / 2}} \tag{2.3.5}
\end{equation*}
$$

The identities (2.3.4) and 2.3.5) imply the bound in (2.3.1).
Finally to prove the last part of the equation 2.3.1, we note that from definition $n \rho_{2} \sim$ $C_{1} \log n$, and $n \rho_{3} \sim C_{2} \log n$, where $0<C_{1}, C_{2}<\infty$, are some constants. Thus,

$$
\frac{\rho_{3}}{\sqrt{n} \rho_{2}^{3 / 2}}=\mathcal{O}\left(\frac{1}{\sqrt{\log n}}\right)
$$

This completes the proof of the theorem.

The next result follows easily from the above theorem by observing the facts $h_{n} \sim \log n$, and $n \rho_{2} \sim C_{1} \log n$, where $C_{1}>0$ is a constant.

Theorem 2.3.2. Suppose $U_{0, k}=0$, for all but finitely many $k \in \mathbb{Z}$, then there exists a constant $C>0$, such that

$$
\begin{equation*}
\sup _{x \in \mathbb{R}}\left|\mathbb{P}\left(\frac{Z_{n}-\mu \log n}{\sigma \sqrt{\log n}} \leq x\right)-\Phi(x)\right| \leq C \times \frac{\rho_{3}}{\sqrt{n} \rho_{2}^{3 / 2}}=\mathcal{O}\left(\frac{1}{\sqrt{\log n}}\right) \tag{2.3.6}
\end{equation*}
$$

$\Phi$ is the standard normal distribution function and $\rho_{2}$ and $\rho_{3}$ are as defined in 2.3.2) and (2.3.3) respectively.

It is worth noting that unlike in Theorem 2.3.1 the constant $C$, which appears in 2.3.6 above, is not a universal constant, it may depend on the increment distribution, as well as on $U_{0}$.

Proof. Observe that

$$
\sup _{x \in \mathbb{R}}\left|\mathbb{P}\left(\frac{Z_{n}-\mu \log n}{\sigma \sqrt{\log n}} \leq x\right)-\Phi(x)\right| \leq \sup _{x \in \mathbb{R}} J_{n}(x)+\sup _{x \in \mathbb{R}} K_{n}(x)
$$

where

$$
J_{n}(x)=\left|\mathbb{P}\left(\frac{Z_{n}-\mu h_{n}}{\sqrt{n \rho_{2}}} \leq x_{n}\right)-\Phi\left(x_{n}\right)\right|
$$

and $x_{n}=\mu \frac{\left(\log n-h_{n}\right)}{\sqrt{n \rho_{2}}}+x \frac{\sigma \sqrt{\log n}}{\sqrt{n \rho_{2}}}$ and

$$
K_{n}(x)=\left|\Phi\left(\mu \frac{\left(\log n-h_{n}\right)}{\sqrt{n \rho_{2}}}+x \frac{\sigma \sqrt{\log n}}{\sqrt{n \rho_{2}}}\right)-\Phi(x)\right| .
$$

From Theorem 2.3.1, we observe that

$$
\begin{equation*}
\sup _{x \in \mathbb{R}} J_{n}(x) \leq 2.75 \times \frac{\rho_{3}}{\sqrt{n} \rho_{2}^{3 / 2}}=\mathcal{O}\left(\frac{1}{\sqrt{\log n}}\right) \tag{2.3.7}
\end{equation*}
$$

For a suitable choice of $C_{1}>0$, we have

$$
\begin{aligned}
K_{n}(x) & =\left|\frac{1}{\sqrt{2 \pi}} \int_{x}^{\mu \frac{\left(\log n-h_{n}\right)}{\sqrt{n \rho_{2}}}+x \frac{\sigma \sqrt{\log n}}{\sqrt{n \rho_{2}}}} e^{\frac{-t^{2}}{2}} \mathrm{~d} t\right| \\
& \leq C_{1} e^{-\frac{x^{2}}{2}}\left|\mu \frac{\left(\log n-h_{n}\right)}{\sqrt{n \rho_{2}}}+x \frac{\sigma \sqrt{\log n}}{\sqrt{n \rho_{2}}}-x\right| \\
& \leq C_{1}\left|\mu \frac{\left(\log n-h_{n}\right)}{\sqrt{n \rho_{2}}}\right|+C_{1} e^{-\frac{x^{2}}{2}}|x|\left|\sigma \frac{\sqrt{\log n}}{\sqrt{n \rho_{2}}}-1\right|
\end{aligned}
$$

Observe that $h_{n}=\log n+\gamma+\epsilon_{n}$, where $\epsilon_{n} \longrightarrow 0$, as $n \rightarrow \infty$, and $\gamma$ is the Euler constant. Also $\sqrt{n \rho_{2}} \sim \sqrt{\log n}$. Therefore, there exists a constant $C_{2}>0$, such that for all $n \in \mathbb{N}$,

$$
\begin{equation*}
C_{1}\left|\mu \frac{\left(\log n-h_{n}\right)}{\sqrt{n \rho_{2}}}\right| \leq C_{2} \frac{\rho_{3}}{\sqrt{n} \rho_{2}^{3 / 2}}=\mathcal{O}\left(\frac{1}{\sqrt{\log n}}\right) \tag{2.3.8}
\end{equation*}
$$

Note that the function $e^{-\frac{x^{2}}{2}}|x|$ attains its maximum at $x=1$. Therefore,

$$
C_{1} e^{-\frac{x^{2}}{2}}|x|\left|\sigma \frac{\sqrt{\log n}}{\sqrt{n \rho_{2}}}-1\right| \leq C_{1} e^{-\frac{1}{2}}\left|\sigma \frac{\sqrt{\log n}}{\sqrt{n \rho_{2}}}-1\right|
$$

Since $|\sqrt{x}-1| \leq \sqrt{|x-1|}$ for all $x \in \mathbb{R}$, we obtain

$$
\begin{equation*}
C_{1} e^{-\frac{1}{2}}\left|\sigma \frac{\sqrt{\log n}}{\sqrt{n \rho_{2}}}-1\right| \leq C_{3} \sqrt{\left|\frac{\sigma^{2} \log n-n \rho_{2}}{n \rho_{2}}\right|} \tag{2.3.9}
\end{equation*}
$$

for an appropriate constant $C_{3}>0$. Observe that for some constant $C_{4}>0$,

$$
\begin{align*}
\frac{n \rho_{2}-\sigma^{2} \log n}{\sqrt{n \rho_{2}}} & =\frac{\sigma^{2}\left(\sum_{j=1}^{n} \frac{1}{j+1}-\log n\right)-\mu^{2} \sum_{j=1}^{n} \frac{1}{(j+1)^{2}}}{\sqrt{n \rho_{2}}} \\
& \leq C_{4} \frac{\rho_{3}}{\sqrt{n} \rho_{2}^{3 / 2}}=\mathcal{O}\left(\frac{1}{\sqrt{\log n}}\right) \tag{2.3.10}
\end{align*}
$$

Therefore, combining (2.3.8, 2.3.9) and 2.3.10) we can choose an appropriate constant $C>0$, such that 2.3.6 holds.

### 2.3.2 Berry-Essen bound for $d \geq 2$

Now, we consider the case when the associated random walk is two or higher dimensional and the colors are indexed by $\mathbb{Z}^{d}$. Before we present our main result, we introduce a few notations.

For a matrix $A=\left(\left(a_{i j}\right)\right)_{1 \leq i, j \leq d}$ we denote by $A(i, j)$, the $(d-1) \times(d-1)$ sub-matrix of $A$, obtained by deleting the $i$-th row and $j$-th column. Let

$$
\begin{equation*}
\rho_{2}^{(d)}:=\frac{1}{n} \sum_{j=1}^{n} \frac{1}{(j+1)} \frac{\operatorname{det}\left(\Sigma-\frac{1}{j+1} M\right)}{\operatorname{det}\left(\Sigma(1,1)-\frac{1}{j+1} M(1,1)\right)} \tag{2.3.11}
\end{equation*}
$$

where $M:=\left(\left(\mu^{(i)} \mu^{(j)}\right)\right)_{1 \leq i, j \leq d}$ and

$$
\begin{equation*}
\rho_{3}^{(d)}:=\frac{1}{n d} \sum_{i=1}^{d} \gamma_{n}^{3}(i)\left(\sum_{j=1}^{n} \beta_{j}(i)\right) \tag{2.3.12}
\end{equation*}
$$

where

$$
\gamma_{n}^{2}(i):=\max _{1 \leq j \leq n} \frac{\operatorname{det}\left(\Sigma(i, i)-\frac{1}{(j+1)} M(i, i)\right)}{\operatorname{det}\left(\Sigma(1,1)-\frac{1}{j+1} M(1,1)\right)}
$$

and

$$
\beta_{j}(i)=\frac{1}{j+1} \mathbb{E}\left[\left|Y_{1}^{(i)}-\frac{\mu^{(i)}}{j+1}\right|^{3}\right]+\frac{j}{(j+1)^{4}}\left|\mu^{(i)}\right|^{3}
$$

For any two vectors $x$ and $y \in \mathbb{R}^{d}$, we will write $x \leq y$, if the inequality holds coordinate wise.
Theorem 2.3.3. Suppose $U_{0}=\delta_{0}$, then there exists a universal constant $C(d)>0$, which may
depend on the dimension $d$, such that,

$$
\begin{equation*}
\sup _{x \in \mathbb{R}^{d}}\left|\mathbb{P}\left(\left(Z_{n}-\mu h_{n}\right) \Sigma_{n}^{-1 / 2} \leq x\right)-\Phi_{d}(x)\right| \leq C(d) \frac{\rho_{3}^{(d)}}{\sqrt{n}\left(\rho_{2}^{(d)}\right)^{3 / 2}}=\mathcal{O}\left(\frac{1}{\sqrt{\log n}}\right) \tag{2.3.13}
\end{equation*}
$$

where $\Sigma_{n}:=\sum_{j=1}^{n} \frac{1}{j+1}\left(\Sigma-\frac{1}{j+1} M\right)$ and $\Phi_{d}$ is the distribution function of a standard $d$ dimensional normal random vector.

Proof. As in the one dimensional case, we start by observing that when $U_{0}=\delta_{0}$, then (2.1.4) can be written as

$$
\begin{equation*}
Z_{n} \stackrel{d}{=} \sum_{j=1}^{n} I_{j} Y_{j} \tag{2.3.14}
\end{equation*}
$$

where $\left(Y_{j}\right)_{j \geq 1}$ are i.i.d. increments of the random walk $\left(S_{n}\right)_{n \geq 0},\left(I_{j}\right)_{j \geq 1}$ are independent Bernoulli variables such that $I_{j} \sim \operatorname{Bernoulli}\left(\frac{1}{j+1}\right)$ and are independent of $\left(Y_{j}\right)_{j \geq 1}$.

Now the proof of the inequality in (2.3.13) follows from equation (D) of [9] which deals with $d$-dimensional version of the classical Berry-Essen inequality for independent but non-identical summands, which in our case are the random variables $\left(I_{j} Y_{j}\right)_{j \geq 1}$. It is sufficient to observe that

$$
\beta_{j}(i)=\mathbb{E}\left[\left|I_{j} Y_{1}^{(i)}-\mathbb{E}\left[I_{j} Y_{j}^{(i)}\right]\right|^{3}\right]
$$

and

$$
\Sigma_{n}=\sum_{j=1}^{n} \mathbb{E}\left[\left(I_{j} Y_{j}-\mathbb{E}\left[I_{j} Y_{j}\right]\right)^{T}\left(I_{j} Y_{j}-\mathbb{E}\left[I_{j} Y_{j}\right]\right)\right] .
$$

Finally, to prove the last part of the equation $\sqrt{2.3 .13}$ ) as in the one dimensional case, we note that from definition $n \rho_{2}^{(d)} \sim C_{1}^{\prime} \log n$ and $n \rho_{3}^{(d)} \sim C_{2}^{\prime} \log n$, where $0<C_{1}^{\prime}, C_{2}^{\prime}<\infty$, are some constants. Thus,

$$
\frac{\rho_{3}^{(d)}}{\sqrt{n}\left(\rho_{2}^{(d)}\right)^{3 / 2}}=\mathcal{O}\left(\frac{1}{\sqrt{\log n}}\right) .
$$

This completes the proof of the theorem.
Remark 2.3.1. If we define $\Sigma(1,1)=1$, and $M(1,1)=0$, when $d=1$, then Theorem 2.3.1 follows from the above theorem except in Theorem 2.3.1 the constant is more explicit.

Just as in the one dimensional case, the following result follows easily from the above theorem by observing $h_{n} \sim \log n$.

Theorem 2.3.4. Suppose $U_{0}=\left(U_{0, v}\right)_{v \in \mathbb{Z}^{d}}$, is such that $U_{0, v}=0$ for all but finitely many $v \in \mathbb{Z}^{d}$, then there exists a constant $C>0$, which may depend on the increment distribution,
such that

$$
\begin{equation*}
\sup _{x \in \mathbb{R}^{d}}\left|\mathbb{P}\left(\left(\frac{Z_{n}-\mu \log n}{\sqrt{\log n}}\right) \Sigma^{-1 / 2} \leq x\right)-\Phi_{d}(x)\right| \leq C \times \frac{\rho_{3}^{(d)}}{\sqrt{n}\left(\rho_{2}^{(d)}\right)^{3 / 2}}=\mathcal{O}\left(\frac{1}{\sqrt{\log n}}\right) \tag{2.3.15}
\end{equation*}
$$

where $\Phi_{d}$ is the distribution function of a standard d-dimensional normal random vector.
Proof. Observe that

$$
\sup _{x \in \mathbb{R}^{d}}\left|\mathbb{P}\left(\left(\frac{Z_{n}-\mu \log n}{\sqrt{\log n}}\right) \Sigma^{-1 / 2} \leq x\right)-\Phi_{d}(x)\right| \leq \sup _{x \in \mathbb{R}^{d}} J_{n}(x)+\sup _{x \in \mathbb{R}^{d}} K_{n}(x),
$$

where

$$
\begin{equation*}
J_{n}(x)=\left|\mathbb{P}\left(\left(Z_{n}-\mu h_{n}\right) \Sigma_{n}^{-1 / 2} \leq x_{n}\right)-\Phi_{d}\left(x_{n}\right)\right|, \tag{2.3.16}
\end{equation*}
$$

where $x_{n}=\mu\left(\log n-h_{n}\right) \Sigma_{n}^{-1 / 2}+x \sqrt{\log n} \Sigma^{1 / 2} \Sigma_{n}^{-1 / 2}$ and

$$
\begin{equation*}
K_{n}(x)=\left|\Phi_{d}\left(x_{n}\right)-\Phi_{d}(x)\right| . \tag{2.3.17}
\end{equation*}
$$

It follows from Theorem 2.3.3, that

$$
\sup _{x \in \mathbb{R}^{d}} J_{n}(x) \leq C(d) \frac{\rho_{3}^{(d)}}{\sqrt{n}\left(\rho_{2}^{(d)}\right)^{3 / 2}}=\mathcal{O}\left(\frac{1}{\sqrt{\log n}}\right) .
$$

Further, writing $x_{n}:=\left(x_{n}^{(1)}, x_{n}^{(2)}, \ldots, x_{n}^{(d)}\right)$, we get

$$
K_{n}(x) \leq \sum_{i=1}^{d} \frac{1}{\sqrt{2 \pi}}\left|\int_{x^{(i)}}^{x_{n}^{(i)}} e^{\frac{-t^{2}}{2}} \mathrm{~d} t\right|
$$

Note that $\Sigma_{n}=h_{n} \Sigma-\left(\sum_{j=1}^{n} \frac{1}{(j+1)^{2}}\right) M$, so $h_{n}^{-1} \Sigma_{n} \longrightarrow \Sigma$. The rest of the argument is exactly similar to that of the one dimensional case. This completes the proof.

### 2.4 Urns with Colors Indexed by other lattices on $\mathbb{R}^{d}$

So far in this chapter, we have discussed urn models with colors indexed by $\mathbb{Z}^{d}$. We can further generalize the urn models with colors indexed by certain countable lattices in $\mathbb{R}^{d}$. Such a model will be associated with the corresponding random walk on the lattice. To state the results
rigorously we consider the following notations.
Let $\left(Y_{i}\right)_{i \geq 1}$ be a sequence of random $d$-dimensional i.i.d. vectors with non empty support set $B \subset \mathbb{R}^{d}$, and probability mass function $p$. We assume that $B$ is finite. Consider the countable subset

$$
S^{d}:=\left\{\sum_{i=1}^{k} n_{i} b_{i}: n_{1}, n_{2}, \ldots, n_{k} \in \mathbb{N}, b_{1}, b_{2}, \ldots, b_{k} \in B\right\}
$$

of $\mathbb{R}^{d}$, which will index the set of colors.
As earlier, we consider $S_{n}:=Y_{0}+Y_{1}+\cdots+Y_{n}, n \geq 0$, the random walk starting at $Y_{0}$ and taking values now in $S^{d}$. The transition matrix for this walk is given by

$$
R:=((p(u-v)))_{u, v \in S^{d}}
$$

In this section, we consider an urn model $\left(U_{n}\right)_{n \geq 0}$ with colors indexed by $S^{d}$ and replacement matrix $R$. We will call this process $\left(U_{n}\right)_{n \geq 0}$, an infinite color urn model associated with the random walk $\left(S_{n}\right)_{n \geq 0}$ on $S^{d}$. Naturally, when $S^{d}=\mathbb{Z}^{d}$, this is exactly the process which is discussed earlier.

We will use same notations as earlier for the mean, non-centered second moment matrix and the moment generating function for the increment $Y_{1}$ (see 2.0.1) for the definitions).

We will still denote by $Z_{n}$, the $(n+1)$-th selected color and the expected configuration of the urn at time $n$ will be given by the distribution of $Z_{n}$, but now on $S^{d}$.

We first note that Theorem 2.1.2 is still valid with exactly the same proof. This enable us to generalize Theorem 2.1.1 and Theorem 2.2.1 as follows.

Theorem 2.4.1. Let $\bar{\Lambda}_{n}$ be the probability measure on $\mathbb{R}^{d}$, corresponding to the probability vector $\frac{1}{n+1}\left(\mathbb{E}\left[U_{n, v}\right]\right)_{v \in S^{d}}$ and let

$$
\bar{\Lambda}_{n}^{c s}(A):=\bar{\Lambda}_{n}\left(\sqrt{\log n} A \Sigma^{1 / 2}+\mu \log n\right)
$$

where $A$ is a Borel subset of $\mathbb{R}^{d}$. Then, as $n \rightarrow \infty$,

$$
\begin{equation*}
\bar{\Lambda}_{n}^{c s} \Rightarrow \Phi_{d} \tag{2.4.1}
\end{equation*}
$$

Theorem 2.4.2. Let $\Lambda_{n} \in \mathcal{M}_{1}$ be the random probability measure corresponding to the random
probability vector $\frac{U_{n}}{n+1}$. Let

$$
\Lambda_{n}^{c s}(A)=\Lambda_{n}\left(\sqrt{\log n} A \Sigma^{1 / 2}+\mu \log n\right) .
$$

where $A$ is a Borel subset of $\mathbb{R}^{d}$. Then, as $n \rightarrow \infty$,

$$
\begin{equation*}
\Lambda_{n}^{c s} \xrightarrow{p} \Phi_{d} \text { in } \mathcal{M}_{1} . \tag{2.4.2}
\end{equation*}
$$

The proofs of these theorems are similar to their counter part for the walks on $\mathbb{Z}^{d}$, and hence are omitted.

We now consider a specific example, namely, the triangular lattice in two dimensions (see Figure 2.1]. For this the support set for the i.i.d. increment vectors is given by

$$
B=\left\{(1,0),(-1,0), \omega,-\omega, \omega^{2},-\omega^{2}\right\},
$$

where $\omega, \omega^{2}$ are the complex cube roots of unity. The law of $Y_{1}$ is uniform on $B$. This gives the random walk on the triangular lattice in two dimensions.


Figure 2.1: Triangular Lattice

Following is an immediate corollary of Theorem 2.4.1.
Corollary 2.4.1. Consider the urn model associated with the random walk on two dimensional triangular lattice, then, as $n \rightarrow \infty$

$$
\begin{equation*}
\frac{Z_{n}}{\sqrt{\log n}} \Rightarrow N_{2}\left(0, \frac{1}{2} \mathbb{I}_{2}\right) \tag{2.4.3}
\end{equation*}
$$

Proof. Since $1+\omega+\omega^{2}=0$, therefore it is immediate that $\mu=0$. Also we know that $\omega=\frac{1}{2}+i \frac{\sqrt{3}}{2}$, where $i$ is the imaginary square root of -1 . Writing $\omega=\operatorname{Re}(\omega)+i \operatorname{Im}(\omega)$,
observe that $\mathbb{E}\left[\left(Y_{1}^{(1)}\right)^{2}\right]=\frac{2}{6}\left(1+(\operatorname{Re}(\omega))^{2}+\left(\operatorname{Re}\left(\omega^{2}\right)\right)^{2}\right)$.
Since $\operatorname{Re}(\omega)=\operatorname{Re}\left(\omega^{2}\right)$, therefore, $\mathbb{E}\left[\left(Y_{1}^{(1)}\right)^{2}\right]=\frac{2}{6}\left(1+2(\operatorname{Re}(\omega))^{2}\right)=\frac{1}{2}$. Similarly, $\operatorname{Im}(\omega)=-\operatorname{Im}\left(\omega^{2}\right)$, and hence $\mathbb{E}\left[\left(Y_{1}^{2}\right)^{2}\right]=\frac{2}{6}\left((\operatorname{Im}(\omega))^{2}+\left(\operatorname{Im}\left(\omega^{2}\right)\right)^{2}\right)=\frac{1}{2}$. Finally, $\mathbb{E}\left[X_{1}^{(1)} X_{1}^{(2)}\right]=-\frac{2}{6} \operatorname{Im}\left(1+\omega+\omega^{2}\right)=0$. So $\Sigma=\frac{1}{2} \mathbb{I}_{2}$. The rest is just an application of 2.4.1.

## Chapter 3

## Local limit theorems for the urn models associated with random walks ${ }^{11}$

In this chapter, we obtain finer asymptotic properties for the distribution of the randomly selected color and derive the local limit theorems. The local limit theorems derived here use the representation (2.1.4). The proofs of the local limit theorems follow techniques similar to that used in the classical case with i.i.d. increments. However, in our case the increments are independent, but not identically distributed.

### 3.1 Local limit theorems for the expected configuration

Throughout this section, we consider an urn model associated with the bounded increment random walk on $\mathbb{Z}^{d}, d \geq 1$. In Theorem 2.1.1, it is shown that the sequence of random variables/vectors $\left(Z_{n}\right)_{n \geq 0}$ satisfy the central limit theorem. In this section, we show that $\left(Z_{n}\right)_{n \geq 0}$ also satisfies the local limit theorems. We first prove the local limit theorems for one dimension, and then prove the same for dimensions higher than or equal to 2 . As introduced in Chapter 2, let $S_{n}=Y_{0}+\sum_{j=1}^{n} Y_{j}$, denote a random walk on $\mathbb{Z}^{d}$, with bounded increments $\left(Y_{j}\right)_{j \geq 1}$. For the urn model $\left(U_{n}\right)_{n \geq 0}$, associated with the random walk $\left(S_{n}\right)_{n \geq 0}$, the replacement matrix $R$ is given by 2.0.3. This section is based on [7].

[^1]
### 3.1.1 Local limit theorems for one dimension

In this subsection, we present the local limit theorems for urns with colors indexed by $\mathbb{Z}$. As in Chapter 2, $\mu, \sigma$ and $e(\cdot)$, will denote the mean, non-centered second moment and the moment generating function of $Y_{1}$ respectively. Note that, for $Y_{1}$ a lattice random variable, we can write

$$
\begin{equation*}
\mathbb{P}\left(Y_{1} \in a+h \mathbb{Z}\right)=1 \tag{3.1.1}
\end{equation*}
$$

where $a \in \mathbb{R}$ and $h>0$, is maximum value such that (3.1.1) holds. $h$ is called the span for $Y_{1}$ (see Section 3.5 of [28] for details on lattice random variables). We define

$$
\begin{equation*}
\mathcal{L}_{n}^{(1)}:=\left\{x: x=\frac{n}{\sigma \sqrt{\log n}} a-\frac{\mu}{\sigma} \sqrt{\log n}+\frac{h}{\sigma \sqrt{\log n}} z, z \in \mathbb{Z}\right\} . \tag{3.1.2}
\end{equation*}
$$

Theorem 3.1.1. Consider the urn model associated with a bounded increment random walk on $\mathbb{Z}$. Assume that $\mathbb{P}\left(Y_{1}=0\right)>0$. Then, as $n \rightarrow \infty$

$$
\begin{equation*}
\sup _{x \in \mathcal{L}_{n}^{(1)}}\left|\sigma \frac{\sqrt{\log n}}{h} \mathbb{P}\left(\frac{Z_{n}-\mu \log n}{\sigma \sqrt{\log n}}=x\right)-\phi(x)\right| \longrightarrow 0 . \tag{3.1.3}
\end{equation*}
$$

Proof. From Theorem 2.1.2, we know that $Z_{n} \stackrel{d}{=} Z_{0}+\sum_{j=1}^{n} I_{j} Y_{j} . Y_{j}$ is a lattice random variable, therefore, $I_{j} Y_{j}$ is also a lattice random variable. Now by our assumption, $\mathbb{P}\left(Y_{1}=0\right)>0$, we have $0 \in B$, where $B$ is the support of $Y_{1}$. Therefore, $I_{j} Y_{j}$ and $Y_{j}$ are supported on the same lattice.

Observe that $Z_{n}$ is a lattice random variable. Therefore, applying Fourier inversion formula, for all $x \in \mathcal{L}_{n}^{(1)}$, we obtain

$$
\begin{equation*}
\mathbb{P}\left(\frac{Z_{n}-\mu \log n}{\sigma \sqrt{\log n}}=x\right)=\frac{h}{2 \pi \sigma \sqrt{\log n}} \int_{-\frac{\pi \sigma}{h} \sqrt{\log n}}^{\frac{\pi \sigma}{h} \sqrt{\log n}} e^{-i t x} \psi_{n}(t) \mathrm{d} t \tag{3.1.4}
\end{equation*}
$$

where $\psi_{n}(t)=\mathbb{E}\left[e^{i t \frac{Z_{n}-\mu \log n}{\sigma \sqrt{\log n}}}\right]$. Also, by Fourier inversion formula,

$$
\begin{equation*}
\phi(x)=\frac{1}{2 \pi} \int_{-\infty}^{\infty} e^{-i t x} e^{\frac{-t^{2}}{2}} \mathrm{~d} t, \text { for all } x \in \mathbb{R} \tag{3.1.5}
\end{equation*}
$$

Given $\epsilon>0$, there exists $N$, large enough, such that, for all $n \geq N$,

$$
\int_{\frac{\sigma \pi}{h} \sqrt{\log n}}^{\infty} \phi(t) \mathrm{d} t<\epsilon
$$

Therefore, for all $n \geq N$,

$$
\begin{aligned}
& \left|\frac{\sigma \sqrt{\log n}}{h} \mathbb{P}\left(\frac{Z_{n}-\mu \log n}{\sigma \sqrt{\log n}}=x\right)-\phi(x)\right| \\
\leq & \frac{1}{2 \pi} \int_{-\frac{\sigma \pi}{h} \sqrt{\log n}}^{\frac{\sigma \pi}{h} \sqrt{\log n}}\left|\psi_{n}(t)-e^{\frac{-t^{2}}{2}}\right| \mathrm{d} t+\frac{1}{\pi} \int_{\frac{\sigma \pi}{h} \sqrt{\log n}}^{\infty} \phi(t) \mathrm{d} t \\
< & \frac{1}{2 \pi} \int_{-\frac{\sigma \pi}{h} \sqrt{\log n}}^{\frac{\sigma \pi}{h} \sqrt{\log n}}\left|\psi_{n}(t)-e^{\frac{-t^{2}}{2}}\right| \mathrm{d} t+\frac{\epsilon}{\pi} .
\end{aligned}
$$

This implies that it is enough to prove that as $n \rightarrow \infty$

$$
\begin{equation*}
\int_{-\frac{\sigma \pi}{h} \sqrt{\log n}}^{\frac{\sigma \pi}{h} \sqrt{\log n}}\left|\psi_{n}(t)-e^{\frac{-t^{2}}{2}}\right| \mathrm{d} t \longrightarrow 0 \tag{3.1.6}
\end{equation*}
$$

Given $M>0$, we can write for all $n$

$$
\begin{gather*}
\int_{-\frac{\pi \sigma}{h} \sqrt{\log n}}^{\frac{\sigma \pi}{h} \sqrt{\log n}}\left|\psi_{n}(t)-e^{\frac{-t^{2}}{2}}\right| \mathrm{d} t \leq \int_{-M}^{M}\left|\psi_{n}(t)-e^{\frac{-t^{2}}{2}}\right| \mathrm{d} t+2 \int_{M}^{\frac{\sigma \pi}{h} \sqrt{\log n}}\left|\psi_{n}(t)\right| \mathrm{d} t \\
+2 \int_{M}^{\frac{\sigma \pi}{h} \sqrt{\log n}} e^{\frac{-t^{2}}{2}} \mathrm{~d} t . \tag{3.1.7}
\end{gather*}
$$

We know from Theorem 2.1.1, that as $n \rightarrow \infty, \frac{Z_{n}-\mu \log n}{\sigma \sqrt{\log n}} \Rightarrow N(0,1)$. Hence, for all $t \in \mathbb{R}$, $\psi_{n}(t) \longrightarrow e^{\frac{-t^{2}}{2}}$. Therefore, for any fixed $M>0$, by bounded convergence theorem, we get as $n \rightarrow \infty$,

$$
\int_{-M}^{M}\left|\psi_{n}(t)-e^{\frac{-t^{2}}{2}}\right| \mathrm{d} t \longrightarrow 0
$$

Let

$$
\begin{equation*}
\mathcal{I}(n, M)=\int_{M}^{\frac{\sigma \pi}{h} \sqrt{\log n}}\left|\psi_{n}(t)\right| \mathrm{d} t . \tag{3.1.8}
\end{equation*}
$$

We will show that for any $\epsilon>0$, we can choose $M>0$, such that for all $n$ large enough

$$
\begin{equation*}
\mathcal{I}(n, M)<\epsilon \tag{3.1.9}
\end{equation*}
$$

Since $Z_{n} \stackrel{d}{=} Z_{0}+\sum_{j=1}^{n} I_{j} Y_{j}$, therefore,

$$
\begin{equation*}
\psi_{n}(t)=e^{-i t \frac{\mu \log n}{\sigma}} \mathbb{E}\left[e^{i t \frac{z_{0}}{\sigma \sqrt{\log n}}}\right] \mathbb{E}\left[e^{i t \frac{\sum_{j=1}^{n} I_{j} Y_{j}}{\sigma \sqrt{\log n}}}\right] \tag{3.1.10}
\end{equation*}
$$

Let us denote by

$$
\begin{equation*}
g_{n}(t):=\mathbb{E}\left[e^{i t \frac{\sum_{j=1}^{n} I_{j} Y_{j}}{\sigma \sqrt{\log n}}}\right] \tag{3.1.11}
\end{equation*}
$$

It is easy to see from 3.1.10) that for all $t \in \mathbb{R}$,

$$
\begin{equation*}
\left|\psi_{n}(t)\right| \leq\left|g_{n}(t)\right| \tag{3.1.12}
\end{equation*}
$$

Therefore, from 3.1.8 we obtain

$$
\mathcal{I}(n, M) \leq \int_{M}^{\frac{\sigma \pi}{h} \sqrt{\log n}}\left|g_{n}(t)\right| \mathrm{d} t
$$

Applying a change of variables $\frac{t}{\sqrt{\log n}}=w$, we obtain,

$$
\begin{equation*}
\mathcal{I}(n, M) \leq \sqrt{\log n} \int_{M / \sqrt{\log n}}^{\frac{\pi \sigma}{h}}\left|g_{n}(w \sqrt{\log n})\right| \mathrm{d} w \tag{3.1.13}
\end{equation*}
$$

Observe that,

$$
\begin{aligned}
\mathbb{E}\left[e^{i t \sum_{j=1}^{n} I_{j} Y_{j}}\right] & =\prod_{j=1}^{n}\left(1-\frac{1}{j+1}+\frac{e(i t)}{j+1}\right) \\
& =\frac{1}{n+1} \Pi_{n}(e(i t))
\end{aligned}
$$

where $e(i t)=\mathbb{E}\left[e^{i t Y_{1}}\right]$. Therefore,

$$
\begin{equation*}
g_{n}(t)=\frac{1}{n+1} \Pi_{n}\left(e\left(\frac{i t}{\sigma \sqrt{\log n}}\right)\right) \tag{3.1.14}
\end{equation*}
$$

Now, there exists $\delta>0$, such that for all $t \in(0, \delta)$ (see page 133 of [28])

$$
\begin{equation*}
|e(i t)| \leq 1-\frac{t^{2}}{4} \tag{3.1.15}
\end{equation*}
$$

Therefore, using the inequality $1-x \leq e^{-x}$, we obtain $1-\frac{1}{j+1}+\frac{|e(i t)|}{j+1} \leq e^{-\frac{1}{j+1} \frac{t^{2}}{4}}$. Hence, for all $t \in(0, \delta \sigma)$

$$
\begin{equation*}
\frac{1}{n+1}\left|\Pi_{n}\left(e\left(\frac{i t}{\sigma}\right)\right)\right| \leq e^{-\frac{t^{2}}{4 \sigma^{2}} \sum_{j=1}^{n} \frac{1}{j+1} . . .} \tag{3.1.16}
\end{equation*}
$$

Let us write

$$
\sqrt{\log n} \int_{M / \sqrt{\log n}}^{\frac{\pi \sigma}{h}}\left|g_{n}(w \sqrt{\log n})\right| \mathrm{d} w=\mathcal{I}_{1}(n, M)+\mathcal{I}_{2}(n)
$$

where

$$
\mathcal{I}_{1}(n, M):=\sqrt{\log n} \int_{M / \sqrt{\log n}}^{\sigma \delta}\left|g_{n}(w \sqrt{\log n})\right| \mathrm{d} w
$$

and

$$
\mathcal{I}_{2}(n):=\sqrt{\log n} \int_{\sigma \delta}^{\frac{\pi \sigma}{h}}\left|g_{n}(w \sqrt{\log n})\right| \mathrm{d} w .
$$

From (3.1.14), we obtain

$$
g_{n}(w \sqrt{\log n})=\frac{1}{n+1} \Pi_{n}\left(e\left(\frac{i w}{\sigma}\right)\right)
$$

From 3.1.16, for a suitable constant $C_{1}>0$, we obtain

$$
\mathcal{I}_{1}(n, M) \leq C_{1} \sqrt{\log n} \int_{M / \sqrt{\log n}}^{\delta \sigma} e^{-\frac{w^{2}}{4 \sigma^{2}} \log n} \mathrm{~d} w
$$

Applying a change of variables $w \sqrt{\log n}=t$, we obtain

$$
\begin{equation*}
\mathcal{I}_{1}(n, M) \leq C_{1} \int_{M}^{\delta \sigma \sqrt{\log n}} e^{-\frac{t^{2}}{4 \sigma^{2}}} \mathrm{~d} t \tag{3.1.17}
\end{equation*}
$$

Observe that for $\epsilon>0$, we can choose $M>0$, such that

$$
\begin{equation*}
C_{1} \int_{M}^{\infty} e^{-\frac{t^{2}}{4 \sigma^{2}}} \mathrm{~d} t<\epsilon \tag{3.1.18}
\end{equation*}
$$

This implies that

$$
\begin{equation*}
C_{1} \int_{M}^{\delta \sigma \sqrt{\log n}} e^{-\frac{t^{2}}{4 \sigma^{2}}} \mathrm{~d} t \leq C_{1} \int_{M}^{\infty} e^{-\frac{t^{2}}{4 \sigma^{2}}} \mathrm{~d} t<\epsilon \tag{3.1.19}
\end{equation*}
$$

This implies that for the chosen $M$,

$$
\begin{equation*}
\mathcal{I}_{1}(n, M)<\epsilon \tag{3.1.20}
\end{equation*}
$$

Observe, that the span of $Y_{1}$ is $h$. Therefore, for all $t \in\left[\delta, \frac{2 \pi}{h}\right),|e(i t)|<1$. The characteristic function being continuous in $t$, there exists $0<\eta<1$, such that $\left|e\left(\frac{i t}{\sigma}\right)\right| \leq \eta$, for all $t \in\left[\delta \sigma, \frac{\pi \sigma}{h}\right]$. Therefore,

$$
1-\frac{1}{j+1}+\frac{\left|e\left(\frac{i t}{\sigma}\right)\right|}{j+1} \leq 1-\frac{1}{j+1}+\frac{\eta}{j+1} \leq e^{-\frac{1-\eta}{j+1}}
$$

It follows that,

$$
\frac{1}{n+1}\left|\Pi_{n}\left(e\left(\frac{i t}{\sigma}\right)\right)\right| \leq e^{-\sum_{j=1}^{n} \frac{1-\eta}{j+1}} \leq C_{2} e^{-(1-\eta) \log n}
$$

where $C_{2}$ is some positive constant. So, as $n \rightarrow \infty$,

$$
\begin{equation*}
\mathcal{I}_{2}(n) \leq C_{2} \sigma e^{-(1-\eta) \log n}(\pi-\delta) \sqrt{\log n} \longrightarrow 0 \tag{3.1.21}
\end{equation*}
$$

Given $\epsilon>0$, choose $M$ large enough, such that 3.1.18 holds and

$$
\int_{M}^{\infty} e^{\frac{-t^{2}}{2}} \mathrm{~d} t<\epsilon
$$

Therefore,

$$
\begin{equation*}
\int_{M}^{\frac{\pi \sigma \sqrt{\log n}}{h}} e^{-\frac{t^{2}}{2}} \mathrm{~d} t \leq \int_{M}^{\infty} e^{\frac{-t^{2}}{2}} \mathrm{~d} t<\epsilon \tag{3.1.22}
\end{equation*}
$$

Since 3.1.20 holds, and $\mathcal{I}_{2}(n) \longrightarrow 0$ as $n \rightarrow \infty$, therefore from 3.1.7) we obtain

$$
\begin{equation*}
\varlimsup_{n \rightarrow \infty} \int_{-\frac{\pi \sigma}{h} \sqrt{\log n}}^{\frac{\sigma \pi}{h} \sqrt{\log n}}\left|\psi_{n}(t)-e^{\frac{-t^{2}}{2}}\right| \mathrm{d} t<4 \epsilon \tag{3.1.23}
\end{equation*}
$$

Theorem 3.1.1 covers the case when $\mathbb{P}\left(Y_{1}=0\right)>0$. Suppose now, $\mathbb{P}\left(Y_{1}=0\right)=0$ and let $\tilde{h}$ be the span for $Y_{1}$. We can now write $\mathbb{P}\left(I_{1} Y_{1} \in a+h \mathbb{Z}\right)=1$, where $a \in \mathbb{R}$ and $h>0$ is the span for $I_{1} Y_{1}$. It is easy to note that $h \leq \tilde{h}$. The following result gives a local limit theorem for the case when $\tilde{h}<2 h$. An example of such a walk is when $\mathbb{P}\left(Y_{1}=1\right)=\mathbb{P}\left(Y_{1}=2\right)=1 / 2$. Then, $\tilde{h}=1$. The support for $I_{1} Y_{1}$ is $\{0,1,2\}$ and $h=1$. This example illustrates the case when $\tilde{h}<2 h$ holds.

Theorem 3.1.2. Assume that $\tilde{h}<2 h$, then, as $n \rightarrow \infty$

$$
\begin{equation*}
\sup _{x \in \mathcal{L}_{n}^{(1)}}\left|\sigma \frac{\sqrt{\log n}}{h} \mathbb{P}\left(\frac{Z_{n}-\mu \log n}{\sigma \sqrt{\log n}}=x\right)-\phi(x)\right| \longrightarrow 0 \tag{3.1.24}
\end{equation*}
$$

where $\mathcal{L}_{n}^{(1)}=\left\{x: x=\frac{n}{\sigma \sqrt{\log n}} a-\frac{\mu}{\sigma} \sqrt{\log n}+\frac{h}{\sigma \sqrt{\log n}} z z \in \mathbb{Z}\right\}$.
Proof. The proof is similar to the proof of Theorem3.1.1. So we omit certain details. Since for $j \in \mathbb{N}$, the span of $I_{j} Y_{j}$ is $h$, for all $x \in \mathcal{L}_{n}^{(1)}$, we obtain by Fourier inversion formula,

$$
\mathbb{P}\left(\frac{Z_{n}-\mu \log n}{\sigma \sqrt{\log n}}=x\right)=\frac{h}{2 \pi \sigma \sqrt{\log n}} \int_{-\frac{\pi \sigma \sqrt{\log n}}{h}}^{\frac{\pi \sigma \sqrt{\log n}}{h}} e^{-i t x} \psi_{n}(t) \mathrm{d} t
$$

where $\psi_{n}(t)=\mathbb{E}\left[e^{i t \frac{Z_{n}-\mu \log n}{\sigma \sqrt{\log n}}}\right]$.
Also, by Fourier inversion formula, for all $x \in \mathbb{R}$,

$$
\phi(x)=\frac{1}{2 \pi} \int_{-\infty}^{\infty} e^{-i t x} e^{\frac{-t^{2}}{2}} \mathrm{~d} t
$$

The bounds for $\left|\frac{\sigma \sqrt{\log n}}{h} \mathbb{P}\left(\frac{Z_{n}-\mu \log n}{\sigma \sqrt{\log n}}=x\right)-\phi(x)\right|$ are similar to those in the proof of Theorem 3.1.1 except for that of $\mathcal{I}_{2}(n)$, where

$$
\mathcal{I}_{2}(n)=\sqrt{\log n} \int_{\sigma \delta}^{\frac{\sigma \pi}{h}}\left|g_{n}(w \sqrt{\log n})\right| \mathrm{d} w
$$

and $\delta$ is chosen as in 3.1.15 and $g_{n}(\cdot)$ is as in 3.1.11. We have to show

$$
\mathcal{I}_{2}(n) \longrightarrow 0 \text { as } n \rightarrow \infty
$$

The span of $Y_{1}$ being $\tilde{h}$, for all $t \in\left[\delta, \frac{2 \pi}{\tilde{h}}\right),|e(i t)|<1$. We have assumed that $\tilde{h}<2 h$. The characteristic function being continuous in $t$, there exists $0<\eta<1$, such that, $\left|e\left(\frac{i t}{\sigma}\right)\right| \leq \eta$ for all $t \in\left[\delta \sigma, \frac{\pi \sigma}{h}\right] \subset\left[\delta \sigma, \frac{2 \pi \sigma}{\tilde{h}}\right)$. So, as $n \rightarrow \infty$,

$$
\begin{equation*}
\mathcal{I}_{2}(n) \leq C_{2} \sigma e^{-(1-\eta) \log n}(\pi-\delta) \sqrt{\log n} \longrightarrow 0 \tag{3.1.25}
\end{equation*}
$$

Remark 3.1.1. Observe that in the proof of Theorem 3.1.2 the assumption $\tilde{h}<2 h$ is required only to obtain the bound in (3.1.25). This assumption implies that $\left[\delta \sigma, \frac{\pi \sigma}{h}\right] \subset\left[\delta \sigma, \frac{2 \pi \sigma}{\tilde{h}}\right)$, which guarantees the existence of $0<\eta<1$, such that $\left|e\left(\frac{i t}{\sigma}\right)\right| \leq \eta$ for all $t \in\left[\delta \sigma, \frac{\pi \sigma}{h}\right]$.

The next theorem is stated for the special case when the urn is associated with simple symmetric random walk on $\mathbb{Z}$, which is not covered by Theorem 3.1.1 or its generalization given by Theorem 3.1.2.

Theorem 3.1.3. Assume that $\mathbb{P}\left(Y_{1}=1\right)=\mathbb{P}\left(Y_{1}=-1\right)=\frac{1}{2}$. Then, as $n \rightarrow \infty$

$$
\begin{equation*}
\sup _{x \in \mathcal{L}_{n}^{(1)}}\left|\sqrt{\log n} \mathbb{P}\left(\frac{Z_{n}}{\sqrt{\log n}}=x\right)-\phi(x)\right| \longrightarrow 0 \tag{3.1.26}
\end{equation*}
$$

where $\mathcal{L}_{n}^{(1)}$ is given by (3.1.2) with $\mu=0=a$ and $\sigma=1=h$.

The following result is immediate from Theorem 3.1.3.
Corollary 3.1.1. Assume that $\mathbb{P}\left(X_{1}=1\right)=\mathbb{P}\left(X_{1}=-1\right)=\frac{1}{2}$. Then, as $n \rightarrow \infty$

$$
\begin{equation*}
\mathbb{P}\left(Z_{n}=0\right) \sim \frac{1}{\sqrt{2 \pi \log n}} \tag{3.1.27}
\end{equation*}
$$

Proof of Theorem 3.1.3 In this case $\mathbb{P}\left(Y_{1}=1\right)=\mathbb{P}\left(Y_{1}=-1\right)=\frac{1}{2}$. Thus the span of $Y_{1}$ is 2 . The random variables $I_{1} Y_{1}$ is supported on the set $\{0,1,-1\}$ and it has span 1 . We have $\mu=0$ and $\sigma=1$, so from (3.1.2), we get $\mathcal{L}_{n}^{(1)}=\frac{1}{\sqrt{\log n}} \mathbb{Z}$.

For all $x \in \mathcal{L}_{n}^{(1)}$, we obtain by Fourier Inversion formula,

$$
\mathbb{P}\left(\frac{Z_{n}}{\sqrt{\log n}}=x\right)=\frac{1}{2 \pi \sqrt{\log n}} \int_{-\pi \sqrt{\log n}}^{\pi \sqrt{\log n}} e^{-i t x} \psi_{n}(t) \mathrm{d} t
$$

where $\psi_{n}(t)=\mathbb{E}\left[e^{i t \frac{Z_{n}}{\sqrt{\log n}}}\right]$. Furthermore, by Fourier inversion formula, for all $x \in \mathbb{R}$,

$$
\phi(x)=\frac{1}{2 \pi} \int_{-\infty}^{\infty} e^{-i t x} e^{\frac{-t^{2}}{2}} \mathrm{~d} t
$$

The proof of this theorem is also very similar to that of Theorem 3.1.1. The bounds for $\left|\sqrt{\log n} \mathbb{P}\left(\frac{Z_{n}}{\sqrt{\log n}}=x\right)-\phi(x)\right|$ are similar to those in the proof of Theorem 3.1.1 except for that of $\mathcal{I}_{2}(n)$, where

$$
\mathcal{I}_{2}(n)=\sqrt{\log n} \int_{\delta}^{\pi}\left|\psi_{n}(w \sqrt{\log n})\right| \mathrm{d} w
$$

and $\delta$ is chosen as in 3.1.15). To show that $\mathcal{I}_{2}(n) \longrightarrow 0$ as $n \rightarrow \infty$, we observe that

$$
\begin{aligned}
\mathbb{E}\left[e^{i t Z_{n}}\right] & =\prod_{j=1}^{n}\left(1-\frac{1}{j+1}+\frac{\cos t}{j+1}\right) \\
& =\frac{1}{n+1} \Pi_{n}(\cos t)
\end{aligned}
$$

since $\mathbb{E}\left[e^{i t Y_{1}}\right]=\cos t$. Therefore,

$$
\psi_{n}(w \sqrt{\log n})=\mathbb{E}\left[e^{i w Z_{n}}\right]=\frac{1}{n+1} \Pi_{n}(\cos w)
$$

We note that $\cos w$ is decreasing in $\left[\frac{\pi}{2}, \pi\right]$ and for all $w \in\left[\frac{\pi}{2}, \pi\right],-1 \leq \cos w \leq 0$. Therefore, there exists $\eta>0$ (small enough), such that, $[\pi-\eta, \pi) \subset\left(\frac{\pi}{2}, \pi\right]$ and for all $w \in[\pi-\eta, \pi)$, we have $-1<\cos (\pi-\eta)<0$, and

$$
\left|\psi_{n}(w \sqrt{\log n})\right| \leq \frac{1}{n+1} \Pi_{n}(\cos (\pi-\eta))
$$

Since $-1<\cos (\pi-\eta)<0$, so for all $j \geq 1,\left(1+\frac{\cos (\pi-\eta)}{j}\right)<1$. Therefore,

$$
\begin{equation*}
\Pi_{n}(\cos (\pi-\eta)) \leq 1 \tag{3.1.28}
\end{equation*}
$$

Let us write

$$
\mathcal{I}_{2}(n)=\mathcal{J}_{1}(n)+\mathcal{J}_{2}(n)
$$

where

$$
\begin{equation*}
\mathcal{J}_{1}(n)=\sqrt{\log n} \int_{\delta}^{\pi-\eta}\left|\psi_{n}(w \sqrt{\log n})\right| \mathrm{d} w \tag{3.1.29}
\end{equation*}
$$

and

$$
\mathcal{J}_{2}(n)=\sqrt{\log n} \int_{\pi-\eta}^{\pi}\left|\psi_{n}(w \sqrt{\log n})\right| \mathrm{d} w
$$

It is easy to see from (3.1.28) that

$$
\mathcal{J}_{2}(n) \leq \frac{\eta}{n+1} \sqrt{\log n} \longrightarrow 0 \text { as } n \rightarrow \infty
$$

For all $t \in[\delta, \pi-\eta], 0 \leq|\cos t|<1$, so there exists $0<\alpha<1$, such that, $0 \leq|\cos t| \leq \alpha$ for all $t \in[\delta, \pi-\eta]$. Recall that

$$
\psi_{n}(w \sqrt{\log n})=\prod_{j=1}^{n}\left(1-\frac{1}{j+1}+\frac{\cos w}{j+1}\right)
$$

Using the inequality $1-x \leq e^{-x}$, it follows that for all $t \in[\delta, \pi-\eta]$

$$
1-\frac{1}{j+1}+\frac{|\cos t|}{j+1} \leq 1-\frac{1}{j+1}+\frac{\alpha}{j+1} \leq e^{-\frac{1-\alpha}{j+1}}
$$

and hence,

$$
\frac{1}{n+1}\left|\Pi_{n}(\cos t)\right| \leq e^{-\sum_{j=1}^{n} \frac{1-\alpha}{j+1}} \leq C e^{-(1-\alpha) \log n}
$$

where $C$ is some positive constant. Therefore, from 3.1 .29 we obtain as $n \rightarrow \infty$,

$$
\mathcal{J}_{1}(n) \leq C e^{-(1-\alpha) \log n}(\pi-\eta-\delta) \sqrt{\log n} \longrightarrow 0
$$

### 3.1.2 Local limit theorems for higher dimensions

Now, we consider the case $d \geq 2$. As in 2.0.1), $\mu, \Sigma$ and $e(\cdot)$, will denote the mean, noncentered second moment matrix and the moment generating function of $Y_{1}$ respectively. For $Y_{1}$ a lattice random vector taking values in $\mathbb{Z}^{d}$, let $\mathcal{L}$ be its minimal lattice, that is, $\mathbb{P}\left(Y_{1} \in x+\mathcal{L}\right)=1$ for every $x \in \mathbb{Z}^{d}$, such that, $\mathbb{P}\left(Y_{1}=x\right)>0$. We refer to the pages $226-227$ of [10] for a formal definition of the minimal lattice of a $d$-dimensional lattice random variable. If $\mathcal{L}^{\prime}$ is any closed subgroup of $\mathbb{R}^{d}$, such that $\mathbb{P}\left(Y_{1} \in y+\mathcal{L}^{\prime}\right)=1$ for some $y \in \mathbb{Z}^{d}$, then from the definition of minimal lattice it follows that $\mathcal{L} \subseteq \mathcal{L}^{\prime}$. We assume $Y_{1}$ to be non-degenerate. This implies that the rank of $\mathcal{L}$ is $d$. Let $l=|\operatorname{det}(\mathcal{L})|$ (see the pages $228-229$ of [10] for more details). Now, $x_{0}$ be such that, $\mathbb{P}\left(Y_{1} \in x_{0}+\mathcal{L}\right)=1$ and we define

$$
\begin{equation*}
\mathcal{L}_{n}^{(d)}:=\left\{x: x=\frac{n}{\sqrt{\log n}} x_{0} \Sigma^{-1 / 2}-\sqrt{\log n} \mu \Sigma^{-1 / 2}+\frac{1}{\sqrt{\log n}} z \Sigma^{-1 / 2}: z \in \mathcal{L}\right\} \tag{3.1.30}
\end{equation*}
$$

Theorem 3.1.4. Assume that $\mathbb{P}\left(Y_{1}=0\right)>0$. Then, as $n \rightarrow \infty$

$$
\begin{equation*}
\sup _{x \in \mathcal{L}_{n}^{(d)}}\left|\frac{\operatorname{det}\left(\Sigma^{1 / 2}\right)(\sqrt{\log n})^{d}}{l} \mathbb{P}\left(\frac{Z_{n}-\mu \log n}{\sqrt{\log n}} \Sigma^{-1 / 2}=x\right)-\phi_{d}(x)\right| \longrightarrow 0 \tag{3.1.31}
\end{equation*}
$$

Proof. From Theorem 2.1.2, we obtain $Z_{n} \stackrel{d}{=} Z_{0}+\sum_{j=1}^{n} I_{j} Y_{j}$. The random vector $Y_{j}$ is a lattice random vector. Therefore, $I_{j} Y_{j}$ is also a lattice random vector. By our assumption, $\mathbb{P}\left(Y_{1}=0\right)>0$, so $0 \in B$, therefore, $Y_{j}$ and $I_{j} Y_{j}$ are supported on the same lattice.

Observe that $Z_{n}$ is a lattice random vector, for every $n \in \mathbb{N}$. For $A \subset \mathbb{R}^{d}$ and $x \in \mathbb{R}$, we define

$$
x A:=\{x y: y \in A\}
$$

and

$$
A \Sigma^{1 / 2}:=\left\{y \Sigma^{1 / 2}: y \in A\right\}
$$

By Fourier inversion formula (see 21.28 on page 230 of [10]), we get for $x \in \mathcal{L}_{n}^{(d)}$,

$$
\mathbb{P}\left(\frac{Z_{n}-\mu \log n}{\sqrt{\log n}} \Sigma^{-1 / 2}=x\right)=\frac{l}{(2 \pi \sqrt{\log n})^{d} \operatorname{det}\left(\Sigma^{1 / 2}\right)} \int_{\left(\sqrt{\log n} \mathcal{F}^{*} \Sigma^{1 / 2}\right)} \psi_{n}(t) e^{-i\langle t, x\rangle} \mathrm{d} t
$$

where $\psi_{n}(t)=\mathbb{E}\left[e^{i\left\langle t, \frac{Z_{n}-\mu \log n}{\sqrt{\log n}} \Sigma^{-1 / 2}\right\rangle}\right], l=|\operatorname{det}(\mathcal{L})|$ and $\mathcal{F}^{*}$ is the fundamental domain for $Y_{1}$
as defined in equation (21.22) on page 229 of [10]. Also, by Fourier inversion formula

$$
\phi_{d}(x)=\frac{1}{(2 \pi)^{d}} \int_{\mathbb{R}^{d}} e^{-i\langle t, x\rangle} e^{-\frac{\|t\|^{2}}{2}} \mathrm{~d} t
$$

Given $\epsilon>0$, there exists $N>0$ such that $n \geq N$,

$$
\begin{aligned}
& \left|\frac{\operatorname{det}\left(\Sigma^{1 / 2}\right)(\sqrt{\log n})^{d}}{l} \mathbb{P}\left(\frac{Z_{n}-\mu \log n}{\sqrt{\log n}} \Sigma^{-1 / 2}=x\right)-\phi_{d}(x)\right| \\
\leq & \frac{1}{(2 \pi)^{d}} \int_{\left(\sqrt{\log n} \mathcal{F}^{*} \Sigma^{1 / 2}\right)}\left|\psi_{n}(t)-e^{-\frac{\|t\|^{2}}{2}}\right| \mathrm{d} t+\frac{1}{(2 \pi)^{d}} \int_{\mathbb{R}^{d} \backslash \sqrt{\log n} \mathcal{F}^{*} \Sigma^{1 / 2}} e^{-\frac{\|t\|^{2}}{2}} \mathrm{~d} t \\
\leq & \frac{1}{(2 \pi)^{d}} \int_{\left(\sqrt{\log n} \mathcal{F}^{*} \Sigma^{1 / 2}\right)}\left|\psi_{n}(t)-e^{-\frac{\|t t\|^{2}}{2}}\right| \mathrm{d} t+\epsilon .
\end{aligned}
$$

Therefore, it is enough to prove that as $n \rightarrow \infty$

$$
\begin{equation*}
\int_{\left(\sqrt{\log n} \mathcal{F}^{*} \Sigma^{1 / 2}\right)}\left|\psi_{n}(t)-e^{-\frac{\|t\|^{2}}{2}}\right| \mathrm{d} t \longrightarrow 0 \tag{3.1.32}
\end{equation*}
$$

Given any compact set $A \subset \mathbb{R}^{d}$, we have

$$
\begin{gather*}
\int_{\left(\sqrt{\log n} \mathcal{F}^{*} \Sigma^{1 / 2}\right)}\left|\psi_{n}(t)-e^{-\frac{\|t\|^{2}}{2}}\right| \mathrm{d} t \leq \int_{A}\left|\psi_{n}(t)-e^{-\frac{\|t\|^{2}}{2}}\right| \mathrm{d} t+\int_{\left(\sqrt{\log n} \mathcal{F}^{*} \Sigma^{1 / 2}\right) \backslash A}\left|\psi_{n}(t)\right| \mathrm{d} t \\
+\int_{\mathbb{R}^{d} \backslash A} e^{-\frac{\|t\|^{2}}{2}} \mathrm{~d} t . \tag{3.1.33}
\end{gather*}
$$

By Theorem 2.1.1, we know that $\frac{Z_{n}-\mu \log n}{\sqrt{\log n}} \Sigma^{-1 / 2} \Rightarrow N_{d}\left(0, \mathbb{I}_{d}\right)$ as $n \rightarrow \infty$. Therefore, for any compact set $A \subset \mathbb{R}^{d}$, by bounded convergence theorem,

$$
\int_{A}\left|\psi_{n}(t)-e^{-\frac{\|t\|^{2}}{2}}\right| \mathrm{d} t \longrightarrow 0 \text { as } n \rightarrow \infty
$$

Let us write

$$
\begin{equation*}
\mathcal{I}(n, A)=\int_{\left(\sqrt{\log n} \mathcal{F}^{*} \Sigma^{1 / 2}\right) \backslash A}\left|\psi_{n}(t)\right| \mathrm{d} t \tag{3.1.34}
\end{equation*}
$$

We will show that for any $\epsilon>0$, we can choose a compact subset $A$ of $\mathbb{R}^{d}$, such that for all $n$
large enough

$$
\mathcal{I}(n, A)<\epsilon .
$$

Since $Z_{n} \stackrel{d}{=} Z_{0}+\sum_{j=1}^{n} I_{j} Y_{j}$, calculations similar to 3.1.10) show that for every $t \in \mathbb{R}^{d}$, and each $n$

$$
\left|\psi_{n}(t)\right| \leq\left|g_{n}(t)\right|
$$

where

$$
\begin{equation*}
g_{n}(t):=\mathbb{E}\left[e^{\left\langle i t, \frac{\sum_{j=1}^{n} I_{j} Y_{j}}{\sqrt{\log n}} \Sigma^{-1 / 2}\right\rangle}\right] . \tag{3.1.35}
\end{equation*}
$$

Therefore, from (3.1.34) we obtain

$$
\begin{equation*}
\mathcal{I}(n, A) \leq \int_{\left(\sqrt{\log n} \mathcal{F}^{*} \Sigma^{1 / 2}\right) \backslash A}\left|g_{n}(t)\right| \mathrm{d} t . \tag{3.1.36}
\end{equation*}
$$

Observe that

$$
\begin{aligned}
\mathbb{E}\left[e^{i\left\langle t, \sum_{j=1}^{n} I_{j} Y_{j}\right\rangle}\right] & =\prod_{j=1}^{n}\left(1-\frac{1}{j+1}+\frac{e(i t)}{j+1}\right) \\
& =\frac{1}{n+1} \Pi_{n}(e(i t))
\end{aligned}
$$

where $e(i t)=\mathbb{E}\left[e^{i\left\langle t, Y_{1}\right\rangle}\right]$. So, from 3.1.35)

$$
g_{n}(t)=\frac{1}{n+1} \Pi_{n}\left(e\left(\frac{1}{\sqrt{\log n}} i t \Sigma^{-1 / 2}\right)\right) .
$$

Applying a change of variables $t=\frac{1}{\sqrt{\log n}} w$, to 3.1.34 , we obtain

$$
\begin{equation*}
\mathcal{I}(n, A) \leq(\sqrt{\log n})^{d} \int_{\mathcal{F}^{*} \Sigma^{1 / 2} \backslash \frac{1}{\sqrt{\log n}} A}\left|g_{n}(\sqrt{\log n} w)\right| \mathrm{d} w \tag{3.1.37}
\end{equation*}
$$

We can choose $\delta>0$, such that for all $w \in B(0, \delta) \backslash\{0\}$, there exists $b>0$, such that

$$
\begin{equation*}
|e(i w)| \leq 1-\frac{b\|w\|^{2}}{2} \tag{3.1.38}
\end{equation*}
$$

(see Lemma 2.3.2(a) of [46] for a proof). Therefore, using the inequality $1-x \leq e^{-x}$,

$$
\left|g_{n}(\sqrt{\log n} w)\right|=\frac{1}{n+1}\left|\Pi_{n}\left(e\left(i w \Sigma^{-1 / 2}\right)\right)\right|
$$

$$
\begin{align*}
& \leq \prod_{j=1}^{n+1}\left(1-\frac{1}{j+1}+\frac{\left|e\left(i w \Sigma^{-1 / 2}\right)\right|}{j+1}\right) \\
& \leq e^{-\sum_{j=1}^{n} \frac{b}{j+1} \frac{\|w\|^{2}}{2}} \leq C_{1} e^{-b \frac{w \Sigma w^{T}}{2} \log n} \tag{3.1.39}
\end{align*}
$$

for some positive constant $C_{1}$. We write

$$
(\sqrt{\log n})^{d} \int_{\mathcal{F}^{*} \Sigma^{1 / 2} \backslash \frac{1}{\sqrt{\log n}} A}\left|g_{n}(\sqrt{\log n} w)\right| \mathrm{d} w=\mathcal{I}_{1}(n, A)+\mathcal{I}_{2}(n)
$$

where

$$
\begin{aligned}
\mathcal{I}_{1}(n, A):=(\sqrt{\log n})^{d} \int_{\left(B(0, \delta) \Sigma^{1 / 2} \backslash \frac{1}{\sqrt{\log n}} A\right) \cap \mathcal{F}^{*} \Sigma^{1 / 2}}\left|g_{n}(\sqrt{\log n} w)\right| \mathrm{d} w
\end{aligned}
$$

and

$$
\mathcal{I}_{2}(n)=(\sqrt{\log n})^{d} \int_{\mathcal{F}^{*} \Sigma^{1 / 2} \backslash B(0, \delta) \Sigma^{1 / 2}}\left|g_{n}(\sqrt{\log n} w)\right| d w
$$

From 3.1.39, we obtain

$$
\begin{equation*}
\mathcal{I}_{1}(n) \leq C_{1}(\sqrt{\log n})^{d} \int_{B(0, \delta) \Sigma^{1 / 2} \backslash \frac{A}{\sqrt{\log n}}} e^{-b \frac{w \Sigma w^{T}}{2} \log n} \mathrm{~d} w \tag{3.1.40}
\end{equation*}
$$

for an appropriate positive constant $C_{1}$. Applying a change of variables $w(\sqrt{\log n})=t$, we obtain

$$
\begin{equation*}
\mathcal{I}_{1}(n, A) \leq C_{1} \int_{B(0, \delta \sqrt{\log n}) \Sigma^{1 / 2} \backslash A} e^{-b \frac{w \Sigma w^{T}}{2}} \mathrm{~d} w \tag{3.1.41}
\end{equation*}
$$

Given $\epsilon>0$, choose a compact subset $A$ of $\mathbb{R}^{d}$, such that

$$
\begin{equation*}
C_{1} \int_{A^{c}} e^{-b \frac{w \Sigma w^{T}}{2}} \mathrm{~d} w<\epsilon \tag{3.1.42}
\end{equation*}
$$

Therefore, for this choice of $A$,

$$
\begin{equation*}
\mathcal{I}_{1}(n, A)<\epsilon \tag{3.1.43}
\end{equation*}
$$

Since the lattices for $Y_{1}$ and $I_{1} Y_{1}$ are same, for all $w \in \mathcal{F}^{*} \backslash B(0, \delta)$, we get $|e(i w)|<1$, so there exists an $0<\eta<1$, such that, $\left|e\left(i w \Sigma^{-1 / 2}\right)\right| \leq \eta$, for all $w \in \mathcal{F}^{*} \Sigma^{1 / 2} \backslash B(0, \delta) \Sigma^{1 / 2}$

Therefore, using the inequality $1-x \leq e^{-x}$, we obtain

$$
\begin{equation*}
\left|g_{n}(\sqrt{\log n} w)\right| \leq e^{-\sum_{j=i}^{n} \frac{1}{j+1}(1-\eta)} \leq C_{2} e^{-(1-\eta) \log n} \tag{3.1.44}
\end{equation*}
$$

for some positive constant $C_{2}$. Therefore, using equation (21.25) on page 230 of [10], we obtain

$$
\begin{equation*}
\mathcal{I}_{2}(n) \leq C_{2}^{\prime}(\sqrt{\log n})^{d} e^{-(1-\eta) \log n} \longrightarrow 0 \text { as } n \rightarrow \infty \tag{3.1.45}
\end{equation*}
$$

where $C_{2}^{\prime}$ is an appropriate positive constant.
Given $\epsilon>0$, choose $A$, such that, 3.1.42) holds and

$$
\begin{equation*}
\int_{A^{c}} e^{-\frac{\|t\|^{2}}{2}} \mathrm{~d} t<\epsilon \tag{3.1.46}
\end{equation*}
$$

From 3.1.33), 3.1.43, (3.1.45) and 3.1.46, we get

$$
\begin{equation*}
\varlimsup_{n \rightarrow \infty} \int_{\left(\sqrt{\log n} \mathcal{F}^{*} \Sigma^{1 / 2}\right)}\left|\psi_{n}(t)-e^{-\frac{\|t\|^{2}}{2}}\right| \mathrm{d} t<2 \epsilon \tag{3.1.47}
\end{equation*}
$$

Observe that as in the one dimensional case, Theorem 3.1.4 covers only the case when $\mathbb{P}\left(Y_{1}=0\right)>0$. The next theorem is stated for the special case when the urn is associated with simple symmetric random walk on $\mathbb{Z}^{d}, d \geq 2$, which is not covered by the Theorem 3.1.4.

Theorem 3.1.5. Assume that $\mathbb{P}\left(Y_{1}= \pm e_{i}\right)=\frac{1}{2 d}$, for $1 \leq i \leq d$, where $e_{i}$ is the $i$-th unit vector in direction $i$. Then, as $n \rightarrow \infty$,

$$
\begin{equation*}
\sup _{x \in \mathcal{L}_{n}^{(d)}}\left|(d)^{\frac{d}{2}}(\sqrt{\log n})^{d} \mathbb{P}\left(\frac{\sqrt{d}}{\sqrt{\log n}} Z_{n}=x\right)-\phi_{d}(x)\right| \longrightarrow 0 \tag{3.1.48}
\end{equation*}
$$

where $\mathcal{L}_{n}^{(d)}$ is as defined in 3.1 .30 with $\mu=0=x_{0}, \Sigma=\mathbb{I}_{d}$ and $\mathcal{L}=\sqrt{d} \mathbb{Z}^{d}$.
Similar to the one dimensional case, the next result is immediate from the above theorem.
Corollary 3.1.2. Assume that $\mathbb{P}\left(X_{1}= \pm e_{i}\right)=\frac{1}{2 d}$, for $1 \leq i \leq d$, where $e_{i}$ is the $i$-th unit vector in direction $i$. Then, as $n \rightarrow \infty$,

$$
\begin{equation*}
\mathbb{P}\left(Z_{n}=0\right) \sim \frac{1}{(\sqrt{2 \pi d \log n})^{d}} \tag{3.1.49}
\end{equation*}
$$

Proof of Theorem 3.1.5 In this case, $\mathbb{P}\left(Y_{1}= \pm e_{i}\right)=\frac{1}{2 d}$, for $1 \leq i \leq d$, where $e_{i}$ is the $i$-th unit vector in direction $i$, thus $\mu=0$ and $\Sigma=\frac{1}{d} \mathbb{I}_{d}$.

For notational simplicity, we prove (3.1.48) for $d=2$. The proof for general $d$ can be written similarly.

Now for each $j \in \mathbb{N}, I_{j} Y_{j}$ is a lattice random vector with the minimal lattice $\mathbb{Z}^{2}$. It is easy to see that $2 \pi \mathbb{Z} \times 2 \pi \mathbb{Z}$ is the set of all periods for $I_{j} Y_{j}$, and its fundamental domain is given by $(-\pi, \pi)^{2}$. To prove 3.1.48, it is enough to show

$$
\sup _{x \in \frac{1}{\sqrt{2}} \mathcal{L}_{n}^{(2)}}\left|(\log n) \mathbb{P}\left(\frac{Z_{n}}{\sqrt{\log n}}=x\right)-\phi_{2, \frac{1}{2} \mathbb{I}_{2}}(x)\right| \longrightarrow 0 \text { as } n \rightarrow \infty
$$

where $\phi_{2, \frac{1}{2} \mathbb{I}_{2}}(x)=\frac{1}{\pi} e^{-\|x\|^{2}}$ is the bivariate normal density with mean vector 0 and variancecovariance matrix $\frac{1}{2} \mathbb{I}_{2}$ and $\frac{1}{\sqrt{2}} \mathcal{L}_{n}^{(2)}=\frac{1}{\sqrt{\log n}} \mathbb{Z}^{2}$. By Fourier inversion formula (see 21.28 on page 230 of [10]), we get for $x \in \frac{1}{\sqrt{2}} \mathcal{L}_{n}^{(2)}$

$$
\mathbb{P}\left(\frac{Z_{n}}{\sqrt{\log n}}=x\right)=\frac{1}{(2 \pi)^{2} \log n} \int_{(-\sqrt{\log n} \pi, \sqrt{\log n} \pi)^{2}} \psi_{n}(t) e^{-i\langle t, x\rangle} \mathrm{d} t
$$

Also, by Fourier inversion formula,

$$
\phi_{2, \frac{1}{2} \mathbb{I}_{2}}(x)=\frac{1}{(2 \pi)^{2}} \int_{\mathbb{R}^{2}} e^{-i\langle t, x\rangle} e^{-\frac{\|t\|^{2}}{4}} \mathrm{~d} t
$$

Let us write $H_{n}=(-\sqrt{\log n} \pi, \sqrt{\log n} \pi)^{2}$. Given $\epsilon>0$, there exists $N>0$, such that, for $n \geq N$,

$$
\begin{aligned}
\left|\log n \mathbb{P}\left(\frac{Z_{n}}{\sqrt{\log n}}=x\right)-\phi_{2, \frac{1}{2} \mathbb{I}_{2}}(x)\right| & \leq \frac{1}{(2 \pi)^{2}} \int_{H_{n}}\left|\psi_{n}(t)-e^{-\frac{\|t\|^{2}}{4}}\right| \mathrm{d} t+\frac{1}{(2 \pi)^{2}} \int_{\mathbb{R}^{2} \backslash H_{n}} e^{-\frac{\|t\|^{2}}{4}} \mathrm{~d} t \\
& <\frac{1}{(2 \pi)^{2}} \int_{H_{n}}\left|\psi_{n}(t)-e^{-\frac{\|t\|^{2}}{4}}\right| \mathrm{d} t+\epsilon
\end{aligned}
$$

Given any compact set $A \subset \mathbb{R}^{2}$, for all $n$ large enough, we have

$$
\int_{H_{n}}\left|\psi_{n}(t)-e^{-\frac{\|t t\|^{2}}{4}}\right| \mathrm{d} t \leq \int_{A}\left|\psi_{n}(t)-e^{-\frac{\|t t\|^{2}}{4}}\right| \mathrm{d} t+\int_{H_{n} \backslash A}\left|\psi_{n}(t)\right| \mathrm{d} t+\int_{A^{c}} e^{-\frac{\|t\|^{2}}{4}} \mathrm{~d} t
$$

By Theorem 2.1.1. we know that $\frac{Z_{n}}{\sqrt{\log n}} \Rightarrow N_{2}\left(0, \frac{1}{2} \mathbb{I}_{2}\right)$, as $n \rightarrow \infty$. Therefore, for any compact set $A \subset \mathbb{R}^{2}$, by bounded convergence theorem,

$$
\int_{A}\left|\psi_{n}(t)-e^{-\frac{\|t\|^{2}}{4}}\right| \mathrm{d} t \longrightarrow 0 \text { as } n \rightarrow \infty
$$

Let us write

$$
\mathcal{I}(n, A)=\int_{H_{n} \backslash A}\left|\psi_{n}(t)\right| \mathrm{d} t .
$$

We will show that for any $\epsilon>0$, we can choose a compact subset $A$ of $\mathbb{R}^{2}$, such that, for all $n$ large enough

$$
\int_{A^{c}} e^{-\frac{\|t\|^{2}}{4}} \mathrm{~d} t<\epsilon,
$$

and

$$
\mathcal{I}(n, A)<\epsilon .
$$

Applying a change of variables $t=\frac{1}{\sqrt{\log n}} w$, we obtain

$$
\mathcal{I}(n, A)=\log n \int_{(-\pi, \pi)^{2} \backslash \frac{1}{\sqrt{\log n}} A}\left|\psi_{n}(\sqrt{\log n} w)\right| \mathrm{d} w .
$$

We can write

$$
\mathcal{I}(n, A)=\mathcal{I}_{1}(n, A)+\mathcal{I}_{2}(n)
$$

where

$$
\mathcal{I}_{1}(n, A)=\log n \int_{\left(B(0, \delta) \backslash \frac{1}{\sqrt{\log n}} A\right) \cap(-\pi, \pi)^{2}}\left|\psi_{n}(\sqrt{\log n} w)\right| \mathrm{d} w
$$

and

$$
\mathcal{I}_{2}(n)=\log n \int_{(-\pi, \pi)^{2} \backslash B(0, \delta)}\left|\psi_{n}(\sqrt{\log n} w)\right| d w .
$$

where $\delta$ is as in (3.1.38). Using arguments similar to (3.1.43), we can show that for any $\epsilon>0$, we can choose a compact subset $A$ of $\mathbb{R}^{2}$, such that for all $n$ large enough

$$
\mathcal{I}_{1}(n, A)<\epsilon .
$$

Therefore, it is enough to show that $\mathcal{I}_{2}(n) \longrightarrow 0$, as $n \rightarrow \infty$. To do so, we first observe that for $t=\left(t^{(1)}, t^{(2)}\right) \in \mathbb{R}^{2}$, the characteristic function for $Y_{1}$ is given by
$e(i t)=\frac{1}{2}\left(\cos t^{(1)}+\cos t^{(2)}\right)$. So, if $t \in[-\pi, \pi]^{2}$, be such that, $|e(i t)|=1$, then $t \in\{(\pi, \pi),(-\pi, \pi),(\pi,-\pi),(-\pi,-\pi)\}$. The function $\cos \theta$ is continuous and decreasing as a function of $\theta$ for $\theta \in\left[\frac{\pi}{2}, \pi\right]$. Choose $\eta>0$, such that for $t \in A_{1}=(-\pi, \pi)^{2} \cap$ $B^{c}(0, \delta) \cap D^{c}$, we have $|e(i t)|<1$, where $D=[\pi-\eta, \pi)^{2} \cup[-\pi+\eta,-\pi) \times[\pi-\eta, \pi) \cup$ $[-\pi+\eta,-\pi)^{2} \cup[\pi-\eta, \pi) \times[-\pi+\eta,-\pi)$. Let us write

$$
\mathcal{I}_{2}(n)=\mathcal{J}_{1}(n)+\mathcal{J}_{2}(n),
$$

where

$$
\mathcal{J}_{1}(n)=\log n \int_{A_{1}}\left|\psi_{n}(\sqrt{\log n} w)\right| d w
$$

and

$$
\mathcal{J}_{2}(n)=\log n \int_{D}\left|\psi_{n}(\sqrt{\log n} w)\right| d w
$$

It is easy to note that,

$$
\mathcal{J}_{1}(n) \leq \log n \int_{\bar{A}_{1}}\left|\psi_{n}(\sqrt{\log n} w)\right| d w,
$$

where $\bar{A}_{1}$ denotes the closure of $A_{1}$. For $w \in \bar{A}_{1}$, there exists some $0<\alpha<1$, such that, $|e(i t)| \leq \alpha$. Therefore, using bounds similar to that in (3.1.44], we can show that

$$
\mathcal{J}_{1}(n) \longrightarrow 0 \text { as } n \rightarrow \infty .
$$

We observe that

$$
\mathcal{J}_{2}(n) \leq 4 \log n \int_{[\pi-\eta, \pi]^{2}}\left|\psi_{n}(\sqrt{\log n} w)\right| d w .
$$

Hence, it is enough to show that

$$
\log n \int_{[\pi-\eta, \pi]^{2}}\left|\psi_{n}(\sqrt{\log n} w)\right| d w \longrightarrow 0 \text { as } n \rightarrow \infty
$$

For $w \in[\pi-\eta, \pi]^{2}$, we have $0<\left|\left(1+\frac{e(i w)}{j}\right)\right| \leq\left(1+\frac{\cos (\pi-\eta)}{j}\right) \leq 1$. Therefore,

$$
\left|\psi_{n}(\sqrt{\log n} w)\right|=\frac{1}{n+1} \prod_{j=1}^{n}\left|\left(1+\frac{e(i w)}{j}\right)\right| \leq \frac{1}{n+1} .
$$

So,

$$
\log n \int_{[\pi-\eta, \pi]^{2}}\left|\psi_{n}(\sqrt{\log n} w)\right| d w \leq \frac{\eta^{2}}{n+1} \log n \longrightarrow 0 \text { as } n \rightarrow \infty
$$

## Chapter 4

## Large deviation principle for the urn models associated with random walks ${ }^{1}$

Urn models associated with bounded increment random walks were introduced in Chapter 2 . Let $S_{n}=Y_{0}+\sum_{j=1}^{n} Y_{j}$, denote a random walk on $\mathbb{Z}^{d}$, with bounded increments $\left(Y_{j}\right)_{j \geq 1}$. For the urn model $\left(U_{n}\right)_{n \geq 0}$, associated with the random walk $\left(S_{n}\right)_{n \geq 0}$, we consider the replacement matrix $R$ given by (2.0.3). As in (2.0.1), $\mu, \Sigma$ and $e(\cdot)$, will denote the mean, non-centered second moment matrix and the moment generating function of $Y_{1}$ respectively. For this model, as shown in Theorem 2.1.1, if $Z_{n}$ is the randomly selected color at the $(n+1)$-th draw, then

$$
\begin{equation*}
\frac{Z_{n}-\mu \log n}{\sqrt{\log n}} \Rightarrow N_{d}(0, \Sigma) \text { as } n \rightarrow \infty \tag{4.0.1}
\end{equation*}
$$

It is easy to see that 4.0.1 implies

$$
\begin{equation*}
\frac{Z_{n}}{\log n} \xrightarrow{p} \mu \text { as } n \rightarrow \infty \tag{4.0.2}
\end{equation*}
$$

In the following section, we show that the sequence of probability measures $\left(\mathbb{P}\left(\frac{Z_{n}}{\log n} \in \cdot\right)\right)_{n \geq 2}$ satisfy a large deviation principle (LDP) with a good rate function and speed $\log n$. A characterization of the rate function is also provided.

The large deviation principle discussed here uses the representation 2.1.4. Since the increments $\left(I_{j} Y_{j}\right)_{j \geq 1}$ are independent, but not identically distributed, we require techniques

[^2]different from the classical case. For this we use the Gärtner-Ellis Theorem (see Remark (a) on page 45 of [27] or page 66 of [16]).

### 4.1 Large deviation principles for the randomly selected color

The following standard notation is used in this section. For any subset $A \subseteq \mathbb{R}^{d}$, we write $A^{\circ}$ to denote the interior of $A$ and $\bar{A}$ to denote the closure of $A$, under the usual Euclidean topology. We present a few definitions (for more details see [27]), which are standard in the literature.

Definition 4.1.1. A sequence of probability measures $\left(\nu_{n}\right)_{n \geq 2}$ is said to satisfy a LDP with a rate function $I$, and speed $v_{n}$, if for all Borel subset $A$ of $\mathbb{R}^{d}$,

$$
-\inf _{x \in A^{\circ}} I(x) \leq \varliminf_{n \rightarrow \infty} \frac{\log \nu_{n}(A)}{v_{n}} \leq \varlimsup_{n \rightarrow \infty} \frac{\log \nu_{n}(A)}{v_{n}} \leq-\inf _{x \in \bar{A}} I(x)
$$

Definition 4.1.2. A rate function $I$ is a lower semicontinuous function $I: \mathbb{R}^{d} \rightarrow[0, \infty]$. A rate function is said to be good, if all the level sets $\{x: I(x) \leq a\}$ are compact subsets of $\mathbb{R}^{d}$.

In the next theorem, we discuss the asymptotic behavior of the tail probabilities of $\frac{Z_{n}}{\log n}$.
Theorem 4.1.1. The sequence of probability measures $\left(\mathbb{P}\left(\frac{Z_{n}}{\log n} \in \cdot\right)\right)_{n \geq 2}$ satisfy a LDP with rate function $I(\cdot)$ and speed $\log n$, where $I(\cdot)$ is the Fenchel-Legendre dual of e $(\cdot)-1$, that is, for $x \in \mathbb{R}^{d}$,

$$
\begin{equation*}
I(x)=\sup _{\lambda \in \mathbb{R}^{d}}\{\langle x, \lambda\rangle-e(\lambda)+1\} . \tag{4.1.1}
\end{equation*}
$$

Moreover, $I(\cdot)$ is a good rate function which is also convex.
Proof. Let us define

$$
\begin{equation*}
\boldsymbol{\alpha}_{n}(\lambda):=\frac{1}{\log n} \log \mathbb{E}\left[e^{\left\langle\lambda, Z_{n}\right\rangle}\right] \tag{4.1.2}
\end{equation*}
$$

From 2.1.4, we know that

$$
Z_{n} \stackrel{d}{=} Z_{0}+\sum_{j=1}^{n} I_{j} Y_{j}
$$

Therefore, it follows from calculations similar to 2.1 .5

$$
\mathbb{E}\left[e^{\left\langle\lambda, Z_{n}\right\rangle}\right]=\frac{1}{n+1} \mathbb{E}\left[e^{\left\langle\lambda, Z_{0}\right\rangle}\right] \Pi_{n}(e(\lambda))
$$

where $\Pi_{n}(z)=\prod_{j=1}^{n}\left(1+\frac{z}{j}\right), z \in \mathbb{C}$. From (2.1.3), we get

$$
\begin{equation*}
\boldsymbol{\alpha}_{n}(\lambda) \longrightarrow e(\lambda)-1<\infty, \quad \forall \lambda \in \mathbb{R}^{d} \tag{4.1.3}
\end{equation*}
$$

Thus the LDP now follows from the Gärtner-Ellis Theorem (see Remark (a) on page 45 of [27] or page 66 of [16]).

We next note that $I(\cdot)$ is a convex function because it is the Fenchel-Legendre dual of $e(\lambda)-1$, which is finite for all $\lambda \in \mathbb{R}^{d}$.

Finally, we will show that $I(\cdot)$ is good rate function, that is, the level sets $A(a)=$ $\{x: I(x) \leq a\}$ are compact for all $a>0$. The function $I$ is a rate function. Hence by definition, it is lower semicontinuous. So, it is enough to prove that, $A(a)$ is bounded for all $a \in \mathbb{R}$. Observe that, for all $x \in \mathbb{R}^{d}$,

$$
I(x) \geq \sup _{\|\lambda\|=1}\{\langle x, \lambda\rangle-e(\lambda)+1\}
$$

Now the function $\lambda \mapsto e(\lambda)$ is continuous and $\{\lambda:\|\lambda\|=1\}$ is a compact set. So $\exists \lambda_{0} \in$ $\{\lambda:\|\lambda\|=1\}$, such that $\sup _{\|\lambda\|=1} e(\lambda)=e\left(\lambda_{0}\right)$. Therefore, for $\|x\| \neq 0$, choosing $\lambda=\frac{x}{\|x\|}$, we have $I(x) \geq\|x\|-e\left(\lambda_{0}\right)+1$. So, if $x \in A(a)$, then,

$$
\|x\| \leq\left(a+e\left(\lambda_{0}\right)-1\right)
$$

This proves that the level sets are bounded, which completes the proof.

Our next result is an easy consequence of (4.1.1) which can be used to compute explicit formula for the rate function $I$.

Theorem 4.1.2. The rate function I is same as the rate function for the large deviation of the empirical means of i.i.d. random vectors with distribution corresponding to the distribution of the following random vector

$$
\begin{equation*}
W=\sum_{i=1}^{N} Y_{i} \tag{4.1.4}
\end{equation*}
$$

where $N \sim$ Poisson (1) and is independent of $\left(Y_{j}\right)_{j \geq 1}$, which are the i.i.d. increments of the associated random walk.

Proof. We first observe that $\log \mathbb{E}\left[e^{\langle\lambda, W\rangle}\right]=e(\lambda)-1$. The rest then follows from (4.1.1) and Cramér's Theorem (see Theorem 2.2.30 of [27]).

For $d=1$, one can get more information about the rate function $I$, in particular the following result is a consequence of Theorem4.1.2 and Lemma 2.2.5 of [27].

Proposition 4.1.1. Suppose $d=1$, then $I(x)$ is non-decreasing when $x \geq \mu$ and non-increasing
when $x \leq \mu$. Moreover,

$$
I(x)= \begin{cases}\sup _{\lambda \geq 0}\{x \lambda-e(\lambda)+1\} & \text { if } x \geq \mu  \tag{4.1.5}\\ \sup _{\lambda \leq 0}\{x \lambda-e(\lambda)+1\} & \text { if } x \leq \mu\end{cases}
$$

In particular, $I(\mu)=\inf _{x \in \mathbb{R}} I(x)$.

The following is an immediate corollary of the above result and Theorem4.1.1.
Corollary 4.1.1. Let $d=1$, then for any $\epsilon>0$,

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{1}{\log n} \log \mathbb{P}\left(\frac{Z_{n}}{\log n} \geq \mu+\epsilon\right)=-I(\mu+\epsilon) \tag{4.1.6}
\end{equation*}
$$

and

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{1}{\log n} \log \mathbb{P}\left(\frac{Z_{n}}{\log n} \leq \mu-\epsilon\right)=-I(\mu-\epsilon) \tag{4.1.7}
\end{equation*}
$$

We end the chapter with explicit computations of the rate functions for two examples of infinite color urn models associated with random walks on one dimensional integer lattice.

Example 4.1.1. Our first example is the case when the random walk is the right shift as introduced in Subsection 1.2.1 which moves deterministically one step to the right at a time. In other words, $Y_{1}=1$, with probability one. In this case $\mu=1$ and $\sigma^{2}=1$. Also the moment generating function of $Y_{1}$, is given by $e(\lambda):=e^{\lambda}, \lambda \in \mathbb{R}$. By Theorem 4.1.2 the rate function for the associated infinite color urn model is same as the rate function for a Poisson random variable with mean 1 (see page 96 of [28]), that is,

$$
I(x)= \begin{cases}\infty & \text { if } x<0  \tag{4.1.8}\\ 1 & \text { if } x=0 \\ x \log x-x+1 & \text { if } x>0\end{cases}
$$

Example 4.1.2. Our next example is the case when the random walk is the simple symmetric random walk on the one dimensional integer lattice. For this case, we note that $\mu=0, \sigma^{2}=1$ and the moment generating function $Y_{1}$ is $e(\lambda)=\cosh \lambda, \lambda \in \mathbb{R}$. Therefore, from 4.1.5), we have

$$
I(x)= \begin{cases}\sup _{\lambda \geq 0}\{x \lambda-\cosh \lambda+1\} & \text { if } x \geq 0 \\ \sup _{\lambda \leq 0}\{x \lambda-\cosh \lambda+1\} & \text { if } x \leq 0\end{cases}
$$

Fixing $x \in \mathbb{R}$, define $f_{x}(\lambda):=x \lambda-\cosh \lambda+1$. Differentiating $f_{x}(\lambda)$ with respect to $\lambda$, we
obtain

$$
\begin{equation*}
\frac{\mathrm{d} f_{x}(\lambda)}{\mathrm{d} \lambda}=x-\sinh \lambda, \tag{4.1.9}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{\mathrm{d}^{2} f_{x}(\lambda)}{\mathrm{d} \lambda^{2}}=-\cosh \lambda<0 \text { for all } \lambda \in \mathbb{R} \tag{4.1.10}
\end{equation*}
$$

$\lambda=\sinh ^{-1} x$, solves the equation $\frac{\mathrm{d} f_{x}(\lambda)}{\mathrm{d} \lambda}=0$, for every fixed $x \in \mathbb{R}$. Therefore, the function $f_{x}(\lambda)$ attains its maximum at $\lambda=\sinh ^{-1} x$. Hence, the rate function for the associated infinite color urn model turns out to be

$$
\begin{equation*}
I(x)=x \sinh ^{-1} x-\sqrt{1+x^{2}}+1 \tag{4.1.11}
\end{equation*}
$$

## Chapter 5

## Representation theorem ${ }^{1}$

In this chapter, we present a coupling of the urn model with the associated Markov chain, which will improve the representation given in 2.1.4. This method is novel and useful in deriving several results for the expected configuration of the urn. There are a few standard methods for analyzing finite color urn models which are mainly based on martingale techniques [38, 55, 14, 15, 25], stochastic approximations [44] and embedding into continuous time pure birth processes [3, 40, 41, 5]. Typically, the analysis of a finite color urn is heavily dependent on the Jordan decomposition [24] of matrices and the Perron-Frobenius theory [58] of matrices with positive entries, [3, 38, 40, 41, 5, 14, 25]. The absence of such theories for infinite dimensional matrices makes the analysis of urns with infinitely many colors quite difficult and challenging. The improved representation derived here will help us bypass this difficulty.

### 5.1 Representation theorem

Theorem 5.1.1. Consider an urn model with colors indexed by a set $S$, replacement matrix $R$ and initial configuration $U_{0}$. Let $\left(X_{n}\right)_{n \geq 0}$ be the associated Markov chain. Then, there exists an increasing non negative sequence of stopping times $\left(\tau_{n}\right)_{n \geq 0}$ with $\tau_{0}=0$, which are independent of the Markov chain $\left(X_{n}\right)_{n \geq 0}$, such that, if $Z_{n}$ denotes the color of the $(n+1)$-th selected ball, then, for any $n \geq 0$,

$$
\begin{equation*}
Z_{n} \stackrel{d}{=} X_{\tau_{n}} \tag{5.1.1}
\end{equation*}
$$

[^3]Moreover, as $n \rightarrow \infty$,

$$
\begin{equation*}
\frac{\tau_{n}}{\log n} \longrightarrow 1 \text { a.s. } \tag{5.1.2}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{\tau_{n}-\log n}{\sqrt{\log n}} \Rightarrow N(0,1) \tag{5.1.3}
\end{equation*}
$$

Remark 5.1.1. Theorem 5.1.1 will be referred to as the representation theorem. It is worthwhile to note here that (5.1.1) gives only a marginal representation of $Z_{n}$, for each $n \geq 0$. The following need not be true:

$$
\begin{equation*}
\left(Z_{n}\right)_{n \geq 0} \stackrel{d}{=}\left(X_{\tau_{n}}\right)_{n \geq 0} \tag{5.1.4}
\end{equation*}
$$

This is because $\left(X_{\tau_{n}}\right)_{n \geq 0}$ is a Markov chain, but $\left(Z_{n}\right)_{n \geq 0}$ is not necessarily Markov.
Observe that the probability mass function for $Z_{n}$ is $\left(\frac{\mathbb{E}\left[U_{n, v}\right]}{n+1}\right)_{v \in S}$. Therefore 5.1.1) will be useful in deriving results about the expected configuration of the urn. However, the representation theorem may not be useful in deriving asymptotic properties of the random configuration of the urn. It is worthwhile to note here that Theorem 5.1.1 holds for any $S$, be it finite or infinite. Consequently, 5.1.1) will be used in the next section to rederive several known results for finite colors. In the next chapter, we will apply Theorem 5.1.1 to derive new results for the infinite color case.

Proof of Theorem 5.1.1. It is clear that the probability mass function for $Z_{n}$ is given by $\left(\frac{\mathbb{E}\left[U_{n, v}\right]}{n+1}\right)_{v \in S}$. From 1.1.4, we have

$$
U_{n}=U_{n-1}+\chi_{n} R
$$

Denote by $R(u, v)$ the $v$-th entry of the $u$-th row of the matrix $R$, for all $u, v \in S$. So,

$$
\begin{align*}
\frac{U_{n}}{n+1} & =\frac{n}{n+1} \frac{U_{n-1}}{n}+\frac{1}{n+1} \chi_{n} R \\
& =\frac{n}{n+1} \frac{U_{n-1}}{n}+\frac{1}{n+1} R\left(Z_{n-1}, \cdot\right) \tag{5.1.5}
\end{align*}
$$

We will prove this theorem by induction on $n \in \mathbb{N}$. Let $\left(X_{n}\right)_{n \geq 0}$ be the Markov chain associated with the urn process. Then the initial distribution of $\left(X_{n}\right)_{n \geq 0}$ is given by $U_{0}$. Let us denote by $\mathbb{P}_{U_{0}}$ the law of the Markov chain $\left(X_{n}\right)_{n \geq 0}$. We know that the distribution of $Z_{0}$ is given by $U_{0}$. Therefore, (5.1.1) is trivially true for $n=0$.

Let $\left(I_{j}\right)_{j \geq 1}$ be a sequence of independent Bernoulli random variables, with $\mathbb{E}\left[I_{j}\right]=\frac{1}{j+1}$, such that $\left(I_{j}\right)_{j \geq 1}$ is independent of $\left(X_{n}\right)_{n \geq 0}$. Define $\tau_{n}=\sum_{j=1}^{n} I_{j}$, and $\tau_{0} \equiv 0$. Observe that,
the law of $\tau_{n}$ is same as in Lemma 1.2.1. It is easy to see that,

$$
\begin{align*}
\mathbb{P}_{U_{0}}\left(X_{\tau_{1}}=v\right) & =\mathbb{P}_{U_{0}}\left(\left(1-I_{1}\right) X_{0}+I_{1} X_{1}=v\right) \\
& =\frac{1}{2} \mathbb{P}_{U_{0}}\left(X_{0}=v\right)+\frac{1}{2} \mathbb{P}_{U_{0}}\left(X_{1}=v\right) \tag{5.1.6}
\end{align*}
$$

The distribution of $Z_{0}$ is given by $\left(U_{0, v}\right)_{v \in S}$, therefore

$$
\begin{equation*}
\mathbb{E}\left[R\left(Z_{0}, v\right)\right]=\mathbb{P}_{U_{0}}\left(X_{1}=v\right) \tag{5.1.7}
\end{equation*}
$$

Using equations (5.1.5), (5.1.6) and 5.1.7), we have proved (5.1.1) for $n=1$. Let us assume that the result is true for $n$, that is,

$$
\begin{equation*}
Z_{n} \stackrel{d}{=} X_{\tau_{n}} \tag{5.1.8}
\end{equation*}
$$

We want to show

$$
Z_{n+1} \stackrel{d}{=} X_{\tau_{n+1}}
$$

We know that the distribution of $Z_{n+1}$ is given by $\frac{1}{n+2}\left(\mathbb{E}\left[U_{n+1, v}\right]\right)_{v \in S}$. For $v \in S$, we have

$$
\begin{aligned}
\mathbb{P}_{U_{0}}\left(X_{\tau_{n+1}}=v\right) & =\mathbb{P}_{U_{0}}\left(\left(1-I_{n+1}\right) X_{\tau_{n}}+I_{n+1} X_{\tau_{n}+1}=v\right) \\
& =\frac{n+1}{n+2} \mathbb{P}_{U_{0}}\left(X_{\tau_{n}}=v\right)+\frac{1}{n+2} \mathbb{P}_{U_{0}}\left(X_{\tau_{n}+1}=v\right)
\end{aligned}
$$

By assumption (5.1.8), we have

$$
R\left(Z_{n}, v\right)=\mathbb{P}\left(X_{\tau_{n}+1}=v \mid X_{\tau_{n}}\right)
$$

Therefore,

$$
\mathbb{E}\left[R\left(Z_{n}, v\right)\right]=\mathbb{P}_{U_{0}}\left(X_{\tau_{n}+1}=v\right)
$$

This proves 5.1.1.
Now we will show (5.1.2) and (5.1.3). As observed in 1.2.6,

$$
\begin{equation*}
\mathbb{E}\left[\tau_{n}\right] \sim \log n \text { as } n \rightarrow \infty \tag{5.1.9}
\end{equation*}
$$

From 1.2.7, we obtain

$$
\begin{equation*}
\operatorname{Var}\left(\tau_{n}\right)=\sum_{j=1}^{n} \frac{1}{j+1}-\frac{1}{(j+1)^{2}} \sim \log n \text { as } n \rightarrow \infty \tag{5.1.10}
\end{equation*}
$$

Observe that,

$$
\sum_{n \geq 1} \frac{\operatorname{Var}\left(I_{n}\right)}{(\log n)^{2}} \leq \sum_{n \geq 1} \frac{1}{(n+1)(\log n)^{2}}<\infty
$$

Therefore, by the Strong Law of Large Numbers for independent random variables (see Theorem 2 on page 364 of [59]), we obtain as $n \rightarrow \infty$,

$$
\begin{equation*}
\frac{\tau_{n}-\mathbb{E}\left[\tau_{n}\right]}{\log n} \longrightarrow 0 \text { a.s. } \tag{5.1.11}
\end{equation*}
$$

From 1.2 .6 , we have $\frac{\mathbb{E}\left[\tau_{n}\right]}{\log n} \longrightarrow 1$ as $n \rightarrow \infty$. This together with 5.1.11) implies that as $n \rightarrow \infty$,

$$
\frac{\tau_{n}}{\log n} \longrightarrow 1 \text { a.s. }
$$

This proves (5.1.2). The conclusion in (5.1.3) follows from Lemma 1.2.1.

The following proposition is immediate from the proof of Theorem 5.1.1
Proposition 5.1.1. Under the assumptions made in Theorem 5.1.1 it is possible to choose $\left(\tau_{n}\right)_{n \geq 1}$, such that, for all $n \geq 1$,

$$
\begin{equation*}
\tau_{n}=\sum_{j=1}^{n} I_{j} \tag{5.1.12}
\end{equation*}
$$

where $\left(I_{j}\right)_{j \geq 1}$ is a sequence of independent Bernoulli random variables, with $\mathbb{E}\left[I_{j}\right]=\frac{1}{j+1}$, and $\left(I_{j}\right)_{j \geq 1}$ is independent of $\left(X_{n}\right)_{n \geq 0}$.

### 5.2 Color count statistics

For every $v \in S$, and $n \geq 0$, let

$$
N_{n, v}:=\sum_{m=0}^{n} \mathbb{1}_{\left\{Z_{m}=v\right\}}
$$

denote the color count statistics for $v$. Note that for every $n \geq 0$,

$$
\sum_{v \in S} N_{n, v}=n+1
$$

Here, we present some results for the color count statistics, for both finite and infinite color urn models.

Lemma 5.2.1. Consider an urn model with colors indexed by a set $S$, replacement matrix $R$ and initial configuration $U_{0}$. If $Z_{n}$ denotes the color of the $(n+1)$-th selected ball, then for
every $v \in S$,

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left(\frac{U_{n, v}}{n+1}-\frac{1}{n+1} \sum_{u \in S} N_{n, u} R(u, v)\right)=0, \text { a.s. } \tag{5.2.1}
\end{equation*}
$$

where $R(u, v)$ denotes the $v$-th element of the $u$-th row of $R$.
Proof. For $n \geq 0$, the following is obvious from (1.1.4)

$$
U_{n+1}=U_{n}+\chi_{n+1} R=U_{0}+\sum_{k=1}^{n+1} \chi_{k} R .
$$

Writing $\chi_{n}=\left(\chi_{n, u}\right)_{u \in S}$, we observe that $\chi_{n, u}=\mathbb{1}_{\left\{Z_{n-1}=u\right\}}$ for every $u \in S$. Therefore, it follows that

$$
\begin{equation*}
U_{n, v}=U_{0, v}+\sum_{u \in S} \sum_{m=0}^{n} \mathbb{1}_{\left\{Z_{m}=u\right\}} R(u, v)=U_{0, v}+\sum_{u \in S} N_{n, u} R(u, v) . \tag{5.2.2}
\end{equation*}
$$

This implies that, as $n \rightarrow \infty$,

$$
\begin{equation*}
\left(\frac{U_{n, v}}{n+1}-\frac{1}{n+1} \sum_{u \in S} N_{n, u} R(u, v)\right)=\frac{U_{0, v}}{n+1} \longrightarrow 0 \text { a.s. } \tag{5.2.3}
\end{equation*}
$$

Remark 5.2.1. It is worthwhile to note that the identity (5.2.2) imply that (5.2.1) holds for every realization.

Corollary 5.2.1. Consider an urn model with colors indexed by a set $S$, replacement matrix $R$ and initial configuration $U_{0}$. Let $\pi=\left(\pi_{u}\right)_{u \in S}$ be a solution to $\pi R=\pi$, such that $\pi_{u} \geq 0$, for each $u \in S$. If for all $v \in S$,

$$
\begin{equation*}
\frac{N_{n, v}}{n+1} \longrightarrow \pi_{v} \text { a.s. as } n \rightarrow \infty \tag{5.2.4}
\end{equation*}
$$

then, for every $v \in S$,

$$
\begin{equation*}
\frac{U_{n, v}}{n+1} \longrightarrow \pi_{v} \text { a.s. as } n \rightarrow \infty \tag{5.2.5}
\end{equation*}
$$

Remark 5.2.2. For infinitely many colors, it is well known from the standard theory of Markov chains (see page 130 of [11]) that there exists a unique solution $\pi=\left(\pi_{u}\right)_{u \in S}$, with $\pi_{u}>0$, for each $u \in S$ and $\sum_{u \in S} \pi_{u}=1$ to

$$
\pi R=\pi
$$

if and only if, $R$ is irreducible and positive recurrent. However, if $R$ is irreducible and null recurrent, then $\pi_{u}=0$, for all $u \in S$.

Proof of Corollary 5.2.1 Assume (5.2.4 holds, then to prove (5.2.5), we observe that from (5.2.1), it is enough to prove that, for every $v \in S$,

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{1}{n+1} \sum_{u \in S} N_{n, u} R(u, v)=\pi_{v} \text { a.s. } \tag{5.2.6}
\end{equation*}
$$

From (5.2.4), we know that for every $u \in S$, as $n \rightarrow \infty$,

$$
\frac{N_{n, u}}{n+1} \longrightarrow \pi_{u} \text { a.s. }
$$

Therefore, by dominated convergence theorem, it follows that, as $n \rightarrow \infty$,

$$
\begin{equation*}
\frac{1}{n+1} \sum_{u \in S} N_{n, u} R(u, v) \longrightarrow \pi_{v} \text { a.s. } \tag{5.2.7}
\end{equation*}
$$

for every $v \in S$.
Corollary 5.2.2. Consider an infinite color urn model with colors indexed by a set $S$, replacement matrix $R$ and initial configuration $U_{0}$. Let $R$ be irreducible. Then, the following are equivalent:
(i) For every $v \in S, \lim _{n \rightarrow \infty} \frac{U_{n, v}}{n+1}=0$ a.s.;
(ii) For every $v \in S, \lim _{n \rightarrow \infty} \frac{N_{n, v}}{n+1}=0$ a.s.

Proof. First we prove that (ii) implies (iii). Fix $v \in S$. Since $R$ is irreducible, given $v \in S$, there exists $u \in S$, such that $R(v, u)>0$. Since we have assumed (i) holds, we have

$$
\lim _{n \rightarrow \infty} \frac{U_{n, u}}{n+1}=0
$$

Therefore, 5.2.1) implies that for this chosen $u \in S$,

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{1}{n+1} \sum_{w \in S} N_{n, w} R(w, u)=0 \text { a.s. } \tag{5.2.8}
\end{equation*}
$$

Since, for every $w \in S, N_{n, w} R(w, u) \geq 0$, therefore, 5.2.8 implies that,

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{1}{n+1} N_{n, w} R(w, u)=0 \tag{5.2.9}
\end{equation*}
$$

Since $R(v, u)>0$, 5.2.9) implies that,

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{N_{n, v}}{n+1}=0 \text { a.s. } \tag{5.2.10}
\end{equation*}
$$

This proves that (ii) implies (iil).
The proof that (ii) implies (ii) is similar to the proof of Corollary 5.2.1.
Remark 5.2.3. It is worthwhile to note here that if $R$ is reducible, then it may happen that

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{U_{n, v}}{n+1}=0 \text { a.s. for some but not all } v . \tag{5.2.11}
\end{equation*}
$$

Consider the following example where the $S=\mathbb{N}$ and $R=((R(i, j)))_{i, j \in \mathbb{N}}$, such that

$$
R(i, j)= \begin{cases}1 & \text { if } i=1, j \in \mathbb{N} \\ 0 & \text { otherwise }\end{cases}
$$

In this case, it follows trivially that

$$
\lim _{n \rightarrow \infty} \frac{U_{n, 1}}{n+1}=1, \text { a.s. }
$$

and for all $j \geq 2$,

$$
\lim _{n \rightarrow \infty} \frac{U_{n, j}}{n+1}=0, \text { a.s. }
$$

### 5.3 Applications of the representation theorem for finite color urn models

We will now present some applications of the representation theorem for finite color urn models. These results are already available in literature, we will give alternative proofs as applications of the representation theorem. More applications leading to new results for infinite color urn models are available in Chapter 6 .

### 5.3.1 Irreducible and aperiodic replacement matrices

Theorem 5.3.1. Consider an urn model with colors indexed by $\{1,2, \ldots, K\}$. Let $R$ be irreducible, and aperiodic, with a unique stationary distribution $\pi=\left(\pi_{j}\right)_{1 \leq j \leq K}$. Then, as $n \rightarrow \infty$,

$$
\begin{equation*}
\mathbb{P}\left(Z_{n}=j\right) \longrightarrow \pi_{j}, \text { for every } j \in\{1,2, \ldots, K\} \tag{5.3.1}
\end{equation*}
$$

The proof $(5.3 .1)$ is available in [3, 38, 40, 5] using techniques different from the representation 5.1.1). Here, we present the proof as an application of (5.1.1).

Proof. Since $\left(X_{n}\right)_{n \geq 0}$ is irreducible and aperiodic, therefore using the standard limit theorems for Markov chains, see [11], we have as $n \rightarrow \infty$,

$$
\begin{equation*}
\mathbb{P}\left(X_{n}=j\right) \longrightarrow \pi_{j}, \text { for every } j \in\{1,2, \ldots, K\} \tag{5.3.2}
\end{equation*}
$$

From 5.1.1, we know that $Z_{n} \stackrel{d}{=} X_{\tau_{n}}$, where $\left(\tau_{n}\right)_{n \geq 1}$ is independent of $\left(X_{n}\right)_{n \geq 0}$. From (5.1.2), we know that $\tau_{n} \longrightarrow \infty$, as $n \rightarrow \infty$. This together with (5.3.2) implies that, as $n \rightarrow \infty$,

$$
\begin{equation*}
\mathbb{P}\left(Z_{n}=j\right)=\mathbb{P}\left(X_{\tau_{n}}=j\right) \longrightarrow \pi_{j}, \tag{5.3.3}
\end{equation*}
$$

$j \in\{1,2, \ldots, K\}$. This completes the proof.
Corollary 5.3.1. Consider an urn model with colors indexed by $\{1,2, \ldots, K\}$. Let $R$ be irreducible, and aperiodic, with a unique stationary distribution $\pi=\left(\pi_{j}\right)_{1 \leq j \leq K}$. Then, as $n \rightarrow \infty$,

$$
\begin{equation*}
\frac{\mathbb{E}\left[N_{n, j}\right]}{n+1} \longrightarrow \pi_{j}, \text { for all } 1 \leq j \leq K \tag{5.3.4}
\end{equation*}
$$

Proof.

$$
\mathbb{E}\left[N_{n, j}\right]=\sum_{m=0}^{n} \mathbb{P}\left(Z_{m}=j\right) .
$$

Therefore, from (5.3.1), it follows that for every $1 \leq j \leq K$,

$$
\begin{equation*}
\frac{\mathbb{E}\left[N_{n, j}\right]}{n+1}=\frac{1}{n+1} \sum_{m=0}^{n} \mathbb{P}\left(Z_{m}=j\right) \longrightarrow \pi_{j} \text { as } n \rightarrow \infty \tag{5.3.5}
\end{equation*}
$$

If $R$ be irreducible, and aperiodic, with unique stationary distribution $\pi=\left(\pi_{j}\right)_{1 \leq j \leq K}$, then, it is well known in literature [3, 38, 40, 5], as $n \rightarrow \infty$,

$$
\begin{equation*}
\frac{U_{n, j}}{n+1} \longrightarrow \pi_{j} \text { a.s. for all } j \in\{1,2, \ldots, K\} \tag{5.3.6}
\end{equation*}
$$

The proof of (5.3.6) is available in [38, 5], which uses the Perron-Frobenius theory and the Jordan decomposition of matrices. The same is available in [40, 3], using the Athreya-Karlin embedding of the urn processes into continuous time multi-type Markov branching processes. The key to all these techniques is the existence of a dominant eigenvalue, as obtained from Perron-Frobenius theory of matrices with positive entries [58] and the Jordan decomposition of matrices [24]. Here we provide a simplification of the proof given in [5].

If $R$ is irreducible, then by the Perron-Frobenius theory, 1 is a simple eigenvalue of $R$, and if $\lambda$ is any other eigenvalue of $R$, then $\operatorname{Re}(\lambda)<1$. As $R$ is irreducible, there exists a non-singular matrix $T$, such that $R$ admits the following Jordan decomposition

$$
T^{-1} R T=\left(\begin{array}{ccccc}
1 & 0 & 0 & \ldots & 0  \tag{5.3.7}\\
0 & J_{1} & 0 & \ldots & 0 \\
\ldots & \ldots & \ldots & \ldots & \\
0 & 0 & 0 & \ldots & J_{s}
\end{array}\right)
$$

with

$$
J_{t}=\left(\begin{array}{ccccc}
\lambda_{t} & 1 & 0 & \ldots & 0  \tag{5.3.8}\\
0 & \lambda_{t} & 1 & \ldots & 0 \\
\vdots & \ldots & \ddots & \ddots & \vdots \\
0 & 0 & \ldots & \lambda_{t} & 1 \\
0 & 0 & 0 & \ldots & \lambda_{t}
\end{array}\right)
$$

where $1, \lambda_{1}, \lambda_{2}, \ldots, \lambda_{s}$ are the eigenvalues of $R$, with $\operatorname{Re}\left(\lambda_{t}\right)<1$, for all $1 \leq t \leq s$. Let

$$
\alpha:=\max \left\{\operatorname{Re}\left(\lambda_{t}\right): 1 \leq t \leq s\right\},
$$

and

$$
\beta:=\max \left\{\beta_{t}: 1 \leq t \leq s\right\},
$$

where $\beta_{t}$ denotes the order of the matrix $J_{t}$. Observe that $\alpha<1$. It is shown in [5] that for all $n \geq 0$, and for all $1 \leq j \leq K$,

$$
\begin{equation*}
\operatorname{Var}\left(U_{n, j}\right) \leq C V_{n}^{2}, \tag{5.3.9}
\end{equation*}
$$

for a suitable constant $C>0$, where

$$
V_{n}= \begin{cases}\sqrt{n} & \text { if } \alpha<\frac{1}{2},  \tag{5.3.10}\\ \sqrt{n} \log ^{\beta-\frac{1}{2}} n & \text { if } \alpha=\frac{1}{2}, \\ n^{\alpha} \log ^{\beta-1} n & \text { if } \alpha>\frac{1}{2} .\end{cases}
$$

Using (5.3.9) and (5.3.10], the authors in [5] showed that, for every $j \in\{1,2, \ldots, K\}$,

$$
\frac{U_{n, j}-\mathbb{E}\left[U_{n, j}\right]}{n+1} \longrightarrow 0 \text { a.s. as } n \rightarrow \infty
$$

From (5.3.1) it is immediate that, for all $j \in\{1,2, \ldots, K\}$,

$$
\begin{equation*}
\frac{\mathbb{E}\left[U_{n, j}\right]}{n+1} \longrightarrow \pi_{j} \text { as } n \rightarrow \infty \tag{5.3.11}
\end{equation*}
$$

This implies (5.3.6).

### 5.3.2 Reducible replacement matrices

Consider an urn model with finitely many colors, indexed by the set $\{1,2, \ldots, K\}$. Suppose the replacement matrix is reducible without isolated blocks, and can be written in an upper triangular form, given by

$$
R=\left(\begin{array}{cccc}
r_{11} & r_{12} & \ldots & r_{1 k}  \tag{5.3.12}\\
\vdots & \ddots & & \vdots \\
0 & & \ldots & Q_{q q}
\end{array}\right)
$$

where $Q_{q q}$ is a $q \times q$ irreducible, aperiodic sub-matrix with a stationary distribution $\pi_{q}$. The block $Q_{q q}$ consists of the colors, indexed by $S_{q} \subset\{1,2, \ldots, K\}$. Observe that if $\left(X_{n}\right)_{n \geq 0}$ is the associated Markov chain with transition probability matrix $R$, then $S_{q}$ denotes the collection of all its recurrent states. Furthermore, if $X_{m} \in S_{q}$ for some $m \geq 0$, then $\mathbb{P}\left(X_{n} \in S_{q}\right)=1$ for all $n \geq$ $m$. It has been proved in Proposition 4.3 of [38], that $\lim _{n \rightarrow \infty} \frac{U_{n}}{n+1}=\left(0,0, \ldots, \pi_{q}\right)$ a.s. Here, we prove the expected version of this result using Theorem 5.1.1.

Corollary 5.3.2. Consider an urn model with replacement matrix given by (5.3.12) and stationary distribution $\left(0,0, \ldots, \pi_{q}\right)$, where $\pi_{q}=\left(\pi_{q, j}\right)_{j \in S_{q}}$. Then, as $n \rightarrow \infty$,

$$
\begin{equation*}
\mathbb{P}\left(Z_{n}=j\right) \longrightarrow 0, \text { for } j \notin S_{q} \tag{5.3.13}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathbb{P}\left(Z_{n}=j\right) \longrightarrow \pi_{q, j}, \text { for } j \in S_{q} . \tag{5.3.14}
\end{equation*}
$$

Proof. Since $R$ is upper triangular matrix, given by (5.3.12), it follows that,

$$
\begin{equation*}
\mathbb{P}_{U_{0}}\left(X_{n} \in S_{q} \text { for some } n \geq 0\right)=1 \tag{5.3.15}
\end{equation*}
$$

where $X_{0} \sim U_{0}$. This implies that for every $j \notin S_{q}$,

$$
\begin{equation*}
\mathbb{P}_{U_{0}}\left(X_{n}=j\right) \longrightarrow 0 \text { as } n \rightarrow \infty . \tag{5.3.16}
\end{equation*}
$$

From 5.1.1, we know that $Z_{n} \stackrel{d}{=} X_{\tau_{n}}$, where $\left(\tau_{n}\right)_{n \geq 1}$ is independent of $\left(X_{n}\right)_{n \geq 0}$. From 5.1.2, we know that $\tau_{n} \longrightarrow \infty$, as $n \rightarrow \infty$. Hence, 5.3.16 implies 5.3.13). Since, $Q_{q q}$ is irreducible and aperiodic, 5.3 .14 follows immediately from (5.3.1).

We will now present a particular example to illustrate an application of Theorem 5.1.1.
Example 5.3.1. Consider an urn model with colors indexed by $\{0,1\}$, with one "dominant" color. Let the replacement matrix be given by

$$
R=\left(\begin{array}{cc}
s & 1-s  \tag{5.3.17}\\
0 & 1
\end{array}\right)
$$

where $0<s<1$.

The associated Markov chain is on the state space $S=\{0,1\}$. The color corresponding to the absorbing state is the dominant color. The rate of growth for the non-dominant color has been calculated [41] and [55, 14], and it is shown that

$$
\begin{equation*}
\frac{U_{n, 0}}{n^{s}} \longrightarrow W \text { a.s. } \tag{5.3.18}
\end{equation*}
$$

where $W$ is some random variable. In [41], the author embedded the urn process into a continuous time multi-type Markov branching process to obtain the distribution of $W$. In [14], the authors have proved that $W$ is non-degenerate using $L_{2}$ bounded martingales. We will show that as $n \rightarrow \infty$,

$$
\begin{equation*}
\frac{\mathbb{E}\left[U_{n, 0}\right]}{n^{s}} \longrightarrow \frac{1}{\Gamma(s+1)} \tag{5.3.19}
\end{equation*}
$$

Though 5.3 .19 is weaker than 5.3 .18 , our approach is simple and avoids martingale techniques as well as the embedding into branching processes. We essentially use the representation 5.1.1).

To prove (5.3.19), note that from (5.1.1), we know that

$$
\mathbb{P}\left(Z_{n}=0\right)=\mathbb{P}\left(X_{\tau_{n}}=0\right)
$$

Let us define $T:=\inf \left\{n \geq 1: X_{n}=1\right\}$. Then

$$
\mathbb{P}\left(X_{\tau_{n}}=0 \mid \tau_{n}\right)=\mathbb{P}\left(T \geq \tau_{n} \mid \tau_{n}\right)=s^{\tau_{n}}
$$

Therefore, $\mathbb{P}\left(X_{\tau_{n}}=0\right)=\mathbb{E}\left[s^{\tau_{n}}\right]$. It follows from (5.1.12) that, $\tau_{n}=\sum_{j=1}^{n} I_{j}$, where $\left(I_{j}\right)_{j \geq 1}$ is a sequence of independent Bernoulli random variables, with $\mathbb{E}\left[I_{j}\right]=\frac{1}{j+1}$, independent of $\left(X_{n}\right)_{n \geq 0}$. Therefore,

$$
\begin{align*}
\mathbb{E}\left[s^{\tau_{n}}\right] & =\prod_{j=1}^{n}\left(1-\frac{1}{j+1}+\frac{s}{j+1}\right) \\
& =\frac{1}{n+1} \prod_{j=1}^{n}\left(1+\frac{s}{j}\right) \\
& =\frac{1}{n+1} \Pi_{n}(s) \tag{5.3.20}
\end{align*}
$$

where $\Pi_{n}(s)=\prod_{j=1}^{n}\left(1+\frac{s}{j}\right)$. We know that $\mathbb{P}\left(Z_{n}=0\right)=\frac{\mathbb{E}\left[U_{n, 0}\right]}{n+1}$. Therefore, from 5.3.20), we have $\mathbb{E}\left[U_{n, 0}\right]=\Pi_{n}(s)$. From (2.1.3), it follows that $\lim _{n \rightarrow \infty} \frac{\Pi_{n}(s)}{n^{s}}=\frac{1}{\Gamma(s+1)}$. This implies that, as $n \rightarrow \infty$,

$$
\frac{\mathbb{E}\left[U_{n, 0}\right]}{n^{s}}=\frac{\Pi_{n}(s)}{n^{s}} \longrightarrow \frac{1}{\Gamma(s+1)}
$$

Remark 5.3.1. Let us consider the Pólya urn model with the set of colors indexed by $\{1,2, \ldots K\}, K \geq 2$. Here, $R=\mathbb{I}_{K}$. The associated Markov chain is reducible into $K$ classes, that is, every state is an absorbing state. From the representation theorem, it follows that

$$
\begin{equation*}
\frac{\mathbb{E}\left[U_{n, j}\right]}{n+1}=\mathbb{P}\left(Z_{n}=j\right)=\mathbb{P}\left(X_{\tau_{n}}=j\right)=U_{0, j} \tag{5.3.21}
\end{equation*}
$$

Hence, 5.3.21 necessarily illustrates that the representation theorem does not provide any new information regarding the Polya urn model from that already available in literature (see [57. 56. 51]).

## Chapter 6

## General replacement matrices ${ }^{1}$

In the previous chapters, Chapters 2, 3and 4, we have obtained various asymptotic results for urn models associated with bounded increment random walks. This chapter will focus on urn models with countably infinite set of colors and general replacement matrices. We will use the representation 5 , to derive asymptotic properties for these general urn models.

### 6.1 Infinite color urn models with irreducible and aperiodic replacement matrices

In this section, we assume that $R$ is irreducible and aperiodic, unless stated otherwise. For our model, the weak convergence for the randomly selected color can be obtained from Theorem

### 5.1.1.

Theorem 6.1.1. Consider an urn model with colors indexed by a set $S$, replacement matrix $R$ and initial configuration $U_{0}$. Let $R$ be irreducible and aperiodic. Then, as $n \rightarrow \infty$,

$$
\begin{equation*}
\mathbb{P}\left(Z_{n}=v\right) \longrightarrow \pi_{v}, \text { for every } v \in S, \tag{6.1.1}
\end{equation*}
$$

where $\left(\pi_{v}\right)_{v \in S}$ is the unique stationary distribution if $R$ is positive recurrent, otherwise $\pi_{v}=0$, for all $v \in S$.

Proof. Since $R$ is irreducible and aperiodic, therefore from the standard limit theorems for Markov chains, see [11], it follows that, as $n \rightarrow \infty$,

$$
\begin{equation*}
\mathbb{P}\left(X_{n}=v\right) \longrightarrow \pi_{v}, \text { for every } v \in S \tag{6.1.2}
\end{equation*}
$$

[^4]where $\left(\pi_{v}\right)_{v \in S}$ is the unique stationary distribution if $R$ is positive recurrent, otherwise $\pi_{v}=0$, for all $v \in S$. The rest of the proof is similar to the proof of 5.3.1).

The following corollary is immediate from Theorem 6.1.1.
Corollary 6.1.1. Consider an urn model with colors indexed by a set $S$, replacement matrix $R$ and initial configuration $U_{0}$. Let $R$ be irreducible and aperiodic. Suppose there exists a non random sequence $\left(l_{v}\right)_{v \in S}$, such that $0 \leq l_{v} \leq 1$, and

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{U_{n, v}}{n+1}=l_{v} \text { a.s. } \tag{6.1.3}
\end{equation*}
$$

Then, either $l_{v}>0$, for every $v \in S$ and $\sum_{v \in S} l_{v}=1$, or $l_{v}=0$, for every $v \in S$.
Proof. Suppose 6.1.3) holds. Observe that for every $v \in S, 0 \leq \frac{U_{n, v}}{n+1} \leq 1$. Therefore, by the bounded convergence theorem we know that

$$
\lim _{n \rightarrow \infty} \frac{\mathbb{E}\left[U_{n, v}\right]}{n+1}=l_{v}
$$

Note that $\mathbb{P}\left(Z_{n}=v\right)=\frac{\mathbb{E}\left[U_{n, v}\right]}{n+1}$. Therefore, 6.1.1) implies that $\pi_{v}=l_{v}$ for all $v \in S$. Hence, it follows that either $l_{v}>0$ for every $v \in S$, and $\sum_{v \in S} l_{v}=1$, or $l_{v}=0$, for every $v \in S$.

Recall that the distribution of $Z_{n}$ is given by $\frac{\mathbb{E}\left[U_{n}\right]}{n+1}$. Therefore, when $R$ is irreducible, aperiodic with stationary distribution $\pi$, 6.1.1) implies that

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{\mathbb{E}\left[U_{n, v}\right]}{n+1}=\pi_{v}, \text { for every } v \in S \tag{6.1.4}
\end{equation*}
$$

However, 6.1.4 is a weaker result compared to the finite color case, where we know (see (5.3.6) that

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{U_{n, v}}{n+1}=\pi_{v}, \text { for every } v \in S \tag{6.1.5}
\end{equation*}
$$

As observed in Section 5.3, the proof of 6.1.5 requires techniques from matrix algebra, that are mostly unavailable in infinite dimensions. Similar difficulty is observed in discrete time multi-type Markov branching processes with countably many types, [52]. For infinite $S$, a possible path to prove

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{U_{n, v}}{n+1}=\pi_{v}, \text { for every } v \in S \tag{6.1.6}
\end{equation*}
$$

is discussed below.

Note that to prove 6.1.6, from Corollary 5.2.1, it follows that it is enough to prove that for every $v \in S$,

$$
\begin{equation*}
\frac{1}{n+1} \sum_{k=0}^{n} \mathbb{1}_{\left\{Z_{k}=v\right\}} \longrightarrow \pi_{v} \text { a.s. as } n \rightarrow \infty \tag{6.1.7}
\end{equation*}
$$

Observe that from 6.1.1, we obtain for every $v \in S$,

$$
\begin{equation*}
\frac{1}{n+1} \mathbb{E}\left[\sum_{k=0}^{n} \mathbb{1}_{\left\{Z_{k}=v\right\}}\right]=\frac{1}{n+1} \sum_{k=0}^{n} \mathbb{P}\left(Z_{k}=v\right) \longrightarrow \pi_{v} \text { as } n \rightarrow \infty \tag{6.1.8}
\end{equation*}
$$

Further observe that, for $v \in S$,

$$
\begin{equation*}
\operatorname{Var}\left(\mathbb{1}_{\left\{Z_{k}=v\right\}}\right)=\mathbb{P}\left(Z_{k}=v\right)\left(1-\mathbb{P}\left(Z_{k}=v\right)\right) \leq 1 \tag{6.1.9}
\end{equation*}
$$

Therefore, from Theorem 6 of [49], it follows that, if we prove

$$
\begin{equation*}
\sum_{n \geq 0} \frac{1}{n+1} \operatorname{Var}\left(\frac{1}{n+1} \sum_{k=0}^{n} \mathbb{1}_{\left\{Z_{k}=v\right\}}\right)<\infty \tag{6.1.10}
\end{equation*}
$$

then, as $n \rightarrow \infty$,

$$
\frac{1}{n+1} \sum_{k=0}^{n} \mathbb{1}_{\left\{Z_{k}=v\right\}} \longrightarrow \pi_{v} \text { a.s. }
$$

It is easy to see that,

$$
\begin{aligned}
\operatorname{Var}\left(\frac{1}{n+1} \sum_{k=0}^{n} \mathbb{1}_{\left\{Z_{k}=v\right\}}\right)= & \frac{1}{(n+1)^{2}} \sum_{k=0}^{n} \operatorname{Var}\left(\mathbb{1}_{\left\{Z_{k}=v\right\}}\right) \\
& +\frac{2}{(n+1)^{2}} \sum_{k=0}^{n} \sum_{m=1}^{n-k} \operatorname{Cov}\left(\mathbb{1}_{\left\{Z_{k}=v\right\}} \mathbb{1}_{\left\{Z_{k+m}=v\right\}}\right)
\end{aligned}
$$

Let us denote by

$$
\begin{equation*}
J_{n, v}(1):=\frac{1}{(n+1)^{2}} \sum_{k=0}^{n} \operatorname{Var}\left(\mathbb{1}_{\left\{Z_{k}=v\right\}}\right), \tag{6.1.11}
\end{equation*}
$$

and

$$
\begin{equation*}
J_{n, v}(2):=\frac{2}{(n+1)^{2}} \sum_{k=0}^{n} \sum_{m=1}^{n-k} \operatorname{Cov}\left(\mathbb{1}_{\left\{Z_{k}=v\right\}} \mathbb{1}_{\left\{Z_{k+m}=v\right\}}\right) . \tag{6.1.12}
\end{equation*}
$$

Therefore, to prove 6.1.10, it is enough to prove that for every $v \in S$,

$$
\begin{equation*}
\sum_{n \geq 0} \frac{1}{n+1} J_{n, v}(1)<\infty \tag{6.1.13}
\end{equation*}
$$

and

$$
\begin{equation*}
\sum_{n \geq 0} \frac{1}{n+1} J_{n, v}(2) \text { converges. } \tag{6.1.14}
\end{equation*}
$$

It is easy to see that,

$$
J_{n, v}(1)=\frac{1}{(n+1)^{2}} \sum_{k=0}^{n} \mathbb{P}\left(Z_{k}=v\right)\left(1-\mathbb{P}\left(Z_{k}=v\right)\right)
$$

From 6.1.1) $\frac{1}{(n+1)} \sum_{k=0}^{n} \mathbb{P}\left(Z_{k}=v\right)\left(1-\mathbb{P}\left(Z_{k}=v\right)\right) \longrightarrow \pi_{v}\left(1-\pi_{v}\right)$ as $n \rightarrow \infty$. Therefore, for each $v \in S$, there exists a constant $C_{v}>0$, such that,

$$
\begin{equation*}
\sum_{n \geq 0} \frac{1}{n+1} J_{n, v}(1) \leq C_{v} \sum_{n \geq 1} \frac{1}{n^{2}}<\infty \tag{6.1.15}
\end{equation*}
$$

This proves 6.1.13). Hence, to prove 6.1.10, it is enough to prove 6.1.14 for each $v \in S$. Note that,

$$
\begin{equation*}
\operatorname{Cov}\left(\mathbb{1}_{\left\{Z_{k}=v\right\}} \mathbb{1}_{\left\{Z_{k+m}=v\right\}}\right)=\mathbb{P}\left(Z_{k}=v, Z_{k+m}=v\right)-\mathbb{P}\left(Z_{k}=v\right) \mathbb{P}\left(Z_{k+m}=v\right) \tag{6.1.16}
\end{equation*}
$$

It easy to see that

$$
\begin{equation*}
\mathbb{P}\left(Z_{k}=v, Z_{k+m}=v\right)=\mathbb{P}\left(Z_{k+m}=v \mid Z_{k}=v\right) \mathbb{P}\left(Z_{k}=v\right) \tag{6.1.17}
\end{equation*}
$$

A possible way to estimate $\mathbb{P}\left(Z_{k+m}=v \mid Z_{k}=v\right)$ is through the following lemma.
Lemma 6.1.1. Consider an urn process $\left(U_{n}\right)_{n \geq 0}$ with replacement matrix $R$, where $R$ is any stochastic matrix. Then, there exists a Markov chain $\left(\widetilde{X}_{n}\right)_{n \geq 0}$ on state space $S$ with transition matrix $R$, such that, for every $u, v \in S$,

$$
\begin{equation*}
\mathbb{P}\left(Z_{k+m}=u \mid Z_{k}=v\right)=\mathbb{P}_{\widetilde{X}_{0}}\left(\widetilde{X}_{\widetilde{\tau}_{m-1}(k+1)}=u\right) \tag{6.1.18}
\end{equation*}
$$

where $\widetilde{\tau}_{m-1}(k+1) \stackrel{d}{=} \sum_{l=k+2}^{k+m} I_{l}$, for all $m \geq 1$ and $k \geq 0$, and the distribution of $\widetilde{X}_{0}$ is given by $\frac{\mathbb{E}\left[U_{k}\right]+R_{v}}{k+2}$, where $R_{v}$ is the $v$-th row of $R$.
Proof. As observed earlier, $\left(\frac{U_{n}}{n+1}\right)_{n \geq 0}$ is a time inhomogeneous Markov chain with state space as the set of all probability measures on $S$. Therefore, given $\left(Z_{k}=v\right)$, the law of $Z_{k+m}$ is same as the law of $\widetilde{Z}_{m-1}(k+1)$, for all $m \geq 1$, where $\widetilde{Z}_{n}(k+1)$ denotes the random color selected at
the $(n+1)$-th trial of the urn process $\left(\widetilde{U}_{n}\right)_{n \geq 0}$ with replacement matrix $R$, and $\widetilde{U}_{0}=\frac{\mathbb{E}\left[U_{k}\right]+R_{v}}{k+2}$.
Therefore, the distribution of $\widetilde{Z}_{0}(k+1)$ is given by $\frac{\mathbb{E}\left[U_{k}\right]+R_{v}}{k+2}$. Observe that the distribution of $\widetilde{Z}_{1}(k+1)$ is given by $\mathbb{E}\left[\frac{\widetilde{U}_{1}}{k+3}\right]$, and

$$
\mathbb{E}\left[\frac{\widetilde{U}_{1}}{k+3}\right]=\left(\frac{k+2}{k+3}\right) \frac{\mathbb{E}\left[U_{k}\right]+R_{v}}{k+2}+\left(\frac{1}{k+3}\right) \frac{\mathbb{E}\left[U_{k}\right]+R_{v}}{k+2} R
$$

Let $\left(\widetilde{X}_{n}\right)_{n \geq 0}$ be the Markov chain associated with $\left(\widetilde{U}_{n}\right)_{n \geq 0}$. Then the distribution of $\widetilde{X}_{0}$ is given by $\widetilde{U}_{0}=\frac{\mathbb{E}\left[U_{k}\right]+R_{v}}{k+2}$. We will prove 6.1.18) by induction on $m \geq 1$. Note that,

$$
\mathbb{P}_{\widetilde{U}_{0}}\left(\widetilde{X}_{\widetilde{\tau}_{1}(k+1)}=u\right)=\left(\frac{k+2}{k+3}\right) \frac{\mathbb{E}\left[U_{k, u}\right]+R(v, u)}{k+2}+\left(\frac{1}{k+3}\right) \mathbb{P}_{\widetilde{U}_{0}}\left(\widetilde{X}_{1}(k+1)=u\right) .
$$

This proves 6.1 .18 for $m=1$. If we assume 6.1.18 holds for $m \geq 1$, then the proof that 6.1.18) holds for $(m+1)$, follows similar to the proof of (5.1.1).

We would like to note here, that we have been unable to find a general class of examples of irreducible, and aperiodic replacement matrix $R$, for which almost sure convergence in 6.1.6) holds. We could prove the almost sure convergence only for the particular example provided below. However, we believe that (6.1.6 holds for any irreducible, and aperiodic replacement matrix $R$.

Example 6.1.1. Consider an urn with colors indexed by $\mathbb{N} \cup\{0\}$, and the replacement matrix given by $R:=((R(i, j)))_{i, j \in \mathbb{N} \cup\{0\}}$, where

$$
\begin{align*}
& R(0, j)=\gamma_{j}>0, \text { for } j \in \mathbb{N} \cup\{0\}  \tag{6.1.19}\\
& R(j, 0)=1
\end{align*}
$$

Since $\gamma_{j}>0$, for all $j \in \mathbb{N} \cup\{0\}, R$ is irreducible, aperiodic and positive recurrent. Therefore, there exists a stationary distribution $\pi=\left(\pi_{j}\right)_{j \in \mathbb{N} \cup\{0\}}$, where

$$
\pi_{0}=\frac{1}{2-\gamma_{0}}, \text { and } \pi_{j}=\frac{\gamma_{j}}{2-\gamma_{0}}, \text { for all } j \geq 1
$$

It follows from 6.1.1, that $\lim _{n \rightarrow \infty} \mathbb{P}\left(Z_{n}=j\right)=\pi_{j}$, for all $j \in \mathbb{N} \cup\{0\}$. In this particular case, we will prove that for every $i \in \mathbb{N} \cup\{0\}$, as $n \rightarrow \infty$,

$$
\begin{equation*}
\frac{U_{n, i}}{n+1} \longrightarrow \pi_{i} \text { a.s. } \tag{6.1.20}
\end{equation*}
$$

To prove (6.1.20, we first observe that, if we prove

$$
\begin{equation*}
\mathbb{P}\left(Z_{n}=0 \text { for some } n \geq 0\right)=1, \tag{6.1.21}
\end{equation*}
$$

then, without loss of generality, we may assume that $U_{0}=\delta_{0}$.
It is easy to see that $\mathbb{P}\left(Z_{n} \neq 0\right.$ for all $\left.n \geq 0\right)=\lim _{n \rightarrow \infty} \mathbb{P}\left(Z_{k} \neq 0,1 \leq k \leq n\right)$. Since, $R$ is given by 6.1.19, therefore, $\mathbb{P}\left(Z_{k} \neq 0,1 \leq k \leq n\right)=\prod_{k=1}^{n}\left(1-\frac{U_{0,0}+k}{k+1}\right) U_{0,0} \longrightarrow$ 0 , as $n \rightarrow \infty$. This implies that,

$$
\mathbb{P}\left(Z_{n} \neq 0 \text { for all } n \geq 0\right)=0 .
$$

Hence,

$$
\mathbb{P}\left(Z_{n}=0 \text { for some } n \geq 0\right)=1-\mathbb{P}\left(Z_{n} \neq 0 \text { for all } n \geq 0\right)=1 .
$$

As observed earlier, we need to show (6.1.14). Note that,

$$
\begin{align*}
\operatorname{Cov}\left(\mathbb{1}_{\left\{Z_{k}=i\right\}} \mathbb{1}_{\left\{Z_{k+m}=i\right\}}\right) & =\mathbb{P}\left(Z_{k}=i, Z_{k+m}=i\right)-\mathbb{P}\left(Z_{k}=i\right) \mathbb{P}\left(Z_{k+m}=i\right)  \tag{6.1.22}\\
& =\mathbb{P}\left(Z_{k}=i\right)\left(\mathbb{P}\left(Z_{k+m}=i \mid Z_{k}=i\right)-\mathbb{P}\left(Z_{k+m}=i\right)\right)
\end{align*}
$$

Therefore, it follows from (6.1.12), that

$$
\begin{equation*}
J_{n, i}(2)=\frac{2}{(n+1)^{2}} \sum_{k=0}^{n} \mathbb{P}\left(Z_{k}=i\right) \sum_{m=1}^{n-k}\left(\mathbb{P}\left(Z_{k+m}=i \mid Z_{k}=i\right)-\mathbb{P}\left(Z_{k+m}=i\right)\right) . \tag{6.1.23}
\end{equation*}
$$

We first prove (6.1.14) for $i=0$.

$$
\begin{equation*}
\mathbb{P}\left(Z_{k+m}=0\right)=\mathbb{P}\left(Z_{k+m}=0 \mid Z_{k}=0\right) \mathbb{P}\left(Z_{k}=0\right)+\sum_{i \geq 1} \mathbb{P}\left(Z_{k+m}=0 \mid Z_{k}=i\right) \mathbb{P}\left(Z_{k}=i\right) \tag{6.1.24}
\end{equation*}
$$

Observe that for every $i \geq 1, R(i, 0)=1$. Hence, it follows that for all $i \geq 1$,

$$
\mathbb{P}\left(Z_{k+m}=0 \mid Z_{k}=i\right)=\mathbb{P}\left(Z_{k+m}=0 \mid Z_{k}=1\right) .
$$

Therefore, from (6.1.24), it follows that,

$$
\begin{equation*}
\mathbb{P}\left(Z_{k+m}=0\right)=\mathbb{P}\left(Z_{k+m}=0 \mid Z_{k}=0\right) \mathbb{P}\left(Z_{k}=0\right)+\mathbb{P}\left(Z_{k+m}=0 \mid Z_{k}=1\right)\left(1-\mathbb{P}\left(Z_{k}=0\right)\right) . \tag{6.1.25}
\end{equation*}
$$

Therefore,

$$
\begin{align*}
& \mathbb{P}\left(Z_{k+m}=0\right)-\mathbb{P}\left(Z_{k+m}=0 \mid Z_{k}=0\right) \\
& =\left(\mathbb{P}\left(Z_{k+m}=0 \mid Z_{k}=0\right)-\mathbb{P}\left(Z_{k+m}=0 \mid Z_{k}=1\right)\right)\left(1-\mathbb{P}\left(Z_{k}=0\right)\right) . \tag{6.1.26}
\end{align*}
$$

Now from (6.1.18) it follows that

$$
\mathbb{P}\left(Z_{k+m}=0 \mid Z_{k}=0\right)=\mathbb{P}_{\widetilde{X}_{0}}\left(\widetilde{X}_{\widetilde{\tau}_{m-1}(k+1)}=0\right),
$$

where $\left(\widetilde{X}_{n}\right)_{n \geq 0}$ is a Markov chain on the state space $S$, with transition probability matrix $R$ and the distribution of $\widetilde{X}_{0}$ is given by $\frac{\mathbb{E}\left[U_{k}\right]+\left(\gamma_{j}\right)_{j \geq 0}}{k+2}$. Furthermore, $\widetilde{\tau}_{m-1}(k+1) \stackrel{d}{=}$ $\sum_{l=k+2}^{k+m} I_{l}$, for all $m \geq 2$. It is easy to see that,

$$
\begin{aligned}
\mathbb{P}_{\widetilde{X}_{0}}\left(\widetilde{X}_{\widetilde{\tau}_{m-1}(k+1)}=0\right) & =\left(\frac{k+m+\gamma_{0}}{k+m+1}\right) \mathbb{P}_{\widetilde{X}_{0}}\left(\widetilde{X}_{\widetilde{\tau}_{m-2}(k+1)}=0\right) \\
& +\frac{1}{k+m+1} \sum_{i \geq 1} \mathbb{P}_{\widetilde{X}_{0}}\left(\widetilde{X}_{\widetilde{\tau}_{m-2}(k+1)}=i\right) \\
& =\frac{1}{k+m+1}+\left(\frac{k+m-1+\gamma_{0}}{k+m+1}\right) \mathbb{P}_{\widetilde{X}_{0}}\left(\widetilde{X}_{\widetilde{\tau}_{m-2}(k+1)}=0\right) .
\end{aligned}
$$

Repeating the same iteration, we obtain

$$
\begin{align*}
\mathbb{P}_{\widetilde{X}_{0}}\left(\widetilde{X}_{\widetilde{\tau}_{m-1}(k+1)}=0\right) & =\frac{1}{k+m+1}+\frac{\left(k+m-1+\gamma_{0}\right)}{(k+m+1)(k+m)} \\
& +\frac{\left(k+m-2+\gamma_{0}\right)\left(k+m-1+\gamma_{0}\right)}{(k+m+1)(k+m)(k+m-1)}+\ldots  \tag{6.1.27}\\
& +A_{m}(k) \frac{\mathbb{E}\left[U_{k, 0}\right]+\gamma_{0}}{k+2}
\end{align*}
$$

where

$$
\begin{equation*}
A_{m}(k)=\frac{\left(k+m-1+\gamma_{0}\right)\left(k+m-2+\gamma_{0}\right) \ldots\left(k+1+\gamma_{0}\right)}{(k+m+1)(k+m) \ldots(k+3)} . \tag{6.1.28}
\end{equation*}
$$

Similarly, it is clear that $\mathbb{P}\left(Z_{k+m}=0 \mid Z_{k}=1\right)=\mathbb{P}_{\tilde{X}_{0}}\left(\widetilde{X}_{\widetilde{\tau}_{m-1}(k+1)}=0\right)$, where $\left(\widetilde{X}_{n}\right)_{n \geq 0}$ is a Markov chain on the state space $S$, with transition probability matrix $R$ and the distribution of $\widetilde{X}_{0}$ is given by $\frac{\mathbb{E}\left[U_{k}\right]+(1,0,0 \ldots)}{k+2}$. Furthermore, $\widetilde{\tau}_{m-1}(k+1) \stackrel{d}{=} \sum_{l=k+2}^{k+m} I_{l}$, for all $m \geq$ 2. Iterating in a fashion similar to 6.1.27, we obtain

$$
\begin{align*}
\mathbb{P}_{\widetilde{X}_{0}}\left(\widetilde{X}_{\widetilde{\tau}_{m-1}(k+1)}=0\right) & =\frac{1}{k+m+1}+\frac{\left(k+m-1+\gamma_{0}\right)}{(k+m+1)(k+m)} \\
& +\frac{\left(k+m-2+\gamma_{0}\right)\left(k+m-1+\gamma_{0}\right)}{(k+m+1)(k+m)(k+m-1)}+\ldots  \tag{6.1.29}\\
& +A_{m}(k) \frac{\mathbb{E}\left[U_{k, 0}\right]+1}{k+2} .
\end{align*}
$$

where $A_{m}(k)$ is as in 6.1.28). From (6.1.27) and 6.1.29, it follows that

$$
\begin{equation*}
\mathbb{P}\left(Z_{k+m}=0 \mid Z_{k}=0\right)-\mathbb{P}\left(Z_{k+m}=0 \mid Z_{k}=1\right)=\frac{1}{k+2} A_{m}(k)\left(\gamma_{0}-1\right) . \tag{6.1.30}
\end{equation*}
$$

Note that $\frac{1}{k+2} A_{m}(k) \leq \frac{1}{k+m+1}$. Hence, for all $k$ sufficiently large, we obtain,

$$
\begin{align*}
\sum_{m=1}^{n-k}\left|\mathbb{P}\left(Z_{k+m}=0 \mid Z_{k}=0\right)-\mathbb{P}\left(Z_{k+m}=0 \mid Z_{k}=1\right)\right| & =\sum_{m=1}^{n-k} A_{m}(k) \frac{1-\gamma_{0}}{k+2} \\
& \leq\left(1-\gamma_{0}\right) \sum_{m=1}^{n-k} \frac{1}{k+m+1} \\
& \leq C\left(1-\gamma_{0}\right) \log (n+1) \tag{6.1.31}
\end{align*}
$$

where $C>0$ is an appropriate constant. Therefore, from (6.1.26),

$$
\begin{align*}
\left|J_{n, 0}(2)\right| \leq \frac{2}{(n+1)^{2}} \sum_{k=0}^{n} \mathbb{P}\left(Z_{k}=\right. & 0) \sum_{m=1}^{n-k}\left|\mathbb{P}\left(Z_{k+m}=0 \mid Z_{k}=0\right)-\mathbb{P}\left(Z_{k+m}=0\right)\right| \\
& \leq C_{1}^{\prime} \frac{\log (n+1)}{(n+1)^{2}} \sum_{k=1}^{n} \mathbb{P}\left(Z_{k}=0\right)\left(1-\mathbb{P}\left(Z_{k}=0\right)\right) \tag{6.1.32}
\end{align*}
$$

for a suitable constant $C_{1}^{\prime}>0$. It follows from 6.1.1), that

$$
\lim _{n \rightarrow \infty} \frac{1}{n+1} \sum_{k=1}^{n} \mathbb{P}\left(Z_{k}=0\right)\left(1-\mathbb{P}\left(Z_{k}=0\right)\right)=\pi_{0}\left(1-\pi_{0}\right) .
$$

So, for a suitable constant $C_{2}^{\prime}>0$,

$$
\begin{equation*}
\left|J_{n, 0}(2)\right| \leq C_{2}^{\prime} \frac{\log (n+1)}{n+1} \tag{6.1.33}
\end{equation*}
$$

which implies that $\sum_{n \geq 0} \frac{1}{n+1} J_{n, 0}(2)$ converges.
We will prove that for every $i \geq 1$, there exists a constant $L_{i}>0$, such that,

$$
\begin{equation*}
\left|J_{n, i}(2)\right| \leq L_{i} \frac{\log (n+1)}{n+1} . \tag{6.1.34}
\end{equation*}
$$

This will imply that,

$$
\left|\sum_{n \geq 0} \frac{1}{n+1} J_{n, i}(2)\right| \leq L_{i} \sum_{n \geq 0} \frac{\log (n+1)}{(n+1)^{2}}<\infty .
$$

It is easy to see that,

$$
\begin{equation*}
\mathbb{P}\left(Z_{k+m}=i\right)=\sum_{j \geq 0} \mathbb{P}\left(Z_{k+m}=i \mid Z_{k}=j\right) \mathbb{P}\left(Z_{k}=j\right) . \tag{6.1.35}
\end{equation*}
$$

For every $j \geq 1, R(j, 0)=1$. Hence, it follows that, for any fixed $i \geq 0$,

$$
\mathbb{P}\left(Z_{k+m}=i \mid Z_{k}=j\right)=\mathbb{P}\left(Z_{k+m}=i \mid Z_{k}=1\right) \text { for every } j \geq 1
$$

Hence,

$$
\begin{align*}
\mathbb{P}\left(Z_{k+m}=i\right) & =\mathbb{P}\left(Z_{k+m}=i \mid Z_{k}=1\right) \sum_{j \geq 1} \mathbb{P}\left(Z_{k}=j\right)+\mathbb{P}\left(Z_{k+m}=i \mid Z_{k}=0\right) \mathbb{P}\left(Z_{k}=0\right) \\
& =\mathbb{P}\left(Z_{k+m}=i \mid Z_{k}=1\right)\left(1-\mathbb{P}\left(Z_{k}=0\right)\right)+\mathbb{P}\left(Z_{k+m}=i \mid Z_{k}=0\right) \mathbb{P}\left(Z_{k}=0\right) . \tag{6.1.36}
\end{align*}
$$

Using (6.1.36) and the fact that, $\mathbb{P}\left(Z_{k+m}=i \mid Z_{k}=i\right)=\mathbb{P}\left(Z_{k+m}=i \mid Z_{k}=1\right)$ for every $i \geq 1$, we obtain

$$
\begin{align*}
& \mathbb{P}\left(Z_{k+m}=i \mid Z_{k}=i\right)-\mathbb{P}\left(Z_{k+m}=i\right) \\
= & {\left[\mathbb{P}\left(Z_{k+m}=i \mid Z_{k}=1\right)-\mathbb{P}\left(Z_{k+m}=i \mid Z_{k}=0\right)\right] \mathbb{P}\left(Z_{k}=0\right) . } \tag{6.1.37}
\end{align*}
$$

Therefore, from (6.1.23) and (6.1.37),

$$
\begin{align*}
& J_{n, i}(2) \\
= & \frac{2}{(n+1)^{2}} \sum_{k=0}^{n} \mathbb{P}\left(Z_{k}=i\right) \mathbb{P}\left(Z_{k}=0\right) \sum_{m=1}^{n-k} \mathbb{P}\left(Z_{k+m}=i \mid Z_{k}=1\right)-\mathbb{P}\left(Z_{k+m}=i \mid Z_{k}=0\right) . \tag{6.1.38}
\end{align*}
$$

It follows from 6.1.18) that,

$$
\mathbb{P}\left(Z_{k+m}=i \mid Z_{k}=1\right)=\mathbb{P}_{\widetilde{X}_{0}}\left(\widetilde{X}_{\widetilde{\tau}_{m-1}(k+1)}=i\right)
$$

where $\left(\widetilde{X}_{n}\right)_{n \geq 0}$ is a Markov chain on the state space $S$, with transition probability matrix $R$ and $\widetilde{X}_{0} \sim \frac{\mathbb{E}\left[U_{k}\right]+(1,0,0 \ldots)}{k+2}$. Furthermore, $\widetilde{\tau}_{m-1}(k+1) \stackrel{d}{=} \sum_{l=k+2}^{k+m} I_{l}$, for all $m \geq 2$. Therefore, we have

$$
\mathbb{P}_{\tilde{X}_{0}}\left(\widetilde{X}_{\tilde{\tau}_{m-1}(k+1)}=i\right)=\frac{k+m}{k+m+1} \mathbb{P}_{\widetilde{X}_{0}}\left(\widetilde{X}_{\widetilde{\tau}_{m-2}(k+1)}=i\right)+\frac{\gamma_{i}}{k+m+1} \mathbb{P}_{\widetilde{X}_{0}}\left(\widetilde{X}_{\widetilde{\tau}_{m-2}(k+1)}=0\right) .
$$

Therefore, repeating this iteration, we obtain

$$
\begin{equation*}
\mathbb{P}\left(Z_{k+m}=i \mid Z_{k}=1\right)=\frac{\mathbb{E}\left[U_{k, i}\right]}{k+m+1}+\frac{\gamma_{i}}{k+m+1} \sum_{l=0}^{m-1} \mathbb{P}_{\widetilde{X}_{0}}\left(\widetilde{X}_{\widetilde{\tau}_{l}(k+1)}=0\right) . \tag{6.1.39}
\end{equation*}
$$

Observe that from (6.1.18) for every $l \geq 0$, and

$$
\mathbb{P}_{\widetilde{X}_{0}}\left(\widetilde{X}_{\widetilde{\tau}_{l}(k+1)}=0\right)=\mathbb{P}\left(Z_{k+l+1}=0 \mid Z_{k}=1\right) .
$$

Therefore, from (6.1.39), we obtain

$$
\begin{equation*}
\mathbb{P}\left(Z_{k+m}=i \mid Z_{k}=1\right)=\frac{\mathbb{E}\left[U_{k, i}\right]}{k+m+1}+\frac{\gamma_{i}}{k+m+1} \sum_{l=0}^{m-1} \mathbb{P}\left(Z_{k+l+1}=0 \mid Z_{k}=1\right) . \tag{6.1.40}
\end{equation*}
$$

Similarly, we obtain

$$
\begin{equation*}
\mathbb{P}\left(Z_{k+m}=i \mid Z_{k}=0\right)=\frac{\mathbb{E}\left[U_{k, i}\right]+\gamma_{i}}{k+m+1}+\frac{\gamma_{i}}{k+m+1} \sum_{l=0}^{m-1} \mathbb{P}\left(Z_{k+l+1}=0 \mid Z_{k}=0\right) . \tag{6.1.41}
\end{equation*}
$$

From 6.1.30, it follows from

$$
\begin{equation*}
\mathbb{P}\left(Z_{k+l+1}=0 \mid Z_{k}=0\right)-\mathbb{P}\left(Z_{k+l+1}=0 \mid Z_{k}=1\right)=\frac{1}{k+2} A_{l+1}(k)\left(\gamma_{0}-1\right) . \tag{6.1.42}
\end{equation*}
$$

Recall from (6.1.28) that

$$
A_{m}(k)=\frac{\left(k+m-1+\gamma_{0}\right)\left(k+m-2+\gamma_{0}\right) \ldots\left(k+1+\gamma_{0}\right)}{(k+m+1)(k+m) \ldots(k+3)} .
$$

Also recall from (2.1.3), that for $\Pi_{n}(z)=\prod_{j=1}^{n}\left(1+\frac{z}{j}\right)$,

$$
\lim _{n \rightarrow \infty} \frac{\Pi_{n}(z)}{n^{z}} \Gamma(z+1)=1
$$

where the convergence is uniform on compact subsets of $\mathbb{C} \backslash\{-1,-2, \ldots\}$.
Therefore, there exists a constant $C>0$, such that for all $k$ large enough,

$$
\begin{align*}
\frac{1}{k+2} A_{l+1}(k) & =\frac{(k+1)}{(k+l+2)(k+l+1)}\left(1+\frac{\gamma_{0}}{k+1}\right)\left(1+\frac{\gamma_{0}}{k+2}\right)\left(1+\frac{\gamma_{0}}{k+l}\right) \\
& =\frac{(k+1)}{(k+l+2)(k+l+1)} \frac{\Pi_{k+l}\left(\gamma_{0}\right)}{\Pi_{k}\left(\gamma_{0}\right)} \\
& \leq C \frac{(k+1)}{(k+l+2)(k+l+1)}\left(\frac{k+l}{k+1}\right)^{\gamma_{0}} . \tag{6.1.43}
\end{align*}
$$

Hence, for all $k$ large enough and some constant $C^{\prime}>0$,

$$
\left|\mathbb{P}\left(Z_{k+l+1}=0 \mid Z_{k}=0\right)-\mathbb{P}\left(Z_{k+l+1}=0 \mid Z_{k}=1\right)\right| \leq C^{\prime} \frac{(k+1)}{(k+l+2)(k+l+1)}\left(\frac{k+l}{k+1}\right)^{\gamma_{0}} .
$$

Therefore,

$$
\begin{align*}
\sum_{l=0}^{m-1}\left|\mathbb{P}\left(Z_{k+l+1}=0 \mid Z_{k}=0\right)-\mathbb{P}\left(Z_{k+l+1}=0 \mid Z_{k}=1\right)\right| & \leq C^{\prime} \sum_{l=0}^{m-1} \frac{(k+1)^{1-\gamma_{0}}(k+l)^{\gamma_{0}}}{(k+l+2)(k+l+1)} \\
& \leq C_{1} \frac{(k+1)^{1-\gamma_{0}}}{(k+m+1)^{1-\gamma_{0}}} \\
& \leq C_{2} \tag{6.1.44}
\end{align*}
$$

for a suitable constants $C_{1}, C_{2}>0$. From 6.1.40) and 6.1.41, we obtain

$$
\left|\mathbb{P}\left(Z_{k+m}=i \mid Z_{k}=1\right)-\mathbb{P}\left(Z_{k+m}=i \mid Z_{k}=0\right)\right| \leq C_{3} \frac{1}{k+m+1}
$$

for some constant $C_{3}>0$. Therefore,

$$
\begin{aligned}
\sum_{m=1}^{n-k}\left|\mathbb{P}\left(Z_{k+m}=i \mid Z_{k}=1\right)-\mathbb{P}\left(Z_{k+m}=i \mid Z_{k}=0\right)\right| & \leq C_{3} \sum_{m=1}^{n-k} \frac{1}{k+m+1} \\
& \leq C_{4} \log (n+1)
\end{aligned}
$$

Putting this bound in 6.1.38, we obtain

$$
\begin{equation*}
\left|J_{n, i}(2)\right| \leq C_{4} \frac{\log (n+1)}{(n+1)^{2}} \sum_{k=0}^{n} \mathbb{P}\left(Z_{k}=i\right) \mathbb{P}\left(Z_{k}=0\right) \tag{6.1.45}
\end{equation*}
$$

It follows from 6.1.1 , that for every $i \geq 1$,

$$
\lim _{n \rightarrow \infty} \frac{1}{n+1} \sum_{k=1}^{n} \mathbb{P}\left(Z_{k}=i\right) \mathbb{P}\left(Z_{k}=0\right)=\pi_{i} \pi_{0}
$$

This together with 6.1.45) imply that (6.1.34) holds. This completes the proof of 6.1.20

### 6.2 Urn models associated with random walks on $\mathbb{Z}^{d}$

Urn models associated with random walks was first studied in Chapter2, where the replacement matrix was the transition matrix for a bounded increment random walk. In this section, we consider urn models associated with random walks on $\mathbb{Z}^{d}, d \geq 1$, where the increments are not necessarily bounded. Let $\left(Y_{j}\right)_{j \geq 1}$ be i.i.d. random vectors taking values in $\mathbb{Z}^{d}$. Let the law of $Y_{1}$ be given by $\mathbb{P}\left(Y_{1}=v\right)=p(v)$, for $v \in \mathbb{Z}^{d}$, where $0 \leq p(v) \leq 1$ and $\sum_{v \in \mathbb{Z}^{d}} p(v)=1$. Let $\left(S_{n}\right)_{n \geq 0}$ be a random walk on $\mathbb{Z}^{d}$, with increments $\left(Y_{j}\right)_{j \geq 1}$, and initial distribution $U_{0}$. Therefore, $S_{n}=S_{0}+\sum_{j=1}^{n} Y_{j}$, where $S_{0} \sim U_{0}$. Consider an urn model $\left(U_{n}\right)_{n \geq 0}$, with colors indexed by $\mathbb{Z}^{d}$, associated with this random walk $\left(S_{n}\right)_{n \geq 0}$. Therefore, the replacement matrix $R$, which is the transition matrix for the random walk is given by $R:=((R(u, v)))_{u, v \in \mathbb{Z}^{d}}$, where

$$
R(u, v)=p(v-u)
$$

for all $u, v \in \mathbb{Z}^{d}$.
We assume that $Y_{1}$ is such that $\mathbb{E}\left[Y_{1}^{T} Y_{1}\right]$ is a well defined matrix, that is, all its entries are finite. This implies that $\mathbb{E}\left[Y_{1}\right]$ is well defined, with all coordinates finite. We shall always write

$$
\begin{align*}
\mu & :=\mathbb{E}\left[Y_{1}\right]  \tag{6.2.1}\\
\Sigma & :=\mathbb{E}\left[Y_{1}^{T} Y_{1}\right]
\end{align*}
$$

$\Sigma$ is assumed to be positive definite. Also $\Sigma^{1 / 2}$ will denote the unique positive definite square root of $\Sigma$, that is, $\Sigma^{1 / 2}$ is a positive definite matrix such that $\Sigma=\Sigma^{1 / 2} \Sigma^{1 / 2}$.

Theorem 6.2.1. Let $\bar{\Lambda}_{n}$ be the probability measure on $\mathbb{R}^{d}$ corresponding to the probability vector $\left(\frac{\mathbb{E}\left[U_{n, v}\right]}{n+1}\right)_{v \in \mathbb{Z}^{d}}$, and let

$$
\bar{\Lambda}_{n}^{c s}(A):=\bar{\Lambda}_{n}\left(\sqrt{\log n} A \Sigma^{1 / 2}+\mu \log n\right)
$$

where $A$ is a Borel subset of $\mathbb{R}^{d}$. Then, as $n \rightarrow \infty$,

$$
\begin{equation*}
\bar{\Lambda}_{n}^{c s} \Rightarrow \Phi_{d} \tag{6.2.2}
\end{equation*}
$$

Theorem 2.1.1, available in Chapter 2 is immediate from Theorem 6.2.1. Recall that if $Z_{n}$ denotes the $(n+1)$-th selected color, then, its probability mass function is given by $\left(\frac{\mathbb{E}\left[U_{n, v}\right]}{n+1}\right)_{v \in \mathbb{Z}^{d}}$. Thus $\bar{\Lambda}_{n}$ is the probability distribution of $Z_{n}$, and $\bar{\Lambda}_{n}^{c s}$ is the distribution of the scaled and centered random vector $\frac{Z_{n}-\mu \log n}{\sqrt{\log n}}$. So the following result is a restatement of 6.2.2).

Corollary 6.2.1. Consider the urn model associated with the random walk $\left(S_{n}\right)_{n \geq 0}$ on $\mathbb{Z}^{d}, d \geq$ 1 , then, as $n \rightarrow \infty$,

$$
\begin{equation*}
\frac{Z_{n}-\mu \log n}{\sqrt{\log n}} \Rightarrow N_{d}(0, \Sigma) \tag{6.2.3}
\end{equation*}
$$

Proof of Theorem 6.2.1 Let $D$ denote the variance-covariance matrix of $Y_{1}$. Since $\Sigma$ is assumed to be positive definite, therefore, $D$ is also positive definite.

Since $\left(Y_{j}\right)_{j \geq 1}$ are i.i.d. with finite second moments, from the Central Limit Theorem for i.i.d. random variables (see page 124 of [28]), it follows that

$$
\begin{equation*}
\frac{S_{n}-n \mu}{\sqrt{n}} \Rightarrow N_{d}(0, D) \tag{6.2.4}
\end{equation*}
$$

This implies that for all $\theta \in \mathbb{R}^{d} \backslash\{0\}$,

$$
\begin{equation*}
\frac{\left\langle\theta, S_{\log n}\right\rangle-\log n\langle\theta, \mu\rangle}{\sqrt{\log n\left(\theta D \theta^{T}\right)}} \Rightarrow N(0,1), \text { as } n \rightarrow \infty \tag{6.2.5}
\end{equation*}
$$

For every $\theta \in \mathbb{R}^{d} \backslash\{0\}$, we have,

$$
\begin{array}{r}
\frac{\left\langle\theta, S_{\tau_{n}}\right\rangle-\log n\langle\theta, \mu\rangle}{\sqrt{\log n\left(\theta D \theta^{T}\right)}}=\frac{\left\langle\theta, S_{\tau_{n}}\right\rangle-\tau_{n}\langle\theta, \mu\rangle}{\sqrt{\log n\left(\theta D \theta^{T}\right)}}-\frac{\left\langle\theta, S_{\log n}\right\rangle-\log n\langle\theta, \mu\rangle}{\sqrt{\log n\left(\theta D \theta^{T}\right)}}+\frac{\left\langle\theta, S_{\log n}\right\rangle-\log n\langle\theta, \mu\rangle}{\sqrt{\log n\left(\theta D \theta^{T}\right)}} \\
+\frac{\langle\theta, \mu\rangle}{\sqrt{\theta D \theta^{T}}} \frac{\tau_{n}-\log n}{\sqrt{\log n}}
\end{array}
$$

Let us define

$$
\begin{gathered}
I_{n}(1):=\frac{\left\langle\theta, S_{\tau_{n}}\right\rangle-\tau_{n}\langle\theta, \mu\rangle}{\sqrt{\log n\left(\theta D \theta^{T}\right)}}-\frac{\left\langle\theta, S_{\log n}\right\rangle-\log n\langle\theta, \mu\rangle}{\sqrt{\log n\left(\theta D \theta^{T}\right)}} \\
I_{n}(2):=\frac{\left\langle\theta, S_{\log n}\right\rangle-\log n\langle\theta, \mu\rangle}{\sqrt{\log n\left(\theta D \theta^{T}\right)}}
\end{gathered}
$$

and

$$
I_{n}(3):=\frac{\langle\theta, \mu\rangle}{\sqrt{\theta D \theta^{T}}} \frac{\tau_{n}-\log n}{\sqrt{\log n}}
$$

We will prove that, as $n \rightarrow \infty$,

$$
\begin{equation*}
\left|I_{n}(1)\right|=\left|\frac{\left\langle\theta, S_{\tau_{n}}\right\rangle-\tau_{n}\langle\theta, \mu\rangle}{\sqrt{\log n\left(\theta D \theta^{T}\right)}}-\frac{\left\langle\theta, S_{\log n}\right\rangle-\log n\langle\theta, \mu\rangle}{\sqrt{\log n\left(\theta D \theta^{T}\right)}}\right| \xrightarrow{p} 0 . \tag{6.2.6}
\end{equation*}
$$

For $\delta>0$,

$$
\begin{equation*}
\mathbb{P}\left(\left|I_{n}(1)\right|>\delta\right)=\mathbb{P}\left(\left|I_{n}(1)\right|>\delta,\left|\frac{\tau_{n}}{\log n}-1\right|>\epsilon\right)+\mathbb{P}\left(\left|I_{n}(1)\right|>\delta,\left|\frac{\tau_{n}}{\log n}-1\right| \leq \epsilon\right) \tag{6.2.7}
\end{equation*}
$$

where $\epsilon>0$. From 5.1.2, $\lim _{n \rightarrow \infty} \frac{\tau_{n}}{\log n}=1$ a.s. Hence,

$$
\begin{equation*}
\mathbb{P}\left(\left|I_{n}(1)\right|>\delta,\left|\frac{\tau_{n}}{\log n}-1\right|>\epsilon\right) \leq \mathbb{P}\left(\left|\frac{\tau_{n}}{\log n}-1\right|>\epsilon\right) \longrightarrow 0, \text { as } n \rightarrow \infty \tag{6.2.8}
\end{equation*}
$$

Observe that,

$$
I_{n}(1)=\frac{\left\langle\theta, S_{\tau_{n}}-S_{\log n}\right\rangle-\left(\tau_{n}-\log n\right)\langle\theta, \mu\rangle}{\sqrt{\log n\left(\theta D \theta^{T}\right)}}
$$

So,

$$
\mathbb{P}\left(\left|I_{n}(1)\right|>\delta,\left|\frac{\tau_{n}}{\log n}-1\right| \leq \epsilon\right)
$$

$$
\begin{equation*}
\leq \mathbb{P}\left(\sup _{(1-\epsilon) \log n \leq m \leq(1+\epsilon) \log n}\left|\left\langle\theta, S_{m}\right\rangle-m\langle\theta, \mu\rangle\right|>\delta \sqrt{\log n\left(\theta D \theta^{T}\right)}\right) \tag{6.2.9}
\end{equation*}
$$

From Kolmogorov maximal inequality (Theorem 2.5.2 of [28]),

$$
\begin{align*}
& \mathbb{P}\left(\sup _{(1-\epsilon) \log n \leq m \leq(1+\epsilon) \log n}\left|\left\langle\theta, S_{m}\right\rangle-m\langle\theta, \mu\rangle\right|>\delta \sqrt{\log n\left(\theta D \theta^{T}\right)}\right) \\
\leq & \frac{1}{\delta^{2} \log n\left(\theta D \theta^{T}\right)} \operatorname{Var}\left(\left\langle\theta, S_{2 \epsilon \log n}\right\rangle\right)=\frac{2 \epsilon}{\delta^{2}} \tag{6.2.10}
\end{align*}
$$

Therefore, 6.2.8 and 6.2.10) imply 6.2.6.
From 6.2.5), we know that $I_{n}(2) \Rightarrow N(0,1)$, as $n \rightarrow \infty$. From 5.1.3), we have $I_{n}(3) \Rightarrow$ $N(0,1)$, as $n \rightarrow \infty$. Since $S_{n}$ and $\tau_{n}$ are independent, it follows that

$$
\frac{\left\langle\theta, S_{\tau_{n}}\right\rangle-\log n\langle\theta, \mu\rangle}{\sqrt{\log n\left(\theta D \theta^{T}\right)}} \Rightarrow N\left(0,1+\frac{\langle\theta, \mu\rangle^{2}}{\theta D \theta^{T}}\right), \text { as } n \rightarrow \infty
$$

Writing $\mu:=\left(\mu^{(1)}, \mu^{(2)}, \ldots, \mu^{(d)}\right)$, it is easy to see that $\langle\theta, \mu\rangle^{2}=\theta M \theta^{T}$, where $M=$ $\left(\left(\mu^{(i)} \mu^{(j)}\right)\right)_{1 \leq i, j \leq d} . D$ is positive definite, so for every $\theta \in \mathbb{R}^{d} \backslash\{0\}$, we have $\theta D \theta^{T}>0$. Therefore,

$$
\left(\theta D \theta^{T}\right)\left(1+\frac{\langle\theta, \mu\rangle^{2}}{\theta D \theta^{T}}\right)=\theta(M+D) \theta^{T}
$$

where the matrix addition is taken entry-wise. Observe that $M+D=\Sigma$. Therefore, it follows that as $n \rightarrow \infty$,

$$
\begin{equation*}
\frac{S_{\tau_{n}}-\mu \log n}{\sqrt{\log n}} \Rightarrow N_{d}(0, \Sigma) \tag{6.2.11}
\end{equation*}
$$

From (5.1.1), we have $Z_{n} \stackrel{d}{=} S_{\tau_{n}}$. Therefore, we can conclude that, as $n \rightarrow \infty$,

$$
\frac{Z_{n}-\mu \log n}{\sqrt{\log n}} \Rightarrow N_{d}(0, \Sigma)
$$

Remark 6.2.1. If $\Sigma$ is singular, then the proof of Theorem 6.2.1 clearly indicates that as $n \rightarrow \infty$,

$$
\begin{equation*}
\frac{Z_{n}-\mu \log n}{\sqrt{\log n}} \Rightarrow N_{d}(0, \Sigma) \tag{6.2.12}
\end{equation*}
$$

where $N_{d}(0, \Sigma)$ is singular Normal (see pages 30-33 of [7] for definition of singular Normal).

### 6.3 Urn models associated with bounded increment periodic random walk

Fix $k \in \mathbb{N}$. For $n=m k+r$, where $m \in \mathbb{N} \cup\{0\}$, and $0 \leq r<k$, let

$$
\begin{equation*}
S_{n}=S_{m k}+Y_{m+1}(1)+Y_{m+1}(2)+\ldots+Y_{m+1}(r+1) \tag{6.3.1}
\end{equation*}
$$

where $\left\{Y_{j}(i), 1 \leq i \leq k, j \geq 1\right\}$ is a collection of independent $d$-dimensional random vectors, such that, for each fixed $i \in\{1,2, \ldots k\},\left(Y_{j}(i)\right)_{j \geq 1}$ are i.i.d. We further assume that for each fixed $1 \leq i \leq k$, there exists a finite non-empty set $B_{i} \subset \mathbb{R}^{d}$, such that $\mathbb{P}\left(Y_{1}(i) \in B_{i}\right)=1$. This implies that the law of $Y_{1}(i)$ is bounded for each $i \in\{1,2, \ldots, k\}$. We will assume $B_{i} \cap B_{j}=\emptyset$, for any $1 \leq i \neq j \leq k$. This ensures that $\left(S_{n}\right)_{n \geq 0}$ is a $k$-periodic random walk with increments $\left\{Y_{j}(i), 1 \leq i \leq k, j \geq 1\right\}$. This is because, if $V$ denotes the set of all possible sites that the random walk $\left(S_{n}\right)_{n \geq 0}$ can visit, then we can partition the set $V$ into $k$ disjoint subsets, say $V_{0}, V_{1}, \ldots, V_{k-1}$. This partition has the property that for $n=m k+r$, where $m \in \mathbb{N} \cup\{0\}$, and $0 \leq r<k, S_{n-1} \in V_{r}$ and the next increment of the walk is given by $Y_{m+1}(r+1)$. Furthermore, $S_{n} \in V_{r+1}$, if $0 \leq r<k-1$, and $S_{n} \in V_{0}$, if $r=k-1$. This implies that deterministically the random walk will periodically visit sites in $V_{r}$ exactly after $k$ many steps for every $0 \leq r<k$. It is in this setup that we say that the random walk is $k$-periodic. Such a partition of $V$ necessarily guarantees that $S_{n}$ is a $k$-periodic Markov chain. A sufficient condition for such a partition of $V$ is $B_{i} \cap B_{j}=\emptyset$, for all $1 \leq i \neq j \leq k$. Otherwise, the walk may be aperiodic.

For $1 \leq i \leq k$, we shall write

$$
\begin{align*}
\mu(i) & :=\mathbb{E}\left[Y_{1}(i)\right], \\
\bar{\mu} & :=\frac{1}{k} \sum_{i=1}^{k} \mu(i),  \tag{6.3.2}\\
\Sigma(i) & :=\mathbb{E}\left[Y_{1}^{T}(i) Y_{1}(i)\right] .
\end{align*}
$$

We further assume that $\Sigma(i)$ is positive definite, for each $1 \leq i \leq k$. Let us denote by $\Sigma^{1 / 2}(i)$ the unique positive definite square root of $\Sigma(i)$. Note that, then $\bar{\Sigma}=\frac{1}{k} \sum_{i=1}^{k} \Sigma(i)$ is also positive definite. We denote by $\bar{\Sigma}^{1 / 2}$, the unique positive definite square root of $\bar{\Sigma}$.

In the remainder of this subsection, we will consider an urn model $\left(U_{n}\right)_{n \geq 0}$ associated with the $k$-periodic random walk $\left(S_{n}\right)_{n \geq 0}$.

Theorem 6.3.1. Let $\bar{\Lambda}_{n}$ be the probability measure corresponding to the probability vector $\frac{\mathbb{E}\left[U_{n}\right]}{n+1}$, and let

$$
\bar{\Lambda}_{n}^{c s}(A):=\bar{\Lambda}_{n}\left(\sqrt{\log n} A \bar{\Sigma}^{1 / 2}+\bar{\mu} \log n\right)
$$

where $A$ is a Borel subset of $\mathbb{R}^{d}$. Then, as $n \rightarrow \infty$,

$$
\begin{equation*}
\bar{\Lambda}_{n}^{c s} \Rightarrow \Phi_{d} \tag{6.3.3}
\end{equation*}
$$

$\bar{\Lambda}_{n}$ is the probability distribution of $Z_{n}$, and $\bar{\Lambda}_{n}^{c s}$ is the distribution of the scaled and centered random vector $\frac{Z_{n}-\mu \log n}{\sqrt{\log n}}$. So the following corollary is a restatement of 6.3.3)

Corollary 6.3.1. Consider the urn model associated with the $k$-periodic random walk $\left(S_{n}\right)_{n \geq 0}$, then as $n \rightarrow \infty$,

$$
\begin{equation*}
\frac{Z_{n}-\bar{\mu} \log n}{\sqrt{\log n}} \Rightarrow N_{d}(0, \bar{\Sigma}) \tag{6.3.4}
\end{equation*}
$$

Proof of Theorem 6.3.1 For $n=m k+r$, where $m \in \mathbb{N} \cup\{0\}$, and $0 \leq r<k$,

$$
\begin{align*}
\mathbb{E}\left[S_{n}\right] & =m \sum_{i=1}^{k} \mathbb{E}\left[Y_{1}(i)\right]+\sum_{i=1}^{r+1} \mathbb{E}\left[Y_{1}(i)\right] \\
& =m k \bar{\mu}+\sum_{i=1}^{r+1} \mu(i) \tag{6.3.5}
\end{align*}
$$

Therefore,

$$
\begin{equation*}
\frac{\mathbb{E}\left[S_{n}\right]}{n} \longrightarrow \bar{\mu}, \text { as } n \rightarrow \infty \tag{6.3.6}
\end{equation*}
$$

Similarly, if $D_{n}$ and $D(i)$ denote the variance-covariance matrix for $S_{n}$, and $Y_{1}(i)$, for each $1 \leq i \leq k$, respectively, then,

$$
\begin{equation*}
\frac{D_{n}}{n} \longrightarrow \bar{D}, \text { as } n \rightarrow \infty \tag{6.3.7}
\end{equation*}
$$

where $\bar{D}=\frac{1}{k} \sum_{i=1}^{k} D(i)$, and the matrix convergence is entry-wise. Therefore, from the Lindeberg-Feller Central Limit Theorem (see page 129 of [28]), it follows that as $n \rightarrow \infty$,

$$
\begin{equation*}
\frac{S_{n}-\mathbb{E}\left[S_{n}\right]}{\sqrt{n}} \Rightarrow N_{d}(0, \bar{D}) \tag{6.3.8}
\end{equation*}
$$

Let us write

$$
\begin{equation*}
\frac{S_{n}-n \bar{\mu}}{\sqrt{n}}=\frac{S_{n}-\mathbb{E}\left[S_{n}\right]}{\sqrt{n}}-\frac{n \bar{\mu}-\mathbb{E}\left[S_{n}\right]}{\sqrt{n}} . \tag{6.3.9}
\end{equation*}
$$

Now, it is easy to see from (6.3.5) that, for $n=m k+r$, and some $C>0$,

$$
\begin{equation*}
\left|\frac{n \bar{\mu}-\mathbb{E}\left[S_{n}\right]}{\sqrt{n}}\right|=\left|\frac{r \bar{\mu}-\sum_{i=1}^{r+1} \mu(i)}{\sqrt{n}}\right| \leq \frac{C}{\sqrt{n}} \longrightarrow 0 \text {, as } n \rightarrow \infty . \tag{6.3.10}
\end{equation*}
$$

Therefore, from Slutsky's theorem (see page 105 of [28]), we obtain as $n \rightarrow \infty$,

$$
\begin{equation*}
\frac{S_{n}-n \bar{\mu}}{\sqrt{n}} \Rightarrow N_{d}(0, \bar{D}) . \tag{6.3.11}
\end{equation*}
$$

Furthermore, it can be shown that, as $n \rightarrow \infty$,

$$
\begin{equation*}
\frac{S_{\tau_{n}}-\bar{\mu} \log n}{\sqrt{\log n}} \Rightarrow N_{d}(0, \bar{\Sigma}) \tag{6.3.12}
\end{equation*}
$$

The proof of (6.3.12) is similar to (6.2.11). The rest of the proof now follows by observing that $Z_{n} \stackrel{d}{=} S_{\tau_{n}}$.

Example 6.3.1. As an application of Theorem 6.3.1 we present the example of the random walk on hexagonal lattice. Let $\mathbb{H}=(V, E)$ be the hexagonal lattice in $\mathbb{R}^{2}$ (see Figure 6.1). The vertex set $V=V_{1} \cup V_{2}$, where $V_{1}$ and $V_{2}$ are disjoint. $V_{1}$ and $V_{2}$ are defined as follows:

$$
V_{1,1}:=\left\{1, \omega, \omega^{2}\right\}, \text { where } \omega \text { is a complex cube root of unity, }
$$

and

$$
V_{2,1}:=\left\{v+1, v+\omega, v+\omega^{2}: v \in V_{1,1}\right\} .
$$

For any $n \geq 2$,

$$
V_{1, n}:=\left\{v-1, v-\omega, v-\omega^{2}: v \in V_{2, n-1}\right\},
$$

and

$$
V_{2, n}=\left\{v+1, v+\omega, v+\omega^{2}: v \in V_{1, n}\right\} .
$$

Finally, $V_{1}=\cup_{j \geq 1} V_{1, j}$ and $V_{2}=\cup_{j \geq 1} V_{2, j}$. For any pair of vertices $v, w \in V$, we draw an edge between them, if and only if, either of the following two cases occur:
(i) $v \in V_{1}$ and $w \in V_{2}$ and $w=v+u$ for some $u \in\left\{1, \omega, \omega^{2}\right\}$, or
(ii) $v \in V_{2}$ and $w \in V_{1}$ and $w=v+u$ for some $u \in\left\{-1,-\omega,-\omega^{2}\right\}$.


Figure 6.1: Hexagonal Lattice

To define the random walk on $\mathbb{H}$, let us consider $\left\{Y_{j}(i): i=1,2, j \geq 1\right\}$ to be a sequence of independent random vectors such that $\left(Y_{j}(i)\right)_{j \geq 1}$ are i.i.d for every fixed $i=1,2$. Let $Y_{1}(1) \sim \operatorname{Unif}\left\{1, \omega, \omega^{2}\right\}$, and $Y_{1}(2) \sim \operatorname{Unif}\left\{-1,-\omega,-\omega^{2}\right\}$. One can now define a random walk on $\mathbb{H}$, with the increments $\left\{Y_{j}(i): i=1,2, j \geq 1\right\}$. Needless to say, this random walk has period 2.

Corollary 6.3.2. Consider the urn process associated with the random walk $\left(S_{n}\right)_{n \geq 0}$ on the hexagonal lattice $\mathbb{H}$. If $Z_{n}$ is the color of the randomly selected ball at the $(n+1)$-th trial, then, as $n \rightarrow \infty$,

$$
\frac{Z_{n}}{\sqrt{\log n}} \Rightarrow N_{2}\left(0, \frac{1}{2} \mathbb{I}_{2}\right)
$$

where $\mathbb{I}_{2}$ is the $2 \times 2$ identity matrix.
Proof of Corollary 6.3.2 Since $1+\omega+\omega^{2}=0$, so for the random walk on the hexagonal lattice, $\mu(1)=\mu(2)=0$. Therefore $\bar{\mu}=0$. Let

$$
\Sigma(1):=\left(\begin{array}{ll}
\sigma_{1,1} & \sigma_{1,2} \\
\sigma_{2,1} & \sigma_{2,2}
\end{array}\right)
$$

Writing $Y_{1}(1):=\left(Y_{1}^{(1)}(1), Y_{1}^{(2)}(1)\right)$, observe that

$$
\sigma_{1,1}=\mathbb{E}\left[\left(Y_{1}^{(1)}(1)\right)^{2}\right] \text { and } \sigma_{2,2}=\mathbb{E}\left[\left(Y_{1}^{(2)}(1)\right)^{2}\right] .
$$

Also,

$$
\sigma_{1,2}=\sigma_{2,1}=\mathbb{E}\left[Y_{1}^{(1)}(1) Y_{1}^{(2)}(1)\right] .
$$

Writing $\omega=\operatorname{Re}(\omega)+i \operatorname{Im}(\omega)$, it is easy to see that

$$
\sigma_{1,1}=\frac{1}{3}\left(1+(\operatorname{Re}(\omega))^{2}+\left(\operatorname{Re}\left(\omega^{2}\right)\right)^{2}\right) .
$$

Since $\operatorname{Re}(\omega)=\operatorname{Re}\left(\omega^{2}\right)$, therefore,

$$
\sigma_{1,1}=\frac{1}{3}\left(1+2(\operatorname{Re}(\omega))^{2}\right) .
$$

Since $\omega=\frac{1}{2}+i \frac{\sqrt{3}}{2}$, therefore, this implies $\sigma_{1,1}=\frac{1}{2}$. Similarly, since $\operatorname{Im}(\omega)=-\operatorname{Im}\left(\omega^{2}\right)$,

$$
\sigma_{2,2}=\frac{1}{3}\left((\operatorname{Im}(\omega))^{2}+\left(\operatorname{Im}\left(\omega^{2}\right)\right)^{2}\right)=\frac{2}{3}(\operatorname{Im}(\omega))^{2}=\frac{1}{2} .
$$

Since, $\operatorname{Re}(\omega)=\operatorname{Re}\left(\omega^{2}\right)$, and $\operatorname{Im}(\omega)=-\operatorname{Im}\left(\omega^{2}\right)$,

$$
\sigma_{1,2}=\sigma_{2,1}=\frac{1}{3}\left(\operatorname{Re}(\omega) \operatorname{Im}(\omega)+\operatorname{Re}\left(\omega^{2}\right) \operatorname{Im}\left(\omega^{2}\right)\right)=0 .
$$

This proves that $\Sigma(1)=\frac{1}{2} \mathbb{I}_{2}$. Similar calculations show that $\Sigma(2)=\frac{1}{2} \mathbb{I}_{2}$. This implies that $\bar{\Sigma}=\frac{1}{2} \Sigma(1)+\frac{1}{2} \Sigma(2)=\frac{1}{2} \mathbb{I}_{2}$. This completes the proof.
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