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 Consider the problem of Bayesian implementation, i.e., of constructing mechanisms with
 the property that all Bayesian equilibrium outcomes agree with a given choice rule. We show
 that a general procedure is to start with an incentive-compatible revelation mechanism, and then
 augment agents' message spaces in order to eliminate undesired equilibria. Specifically, we present
 an Augmented Revelation Principle, which states that if there exists any mechanism that imple-
 ments a given choice rule, then an augmented revelation mechanism will also implement it. This
 principle enables us to obtain necessary conditions for implementation. For a large class of
 environments these conditions are also sufficient.

 1. INTRODUCTION

 A central problem in the design of organizations is that agents have private information

 and that they may use this information strategically to advance their own interests. A

 major part of the mechanism design literature is concerned with incentive mechanisms

 that seek to align agents' interests with the goals of the organization. The Revelation
 Principle has played a prominent role in the study of incentive mechanisms. Roughly,

 this principle says that the performance attainable by some abstract incentive mechanism
 can also be attained by a revelation mechanism in which agents have an incentive to

 report their private information truthfully to the mechanism designer.1 The Revelation

 Principle thus provides a simple method for representing the constraints imposed by

 private information and strategic behaviour. The usefulness of this approach has been

 demonstrated by diverse applications of the theory, for example to auctions, bilateral

 contracts, internal organization of large firms, and the microfoundation of
 macroeconomics.

 It is important, however, to realize the exact scope of the Revelation Principle. Given
 an abstract mechanism and a non-cooperative equilibrium for that mechanism, there

 1. See, for example, Dasgupta, Hammond, and Maskin (1979), Myerson (1979) and Harris and Townsend
 (1981). The Revelation Principle has been stated for a number of equilibrium concepts including dominant
 strategy equilibrium, Bayesian equilibrium, and maximin equilibrium. In this paper we focus on Bayesian
 equilibrium.
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 exists a revelation mechanism for which truthful reporting is an equilibrium. Further,
 the outcomes induced by the truthful reports coincide with the outcomes induced by the
 non-cooperative equilibrium of the original mechanism. This leaves open the possibility

 that the revelation mechanism may possess other (untruthful) equilibria whose outcomes
 differ from the equilibrium outcomes of the original mechanism.

 The severity of this multiple equilibrium problem has been illustrated by Demski

 and Sappington (1984), Postlewaite and Schmeidler (1986) and Repullo (1986). Demski
 and Sappington consider a setting where two agents separately undertake production
 with private, correlated information regarding their costs. The optimal revelation mechan-
 ism has the property that aside from truthful reporting, there is an untruthful equilibrium

 where both agents exaggerate their costs. This equilibrium leaves both agents better-off

 and the principal worse-off relative to the truthful equilibrium. In a social choice context,

 Postlewaite and Schmeidler (1986) and Repullo (1986) have produced examples of abstract
 mechanisms with a unique equilibrium yielding desired outcomes while corresponding
 revelation mechanisms necessarily possess undesired equilibria.

 These examples raise the question of whether there is a general way of amending the
 Revelation Principle to address multiple equilibrium problems. We show in this paper
 that if the mechanism designer seeks to ensure that all noncooperative equilibria of a
 mechanism achieve a given performance standard, then attention can be focused on a
 class of augmented revelation mechanisms. In these mechanisms agents can either report
 their private information, or send some auxiliary "non-type" message. We present an
 Augmented Revelation Principle, which states that any performance standard which can
 be implemented (in the sense of being achieved by all equilibria) by some mechanism,
 can be implemented by an augmented revelation mechanism for which truthful reporting
 is one equilibrium.

 This result thus shows that the approach adopted by Ma, Moore and Turnbull (1988)
 exemplifies a general principle. These authors propose dealing with the multiple equili-
 brium problem in the Demski-Sappington model by allowing some auxiliary "non-type"
 messages to one of the producing agents. The role of these additional messages is to
 destroy all untruthful equilibria in the revelation mechanism, without upsetting the truthful
 equilibrium, or introducing new equilibria.

 One of the main uses of the Revelation Principle has been to represent the constraints
 imposed by incentive compatibility. We use the Augmented Revelation Principle to obtain
 a correspondingly stronger condition that needs to be satisfied in order to solve the
 multiple equilibrium problem. This condition will be referred to as the selective elimina-
 tion condition; it requires that any undesired equilibrium in an incentive compatible
 revelation mechanism can be eliminated by offering an auxiliary message option to some
 agent. At the same time, this agent should not have an incentive to deviate from the
 truth-telling equilibrium to this new message option. Mathematically, this condition
 reduces to the existence of a solution to a set of inequalities given by the choice rule.

 It turns out that the selective elimination condition (SE) is also sufficient (in combina-
 tion with incentive compatibility (IC)) for the implementability of a given choice rule
 under very weak economic assumptions. In particular, if the designer is able to make
 side-payments to different agents in terms of a transferable and divisible good, then IC
 and SE are sufficient for implementation for a wide variety of allocation problems. We
 construct implementing mechanisms through a sequence of augmentations of the original
 revelation mechanism. At each stage, the current mechanism is augmented in order to
 destroy at least one undesired equilibrium without introducing new equilibria. If there
 is a finite number of possible types for each agent, only a finite number of augmentations
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 will be required. This enables us to derive upper bounds on the size of the message space

 needed for implementation.2

 Our results complement and extend earlier work on implementation in incomplete

 information environments. Postlewaite and Schmeidler (1986, 1987), and Palfrey and

 Srivastava (1989) have identified a necessary condition for implementation, called

 Bayesian monotonicity. This condition reduces to Maskin's (1977, 1986) monotonicity

 condition in contexts of complete information (where Bayesian equilibrium reduces to

 Nash equilibrium). These authors have shown that in combination with incentive compati-

 bility, Bayesian monotonicity is also sufficient for a choice rule to be implementable in

 exchange economies with at least three agents. Given the central role of both the selective

 elimination and the Bayesian monotonicity condition, one would expect a close relation-

 ship between the two conditions. We show that given incentive compatibility, SE is a

 stronger condition than Bayesian monotonicity, and thereby provides a useful refinement

 of the latter. In some environments, however, such as those where agents possess exclusive

 information, the two concepts happen to coincide. Nevertheless, SE appears to be a

 simpler and more intuitive condition in contexts of incomplete information. Part of the

 reason is that SE can be used directly in constructing implementing mechanisms, and

 can be verbally expressed in this fashion. In contrast, monotonicity is a property of

 responsiveness of social decisions to individual preferences, one which is easily expressed

 in complete information contexts, but not when information is incomplete.

 Our sufficiency results apply to a variety of allocation problems including those

 considered by Palfrey-Srivastava (1989) and Postlewaite-Schmeidler (1986).3 Our
 mechanisms work for the case of two agents exactly as in the case of three or more agents.

 Further, our setting allows for the presence of public decisions. Thus, a range of contexts
 including bilateral contracting and regulation are included by our approach.

 The mechanisms we construct satisfy global budget balance requirements. In par-

 ticular, they avoid the undesirable feature that for certain off-equilibrium plays, the

 mechanism designer imposes a "bad outcome", i.e. appropriates the entire resource

 endowment, leaving every agent with zero consumption. Also, as mentioned before, our
 iterative augmentation procedure allows for implementation with finite message spaces.

 Specifically, we avoid the "tail-chasing" features of previous mechanisms, where agents
 can announce any non-negative integer and the entire resource endowment is given to
 the agent announcing the largest integer.

 The usefulness of our approach is demonstrated further by the ease with which it

 extends to alternative implementation requirements. First, we consider unique
 implementation, where implementing mechanisms are required to possess a unique

 equilibrium. Such mechanisms avoid the problem of agents having to coordinate on the
 choice of equilibrium. We show that our necessity and sufficiency results extend straight-
 forwardly, provided the SE condition is suitably. strengthened. Secondly, we consider
 implementation in undominated strategies, which involves a refinement of Bayesian
 equilibrium as the solution concept. Palfrey and Srivastava (1987b) have shown that
 incentive compatibility is by itself necessary and sufficient for implementation if one

 disregards Bayesian equilibria involving dominated strategies. This remarkably strong

 2. The finiteness of the message space owes to the fact that we focus only on pure strategy equilibrium
 in contexts where each agent's type can be one of a finite number of alternatives. In contrast, the mechanisms
 employed by Ma, Moore and Turnbull (1988) require a continuum message space in order to eliminate all
 mixed strategy equilibria. We briefly discuss the subject of mixed strategy equilibria in Section 3.

 3. Jackson (1988) has recently extended their approach to a larger class of environments, including public
 goods and the absence of transfer payments. Jackson does, however, assume the existence of at least three
 agents, and a "bad outcome".
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 result is readily explained by our approach of augmenting revelation mechanisms. Rather

 than eliminate a suboptimal equilibrium, it is sufficient to introduce new message options

 which cause this equilibrium to involve a dominated strategy. Under very mild assump-

 tions on preferences this can be achieved without affecting the truth-telling equilibrium

 or creating new equilibria. Finally, the mechanisms we construct improve upon those of

 Palfrey-Srivastava (1987b) in a number of respects.

 The paper is organized as follows. Section 2 introduces the model and some basic

 definitions. Our main results are presented in Section 3 beginning with the Augmented

 Revelation Principle (Theorem 3.2), the necessity of conditions SE and IC (Theorem

 3.5), and their sufficiency (Theorems 3.8 and 3.9). Extensions to unique implementation

 are also presented. Section 4 then discusses the relation of our approach to previous

 work. In particular, we explore the connection between our selective elimination condition

 and Bayesian monotonicity. Finally, Section 5 extends our approach to implementation

 in undominated strategies.

 2. THE MODEL

 The set of agents is denoted by N = {1,..., n}. All relevant information about the

 economic organization is embodied in the state of the world 0. We assume that the set

 of all states 0 is finite and has a product structure, i.e. 0= X7=1 0,. Agent i c N learns

 Oi when the state of the world is 0 = (01, . . ., On). Subsequently, we shall refer to Oi as
 Agent i's type. The set of possible social outcomes is denoted by X. The specification

 of the set X incorporates all relevant feasibility restrictions such as individual and
 aggregate resource limitations.

 Agent i's preferences are represented by a von Neumann-Morgenstern utility function

 Ui: X x 0 -> R. Thus, Ui(x I 0) denotes agent i's utility from the social outcome x, when
 the state is 0. Given his private information Oi, each agent has beliefs regarding the
 underlying state. We assume that these beliefs arise from application of Bayes rule to a

 common prior (probability) distribution p(0) on 0, satisfying p(O) ' 0 for all 0 c 0, and

 OE, p(O) = 1. By allowing for the possibility that some states have zero prior probability
 we are able to accomodate a variety of information structures.4 For instance, previous

 work on implementation has paid considerable attention to complete information environ-

 ments, where the prevailing state is common knowledge among all agents. In that case

 p(0) > 0 if and only if 01 = 02=* = on. It will be notationally convenient to denote the
 set of possible states by

 0* = {0 cO Ip(O)> 0}.

 Without loss of generality, the marginal probability of any type Oi: pi(Oi)=

 Zo0L, p(0-j, O), is strictly positive (where 0-i denotes Xj, Oj, and 0-i is typical
 element of 0-j). The beliefs of type Oi of agent i are then represented by the conditional
 probability distribution qi(0_-i O,) over 0-j:

 qi(a-i I 0i) = P(O 0,) i)(1)

 These beliefs are assumed to be common knowledge between the agents. The mechanism

 designer knows the prior distribution p(O), but not the information Oi of any agent.

 4. At first glance it might appear that our modelling of a state and the information structure differs from
 that in Postlewaite-Schmeidler (1987) and Palfrey-Srivastava (1989). As shown in Appendix B, however, the
 two formulations are equivalent.
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 The goals of the mechanism designer are represented by a social choice correspondence
 (SCC) F: 0"*-->X which specifies for any 0 c 0"* the set of desired outcomes F(0).
 A mechanism A = (M, g) consists of a set of possible messages M, and an outcome func-
 tion g: M -> X. The message space M is the product of individual message spaces

 Mi, i.e. M = XI=1 Mi. Given the mechanism A, we define a strategy for agent i to be
 a function ai: :i - Mi, i.e. where type O0 of agent i chooses the message ai(0i). Let a =
 (a,,.. ., an) denote an n-tuple of strategies, one for each agent. Also, let
 a-i denote (a1,..., ai-1, , . .., an), and a_j(0_i) denote the message-tuple
 (aj(01), ... , ai_1(0j_1), ai+,(0?i+), .-. ., an(0n)). Then given the tuple a-i of strategies
 used by agents other than i, we define the expected utility of type Oi of agent i from
 message mi c Mi as

 Vi(a-i, mi I Oi) = E ,e, qi(0,-i I 0) Uj(g(a_j(0_i), Mi) I 0). (2)
 Given the mechanism A, a pure-strategy Bayesian equilibrium is an n-tuple a =

 (a1,..., a,n) of strategies with the property that for all i c N and all Oi c 0i:

 ai (0i) c arg maxm,0M, Vi(a-j, mi I 0i). (3)
 Unless otherwise mentioned, we shall henceforth refer to a pure-strategy Bayesian equili-
 briumt simply as an equilibrium. Note that for any equilibrium a of A the composition
 g o a induces a function that maps from 0 to X. This function is said to agree with the
 SCC F, if for all possible states 0 c 0*: (g o a)(0) E F(0). For brevity, we denote this as

 (g o a) E F.

 Definition 2.1. The mechanism A= (M, g) is said to implement the social choice
 correspondence F if

 (i) A has an equilibrium a such that (g o a) E F,
 (ii) every equilibrium c& in A satisfies (g o a) E Fs

 Earlier work on incentive mechanisms (for example, Harris and Townsend (1981)
 and Myerson (1979)) has focused attention on revelation mechanisms. In a revelation
 mechanism Mi = 0,, for all i E N. We shall refer to the outcome function of a revelation
 mechanism as a revelation function. For any revelation function f: e ->X the induced
 revelation mechanism (0,f) will be denoted by Af.

 Definition 2.2. A revelation mechanism Af is said to be incentive compatible (IC),
 if truthful reporting is an equilibrium, i.e. for all i E N and all Oi, 0i c 0i:

 _, qi(0-i I Oi)[ Uj(f(0_i., 0,) I 0) - Ui(f(0_j, 0i) I 0)] -0. (4)
 Accordingly, we say that a revelation function is IC if the induced revelation

 mechanism is incentive compatible.

 3. NECESSARY AND SUFFICIENT CONDITIONS FOR IMPLEMENTATION

 3.1. The augmented revelation principle

 As observed by Repullo (1986) and Postlewaite-Schmeidler (1986), it does not suffice to
 search over the class of revelation mechanisms when the design task is to construct
 incentive mechanisms with the property that all equilibria achieve desired allocations.
 In this section we demonstrate, though, that one may confine attention to a class of
 mechanisms wherein agents can either report their private information or send some other
 message.

 5. The literature has considered a variety of implementation concepts. In subsequent sections and
 Appendix B we sketch how our results can be extended to accommodate alternative notions of implementation.
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 Definition 3.1. An augmented revelation mechanism is a mechanism A=(M,g)
 such that for all i c N:

 Mi = Oi u Ti, where Ti is an arbitrary set.

 In the above definition, Ti represents the set of additional message options made
 available to Agent i in addition to messages about his type. We now establish that a
 designer interested in implementing a given SCC can focus on the class of augmented
 revelation mechanisms, without loss of generality. At first such a proposition might seem
 trivial since one can always add "dummy" messages corresponding to agents' types. Any
 implementing mechanism could then be extended so that no agent will ever wish to utilize
 one of these "dummy" messages. The essential feature of the following result is that

 truthful reporting of private information must constitute an equilibrium of the mechanism
 (and thus yield a desired allocation). Thus, the inclusion of all type messages is not an
 artificial restriction, as agents must use these messages in at least one equilibrium.

 Theorem 3.2. If F: 0*-*X is implementable, then F can be implemented by an
 augmented revelation mechanism, in which truthful reporting is an equilibrium.

 Proof. Let A = (M, g) implement F We shall construct an augmented revelation
 mechanism A=(M,g). Given any equilibrium (a,,..., an) in A, define Mi =i u T
 with Ti = {mi c Mi mi Z range (ai)}. Consider the functions i: M, - Mi with

 Iai(0i) if ni = Oi for Oi E O
 Mi if mhi E Ti,

 and define the outcome function g: M-> X by g = g o 0, where = (0,, . . . It is
 obvious that truth-telling is an equilibrium in A. Furthermore, g(0) = g(a(0)) c F(0) for
 all 0 c*.

 To check part (ii) of the implementation requirement suppose that (a-,,..., (Xn) is
 an equilibrium for A. Consider the strategies at = oi ? i in A. Since the outcome of a*
 in A coincides with that of a in A i.e. (g o a*) = (g o a), it suffices to show that a* is an
 equilibrium in the original mechanism A, because by hypothesis the latter implements F
 Since a is an equilibrium in A, we have for any i c N and Oi c 0i:

 Lo, qi(0-i I 0i) Ui(g(a*(0)) I 0) -0, qi (0- I 0i) Ui(g(&(0)) I 0)

 - Z0i qi(0-i I 0i) UiL(g(-i (0-i), ni) I 0)

 = L qi(0-i I Oi) UJ(g(a?i(0_i), pi(Fni)) I 0) (5)

 for all m,i c Mi. The result now follc.ws from the fact that the map Oi is onto its range Mi. 11

 This result shows that the approach adopted by Ma, Moore, and Turnbull (1988)
 exemplifies a general principle. If the problem of multiple equilibria can be solved at
 all, it can be dealt with by augmenting an incentive compatible revelation mechanism.

 3.2. Necessary conditions for implementation

 The Augmented Revelation Principle immediately suggests a necessary condition for
 implementation. Consider the revelation mechanism that is part of an augmented revela-
 tion mechanism implementing the SCC F. If this revelation mechanism admits an
 equilibrium which results in undesired outcomes, it must be true that some agent has a
 non-type message (in the augmented mechanism) which eliminates this suboptimal
 equilibrium without upsetting the truth-telling equilibrium.
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 Definition 3.3. An equilibrium a = (a1, . . ., an) in a revelation mechanism Af can
 be selectively eliminated, if there exists i c N and h: 0-i -> X such that:

 (i) for some 0i E 0i

 _, qi(0-i I O,)[ UiJ(h(a-i(0& )) I 0-i, 0,) - UiJ(f(a-i(0-j), ai(0)) I 0-i, O)]>O (6)

 (ii) for all Oi c 0i

 0_, qi(0-i I 0,)[ UiL(f(0) I 0) - Ui(h(0_ ) I 0)] 0. (7)

 In the above definition, Agent i is offered a new message option, which we refer to

 as a "flag". When i chooses the flag rather than a type message, and other agents report

 0-i the outcome chosen by the mechanism is given by h(0_i). Condition (6) says that i
 prefers to deviate from ai to the flag in some state, thereby destroying a as an equilibrium.
 However, (7) ensures that Agent i does not deviate from truth-telling to the flag, provided

 other agents are also truthful. The truthful equilibrium is thus preserved.

 Definition 3.4. The revelation mechanism Af satisfies the Selective Elimination (SE)

 condition relative to F, if f c F and if every equilibrium a in Af satisfying (f o a) / F can
 be selectively eliminated.

 Theorem 3.5. Suppose F: Y*-*X is implementable. Then there exists an incentive
 compatible revelation mechanism Af which satisfies the selective elimination condition relative

 to F

 The proof of this theorem follows directly from Theorem 3.2. Given an augmented

 revelation mechanism A = (M, g) implementing F, one obtains a revelation mechanism
 Af by considering the type messages of A and letting f = g 10. Since truthful reporting is
 an equilibrium in A, it follows that fc F Further, any suboptimal equilibrium a of Af

 cannot be an equilibrium of A. There must, thus, exist a non-type message available to
 some Agent i such that i prefers to deviate to this message when a is being played,
 without being tempted to do the same when all agents report truthfully. This establishes

 that selective elimination is a necessary condition for implementation.
 Mathematically, condition SE requires the existence of a solution to a set of

 inequalities given by the SCC F To check this condition may be rather difficult in complex

 environments, since one first needs to find the equilibria of the revelation mechanism
 and then check inequalities (6) and (7). However, as argued in Section 4 below, this task
 appears to be simpler than checking the validity of Bayesian monotonicity, another

 necessary condition for implementation which has been the focus of previous literature.
 Bayesian monotonicity requires that analogous inequalities be satisfied for any reporting

 strategy, irrespective of whether or not it is an equilibrium.6 Since in many principal-agent
 models the structure of preferences and information permits at least a partial charac-
 terization of equilibria, SE will be simpler to verify than Bayesian monotonicity, to the

 extent that SE allows one to discard directly those strategies that cannot possibly be
 equilibria.

 While implementation requires that all equilibria comply with the SCC, it is left
 unspecified how agents coordinate on the choice of equilibrium. This problem could be
 avoided by insisting on mechanisms with a unique equilibrium. We now show that the

 6. Strictly speaking, Bayesian monotonicity requires these inequalities to be satisfied for all reporting
 strategies involving compatible reports, i.e. where the reported state is not a zero probability state.
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 selective elimination approach can be used directly to obtain conditions for unique
 implementation, i.e. the existence of mechanisms with a unique equilibrium attaining the

 outcomes prescribed by the SCC. Based on the preceding arguments one might expect

 that a necessary condition for unique implementation is that any equilibrium other than
 truth-telling can be selectively eliminated. This turns out to be true except for equivalent

 strategies. Define two messages Oi, 0i in a revelation mechanism AJ to be equivalent if
 they give rise to identical outcomes in all situations: f(0-i, 0j) =f(0-i, 0j) for all 0-i E 0-.
 Correspondingly, define two strategy-tuples a and a* in Af to be equivalent if a,(01) is

 equivalent to ac}(0,), for all i c N and all Oi c Oi.

 Definition 3.6. The revelation mechanism Af satisfies the Strong Selective Elimina-

 tion (SSE) condition relative to the SCC F, if fc F, and if any equilibrium a in the

 revelation mechanism Af which is not equivalent to truthful reporting, can be selectively

 eliminated.

 Thus, SSE strengthens condition SE by requiring the selective elimination of any
 equilibirum of the revelation mechanism that is not equivalent to truth-telling, even if it
 does lead to desirable outcomes.

 Theorem 3.7. Suppose F: 0*-*X is uniquely implementable. Then there exists an
 incentive compatible revelation mechanism Af which satisfies the SSE condition relative

 to F.

 Proof. See Appendix A. I

 3.3. Sufficient conditions for implementation

 Incentive compatibility and the selective elimination condition ensure the existence oI a
 revelation mechanism with one desirable equilibrium and the property that all suboptimal
 equilibria can be selectively eliminated. These conditions, however, do not guarantee
 that F is implementable, since the augmentation of the revelation mechanism may give
 rise to new undesired equilibria. This possibility is demonstrated by example in a related
 paper, Mookherjee and Reichelstein (1989). An essential feature of that example is that
 the set of alternatives X is narrow (there are only two alternative outcomes). In contrast,
 the following results show that when the mechanism designer can use private transfer
 payments to reward or punish agents, then IC and SE are essentially sufficient for
 implementation.

 To understand the basic idea underlying our construction, suppose that a is a
 suboptimal equilibrium in Af. Condition SE says that some agent can be assigned a flag
 which upsets the equilibrium a. To ensure that the flag is never raised in equilibrium, we
 use the following augmentation. Some other agent is given a new set of messages, referred
 to as counterflags. The outcome function is extended in the following manner. Counter-
 flags pay-off for the second agent only if the first agent chooses his flag option. In turn,
 the first agent does not want to raise the flag, if the other agent plays a counterflag. Table
 I illustrates the augmented mechanism.

 For simplicity, we illustrate the case where a given endowment of private goods is
 allocated among two agents. In the augmented revelation mechanism, Agent 1 has the
 option of raising the flag FL in addition to playing his type messages. Agent 2 is given
 one counterflag corresponding to each of his type messages. Condition SE specifies the
 outcomes if Agent l's flag meets type messages from Agent 2. If Agent 2 plays CFLj
 against Agent l's type messages, the resulting outcome is as if Agent 2 had played 0j2,
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 TABLE I

 Agent I's Payoffs

 01... - k2 CFL1 .. CFLj ... CFLk2

 f1(61, 02) fi(01, 02) +
 o k,

 FL h1(02) hj(02)-a

 Agent 2's Payoffs

 | 1 ... Ok2 CFL1 ... CFL- ... CFLk2

 61

 f2(01, 02) f2(01, 02) -
 ok,

 FL h2(02) h2(02) + 8

 except that Agent 2 is charged an amount E which is transferred to Agent 1 (subscript i

 denotes the allocation to Agent i). If CFLi meets FL, then the outcome is as if Agent 2
 reported O2, and Agent 1 chose FL, with the exception that Agent 2 is rewarded with 8,

 which is transferred from Agent 1.

 By definition of SE, the strategy tuple a ceases to be an equilibrium in the augmented

 mechanism. Truthful reporting, however, continues to be an equilibrium. For Agent 1

 this follows directly from condition SE, while for Agent 2 it is implied by the F-charge
 for raising CFL's. Finally, for suitable choices of E and 8, the augmented mechanism
 has no equilibrium involving either FL, or any CFLJ. Suppose to the contrary that Agent

 1 plays FL in some instances. If the charge E is sufficiently small relative to the reward

 8, every type of Agent 2 will prefer CFLJ over O2. Under relatively weak assumptions

 (developed below) there exists 8 such that every type of Agent 1 prefers to play some
 type-message instead of FL. Hence, there exists no equilibrium in which Agent 1 plays
 FL. This implies that there is also no equilibrium in which Agent 2 chooses any CFL.

 In summary, the suboptimal equilibrium a has been eliminated, while truthful reporting

 remains an equilibrium in the augmented mechanism. Furthermore, there is no equili-

 brium in the augmented mechanism in which any agent chooses a non-type message. By

 repeating this procedure, all suboptimal equilibria of Af can be eliminated through

 successive augmentations.

 To state our sufficiency results formally, we introduce the following economic

 structure into the model. Assume there are I private goods and let xi c R denote a
 consumption vector of these private goods for Agent i. In addition, a public decision y

 has to be made from a set of possible decisions Y. Let Ci c Y x RI denote the set of
 allocations that are feasible for Agent i. Note that Ci is assumed to be independent of
 Agent i's characteristics. By C0 we denote all allocations (y, X, ... ., xn) which are socially
 feasible, i.e. allocations that satisfy the technological and aggregate resource constraints

 of the organization. We then have

 X = {(y, xi, . . ., xn) E Col (y, xi) E Ci for all i c N}.

 While this setup corresponds to general resource allocation problems with private

 and public goods, it applies in particular to the environments considered typically in

 principal-agent models. In the context of a multidivisional firm, the public decision y
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 may represent production assignments. Alternatively, in a bargaining or auction context

 y may represent the allocation of a set of goods amongst the participants. We shall use

 the following assumptions regarding agents' preferences and feasible sets.

 Al: C0={(y,x1,...,x.)|yc YxicRE }.
 A2: Given any (y, xi) c Ci: (y, xi + 5) E Ci for all 8-? 0. Further, there exists E > 0

 such that (y, xi - E) c Ci.'
 A3: Agent i's utility function Ui(y, xi I 0) is continuous and strictly increasing in all

 components of xi.
 A4: Given any Agent i c N, any (y, xi) c Ci and any other y c Y, we can find xi c

 such that (y, xi) c Ci and

 o 0, qi(0-i I Oi)[ Ui(y, xi I 0)- Ui(y, Xi I 0)] 0 for all Oi E j.

 Assumption Al implies that there are no aggregate feasibility constraints. In this

 respect the model applies primarily to principal-agent situations in which the principal

 has enough resources not to be constrained by an ex-post budget balance condition.

 (Note that technological constraints are embodied in the specification of the set Y.) A2
 requires the availability of small rewards or penalties in terms of private goods, starting

 from any feasible outcome. The individually feasible sets must be "open" in this sense.

 However, an alternative to A2 would be to assume that Ci is closed, and instead make
 an interiority assumption on the allocations given by the revelation mechanism Af, as
 well as on the allocations specified by the function h(-) given by SE. Assumption A4
 requires that given any feasible allocation and any alternative public decision, there exist

 private transfers which compensate agents for a switch in the public decision.

 Theorem 3.8. Suppose assumptions Al-A4 hold. Then F: O*-*X is implementable,
 if there exists an incentive compatible revelation mechanism which satisfies SE relative to F.

 Furthermore, F can be implemented by a finite mechanism, i.e. one with finite message spaces

 for each agent.

 The proof of this theorem begins with the revelation mechanism Af, and employs a

 finite sequence of augmentations. At each stage one suboptimal equilibrium of the
 previous-stage mechanism is selectively eliminated, without introducing any new equili-
 bria. Since the sets 0i are finite there can only be a finite number of equilibria in Af,
 requiring only a finite number of augmentation stages to eliminate all undesired equilibria.
 At every stage of this procedure, one agent is given a flag while one other agent is given
 a set of counterflags (as many as the cardinality of the type space of that agent). The
 outcome function is extended in a manner which differs somewhat from the illustration
 in Table I, owing to the existence of public decisions in this setting. The main difference
 is in the manner in which Agent 1 is induced to switch to the type message 01 from the
 flag FL whenever Agent 2 chooses some counterflag CFL'. Assumption A4 ensures the
 possibility of constructing private good transfers that sufficiently compensate Agent 1 for
 the switch in the public decision between the message combinations (FL, CFLj) and
 (01, CFL ).

 As a byproduct of Theorem 3.8 one obtains an upper bound on the size of the
 message space needed for implementation. If r is the smallest number of suboptimal

 equilibria amongst all incentive compatible revelation mechanisms Af satisfying SE

 7. The notation xi >0 denotes xi c R and xi $ 0. In contrast, x, >> 0 or xi c RD+ denotes the situation
 where all components of xi are positive.
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 relative to F, the maximum number of messages needed for implementation (when
 aggregated over all agents) is

 EI=n ki,+r(k+ 1), (8)

 where ki = 10il and k = max {kl,..., kn}. The formula in (8) reflects that corresponding
 to each suboptimal equilibrium some Agent is given a flag and another Agent j is given

 kj counterflags (kj = 10jl). We note that the number of counterflags could be reduced
 substantially, if one were to allow for large penalties and rewards. A single CFL would
 then be sufficient to guarantee that the FL option does not give rise to new equilibria.
 The agent raising CFL would be "showered with gold" if his CFL were to be played
 against FL, and punished sufficiently if CFL were to meet type messages only.

 We now provide another sufficiency theorem for environments requiring balanced
 allocations for all possible strategy combinations. For simplicity, we confine attention
 to exchange economies without any public decisions.8 In the following assumptions, let
 w c RI denote the organization's aggregate resource endowment.

 A5: C0={(x1,...,Xn), x RnI 4 En Xi = w}.
 A6: Ci C $4; if xi E Ci then (xi+8) Ci for all 8 >0. For all xi E Ci, there exists

 E>0 such that (xi-E)c Ci.
 A7: For all xi, xi c Ci, there exists 8?- 0 such that (xi - 8) c Ci and

 :o_, qi(O-il0 i)[ Ui(5cilO )-Ui(xi-,61 0)]:--0 for all 0ic0 i.
 In the following theorem one could replace A6 and A7 by assumptions saying that

 the social choice rule F and the outcome function h(-) (given by condition SE) provide
 every agent with positive consumption of every good, and that the consumption sets C,
 be equal to R1 .

 Theorem 3.9. Suppose A3 and A5-A7 hold. Then F: 0*-*X is implementable, if
 there exists an incentive-compatible revelation mechanism which satisfies SE relative to F.
 Furthermore, F can be implemented by a finite mechanism.

 Proof. See Appendix A. 11

 The proof of this result employs a finite sequence of augmentations, where at each
 stage one suboptimal equilibrium is eliminated in the manner depicted in Table I.
 Assumption A7 ensures the existence of penalties large enough to induce Agent 1 to
 switch from FL to a type message when Agent 2 chooses counterflags instead of type
 messages. The non-existence of new equilibria in the augmented mechanism is thus
 ensured in a manner different from that employed in the previous sufficiency theorem
 (where Agent 1 received large rewards if his type message O} met some counterflag of
 Agent 2). In other respects, however, the proofs of the two theorems are similar.

 If we seek to implement F uniquely, then Theorems 3.8 and 3.9 extend as long as
 the SE condition is strengthened to SSE (the condition we identified as necessary for
 unique implementation in Theorem 3.7).

 8. In the presence of public decisions the following analogue of Theorem 3.9 holds.
 A5': if (y, xi .. xn) E CO then (y, xl *... *J) C CO whenever Yi'= , = ,C x,.
 A6': ((y, xi + 8) c Ci whenever (y, xi) c C, and _0. Furthermore, for any (y, xi) c C,, there exists an

 ? > 0 such that (y, xi -) E Ci.
 A7': for any (y, xi) c C,, (y, xi) c Ci, there exists 8?0 such that

 LE , qi (0-i I 0j)[ Ui (y, Xci I a) - Ui (y, Xi - 6 I a)] > ?

 for all Oi c 0i. If these assumptions are substituted, then the SCC F is implementable under the
 conditions of Theorem 3.9.
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 Theorem 3.10 Suppose the conditions of either Theorem 3.8 or 3.9 hold with SSE
 replacing SE. Then F: *--*X can be uniquely implemented by a finite mechanism.

 The proof parallels that of Theorems 3.8 and 3.9. To obtain a unique equilibrium,

 however, one first has to "shrink" the revelation mechanism Af in order to obtain a

 mechanism without equivalent messages. Thereafter, any non-truthful equilib'ria in Af

 are not equivalent to truth-telling. Condition SSE and the conditions of either Theorem

 3.8 or 3.9 then ensure that any non-truthful equilibrium of the "shrunk" revelation
 mechanism can be eliminated through successive augmentations.

 We finish this section with a few remarks concerning mixed strategies. It can be

 verified that the Augmented Revelation Principle extends to this notion of implementation,

 and so do the analogous versions of IC and SE. Our sufficiency results may need to be

 modified, however, One reason is that the initial revelation mechanism may have an

 infinite number of mixed strategy equilibria, and therefore finite mechanisms may not

 suffice. Even if the underlying revelation mechanism has a finite number of mixed strategy
 equilibria, countably infinite message spaces may be required to ensure the nonexistence
 of any mixed strategy equilibrium involving flags or counterflags with positive probability.
 One may associate with every flag an infinite sequence of corresponding counterflags,
 where E gets progressively smaller relative to 8. If Agent 1 raises the flag with positive
 probability, no matter how small, there will then exist a corresponding set of counterflags

 that will be raised by Agent 2, and our previous arguments will apply from that point

 onward. Thus, it appears that Theorems 3.8 and 3.9 can be extended to implementation
 in mixed strategies, except that finite mechanisms may not suffice.

 4. RELATION TO PREVIOUS LITERATURE

 We now relate our results to the work of Postlewaite-Schmeidler (1986) and Palfrey-

 Srivastava (1989, 1987a). These authors identify the Bayesian monotonicity condition as
 necessary for implementation. Further, they have shown that subject to certain economic

 assumptions, Bayesian monotonicity in conjunction with incentive compatibility is
 sufficient for a choice rule to be implementable.

 Before we explore the connection between Bayesian monotonicity and the selective
 elimination condition, we note a number of differences between the Postlewaite-

 Schmeidler and Palfrey-Srivastava sufficiency results and the results presented in
 Theorems 3.8 and 3.9. First, these authors are concerned with exchange economies with
 three or more agents. Our setting allows for the presence of both private and public

 goods. In addition, our mechanisms work for two agents in exactly the same manner as

 they do for three or more agents. Thus our results can be applied to a variety of bilateral
 contracting and agency models. Secondly, the mechanism presented in Theorem 3.9
 achieves balanced allocations even if agents fail to reach an equilibrium. To avoid
 undesirable equilibria, Postlewaite-Schmeidler and Palfrey-Srivastava assume that the
 mechanism designer can appropriate the economy's entire resource endowment, leaving
 every agent with zero consumption. None of our sufficiency results relies on the existence
 of a "bad outcome", i.e. an outcome that is ranked worst by all agents irrespective of

 the prevailing state.

 Finally, the mechanisms we construct are more economical with regard to the size

 of agents' message space. In contrast to the previous mechanisms, we find that finite
 message spaces are sufficient provided agents' type spaces are finite. In particular, we
 do not eliminate equilibria through infinite "tail-chasing" games, e.g. where agents can
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 announce any non-negative integer and the economy's entire resources are given to that

 agent who announces the largest integer.

 We now turn to a comparison of Bayesian monotonicity and the selective elimination

 condition. Bayesian Monotonicity is a generalization of Maskin's (1977) monotonicity

 condition developed for Nash implementation. Though Bayesian monotonicity is usually

 stated for a SCC F, it will be more convenient here to define this property for a revelation

 mechanism.9

 Definition 4.1. The revelation mechanism Af satisfies Bayesian Monotonicity (BM)
 relative to F if f E F, and if for any reporting strategy a = (al, . . ., an) with a(0) c 0*

 whenever 0 c 0*, the following condition holds. If (f o a) e F, there exists Agent i, state
 0 E 0* and a function t: 0 -> X such that

 0_, qi(0-&i I O)[ Ui(fla-i(0-), ai(O)) I a-i, 0,) - UiL(t(a-i(0-), ai(0,)) I 0-i, 0,)] < 0, (9)
 and

 Lo-, qj(0_j I 0i)[ Ui(f(0_j, 0i) I a) - Uj(t(0_j, ai(oi)) I a)] '-?0 (10)

 for all Oi c 0i such that (0,, a_j(0-i)) c 0*.
 This definition adapts that of Palfrey-Srivastava (1989) in order to facilitate com-

 parison with SE. It is straightforward to show that a SCC F satisfies Bayesian monotonicity

 in the sense of Palfrey-Srivastava (1989) if and only if every revelation mechanism Af
 with f c F satisfies Bayesian monotonicity relative to F (according to Definition 4.1).1o
 Furthermore, if a SCC F is implementable, then there exists a revelation mechanism Af
 with f c F that is incentive compatible and satisfies Bayesian monotonicity relative to F.

 Direct comparison of Definitions 4.1 and 3.3 suggests a strong relation between BM

 and SE. Inequalities (9) and (10) seem to correspond to (6) and (7) respectively, provided

 t(0-i, a,(0,)) is identified with the function h(01i) specifying the outcomes associated
 with the flag. Upon closer inspection, however, the following differences between the
 two conditions become evident. First, the two conditions pertain to different classes of

 (undesirable) reporting strategies. BM is concerned with any reporting strategy that maps
 compatible states (i.e., the set 0*) into compatible states. The SE condition, on the other
 hand, applies to any strategy-tuple that is an equilibrium of Af. The essential aspect of
 Example 4.3 below is that there is a (suboptimal) equilibrium which cannot be selectively
 eliminated, yet BM has "no bite" because the equilibrium, involves incompatible reports.
 Secondly, the two conditions differ with regard to the quantifiers in inequalities (10) and
 (7), respectively. SE requires that Agent i should not deviate to the "flag" for any possible

 Oi c 0i. In contrast, BM requires this only for those Oi that are compatible with a-(0-).
 The following result establishes that if one confines attention to IC revelation mechanisms
 (a property that is in any case necessary for implementation), then SE is always at least
 as strong a condition as BM.

 Theorem 4.2. (i) If a revelation mechanism satisfies IC and SE relative to F, then it

 satisfies BM relative to F

 (ii) Suppose each agent has exclusive information, i.e. 0* = 0. Then if a revelation
 mechanism satisfies BM relative to F, it satisfies SE relative to F.

 9. The Palfrey-Srivastava (1989) definition of Bayesian monotonicity is stronger than that of Palfrey-
 Srivastava (1987a) and Postlewaite-Schmeidler (1986). The two definitions coincide in the case of "non-
 exclusive" information structures, which are assumed throughout those two papers.

 10. Palfrey-Srivastava (1989) require that every fe F satisfies BM, as they are concerned with full
 implementation rather than implementation in the sense of Definition 2.1. See Appendix B for details.
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 Proof. (i) Suppose a is a reporting strategy in Af, with a(0) c 0* for any 0 E O*,

 and (f o a) F. Consider first the case where a is an equilibrium in Af. Then SE implies

 that there exists Agent i, Oi,ci and h:O_i->X such that conditions (6) and (7) are
 satisfied. Define t: -> X by t(O-i, Oi) = h(&-i) for all Oi E 0i. It then follows that (9) and
 (10) hold.

 Next, consider the case where a is not an equilibrium in Af. Then there exi'sts agent

 i, and Oi, Oi in 0i such that

 Lo, qi (0-ii)[ Ui(f(a-i(0-), ai(0i)) 0-, 0i) - Ui(f(a-i(0-i), 0i) 0-i, 0i)] <0. (11)

 Further, by hypothesis Af is IC, so

 _, qi(0-i I O)[ Ui(f(, O 0) 0)- Uj(f(0_, O) 0)] _ 0 for all O, in 0i. (12)

 Define t:<->X by t(O)=f(O_i, Oi). It then follows that (11) implies (9), and (12)
 implies (10).

 (ii) If 0* = 0, then condition BM considers all reporting strategies a in Af, including
 equilibrium ones. Further (10) holds for all Oic 0i. Defining h:0i -X by h(0i)=
 t(0_i, ai(0i)), it follows that BM implies SE. 11

 Part (ii) of the above theorem says that subject to incentive compatibility the two

 conditions are equivalent in the case of completely exclusive information, an assumption

 that appears reasonable in a variety of incomplete information models. The following
 example shows that with complete information (the polar opposite of completely exclusive
 information) SE may be more demanding than BM.

 Example 4.3. Suppose there are two agents with complete information about the

 actual environment. Bayesian equilibrium thus reduces to Nash equilibrium. Let 0=
 {0, O} and X = {a, b, c}.

 Agents' preferences in state 0 are as follows:

 Ul(b I a) > Ui(c I a) = U1(a I a)

 U2(ala)= U2(cla)> U2(b I 0).

 In state 0, the two agents' preferences are:

 Ul(b I a) > Ui(c I a) > U1(a I a)

 U2(alO)> U2(b IO) > U2(cI 0).

 The social choice rule F is single valued and selects: F(0) = {a} and F(O) - {b}. We first

 argue that any revelation mechanism Af withfc F (with f(0, 0) = a and f(0, 0) = b) does

 satisfy Bayesian monotonicity. Let a = (a1, a2) be a reporting rule such that (f o a) , F.
 BM only requires us to consider compatible reporting rules, i.e. satisfying a(0) E O* for

 all 0 c*. Hence, either al(0)= a2(0)=0, or al(O)= a2(0)=0, or both. If al(0)=
 a2(0) =0, then (f o a) (0) = be F(0). We may then choose the function t( - ) to satisfy
 t(0, 0) = c. The fact that Agent 2 prefers t(a(0)) = c tof(a(0)) = b in state 0 ensures that

 (9) is met. Furthermore inequality (10) holds since U2(bl0)> U2(c 0). A similar
 argument can be made for the case where al(0) = a2(0) = 0.

 Consider now the revelation mechanism Af with fc F selecting f(0, 0) = b and
 f(0, 0) = c. It is readily checked that the revelation mechanism Af is IC. Further, Af has

 a suboptimal equilibrium a( - ), where a1(0) = 0, a2(0) = 0 and al(O) = a2(0) = 0. Note
 that this reporting rule involves incompatible reports and therefore BM does not apply.
 We claim that this suboptimal equilibrium cannot be selectively eliminated. Agent 2



 MOOKHERJEE & REICHELSTEIN AUGMENTED REVELATION 467

 cannot be given a flag since he is getting his top ranked alternative in state 0. If Agent

 1 is given a flag then the outcome corresponding to (FL, 0) would have to be alternative

 b, since this is the only alternative that Agent 1 ranks above c in state 0. As a consequence,

 however, truthful reporting ceases to be an equilibrium for Agent 1 in 0. Hence, we have

 constructed an example of an (incentive compatible) revelation mechanism satisfying

 BM but not SE.

 The work of Mookherjee and Reichelstein (1989) shows that two features of Example

 4.3 are crucial: there are only two agents, and the mechanism designer cannot punish the

 agents severely for incompatible reports, i.e. there is no bad outcome.11 In fact, one can

 show (see Mookherjee and Reichelstein (1989)) that if agents have complete information,

 BM implies SE provided either (i) there are at least three agents, or (ii) there exists a

 bad outcome. The following example, though, shows that with intermediate information

 structures (information is neither complete nor completely exclusive) SE may be a stronger

 condition than BM even when there are three or more agents.

 Example 4.4. The construction employed here is similar to that in Example 4.2.

 We begin with two agents and include additional agents later on. The set of social

 outcomes is again X = {a, b, c}. Let 0i = {0i, Oi} and suppose that 0* consists of three
 possible states with equal prior probability: s, (01, 02), S2 (01, 02) and S3 = (01, 02)- In
 contrast, the state S4 -(01, 02) has prior probability zero. The two agents are assumed
 to have the following prefence orderings:

 Ul(b Isl) > Ul(c I sl) = Ul (a I sl), U2(aI ls) > U2(c I sj> U2(b I sl)

 Ul(b s2)> Ul(cIs2)= U1(als2), UA(cIs2)> U2(aIs2)> U2(bls2)

 Ul(b s3)> Ul(cIs3)> U1(als3), U2(als3)> U2(bIs3)> U2(cIs3).

 The SCC F is single valued and selects F(sj) = {a}, F(s2)= F(s3)= {b}. We impose
 further conditions on preferences so that the revelation function f with f(sl) = a,f(s2) =
 f(s3) = b and f(s4) = c is the only incentive compatible revelation function that agrees

 with F. The reader may check that this will be case if

 U2(bIs3)- U2(cIs3)? U2(aIs2)-U2(bls2).

 Further, if U2(c I s2) - U2(b I s2) ? U2(bl S3) - U2(C I S3), then the corresponding revelation
 mechanism Af has a suboptimal equilibrium in which Agent 1 always reports 01 and
 Agent 2 always reports 02 (with c as the resulting outcome). By an argument similar to
 that in Example 4.2 it can be verified that this suboptimal equilibrium cannot be selectively

 eliminated provided that the value U1(b sj) and U2(a S3) are sufficiently large relative
 to the other utility values.

 It remains to demonstrate that Af does satisfy BM. As shown in the proof of part
 (i) in Theorem 4.2 IC implies that the requirements of BM will be satisfied for any
 compatible reporting strategies that do not constitute an equilibrium. Hence, it is sufficient
 to show that there is no equilibrium a in Af satisfying (fo a),'F and a(0) c 0* for all
 0 c 0*. The reader may check that this is indeed the case by going through the following
 steps. First, there is no compatible equilibrium with al(0l) = 0. The compatibility
 requirement would imply that a2(02) = a2(02) = 02 whenever aj(0) = 01. However, there

 11. Moore and Repullo (1989) have developed a strengthening of the monotonicity condition that, in
 conjunction with a weak version of the no-veto-power condition, is necessary and sufficient for Nash implementa-
 tion with two agents. In Mookherjee and Reichelstein (1989) we show that IC and SE are exactly equivalent
 to this strengthened condition.
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 cannot be such an equilibrium since Agent 2 would prefer message 02 (resulting in either

 outcome c or a), whenever his information is 02. _Secondly, since a, (0,) = 01 in any
 compatible equilibrium, it follows directly that a,(01) = 01. Finally, if Agent 1 reports
 truthfully, the only possible equilibrium is for Agent 2 to report truthfully as well, proving

 our claim.

 To extend this example to situations involving more than two agents, we may simply

 add "dummy" agents. These agents have no information, i.e. their 0i's are singletons,
 and they are indifferent among all outcomes regardless of the prevailing state. Clearly,
 Bayesian monotonicity will continue to hold, while it remains impossible to satisfy SE,

 since no dummy agent can be used to destroy the suboptimal equilibrium. In summary,

 this example shows that for general information structures, where information is neither

 complete nor exclusive, SE will be a stronger condition than BM.

 5. IMPLEMENTATION IN UNDOMINATED STRATEGIES

 Earlier sections have shown that incentive compatibility, by itself, is not sufficient for
 implementation. In addition, the selective elimination condition has to be satisfied.

 Examples constructed by Palfrey-Srivastava (1987a) suggest that many economically

 interesting social choice rules do not satisfy Bayesian monotonicity (and, a fortiori, the

 SE condition). These negative results naturally lead to the question of whether a larger

 class of social choice rules become implementable if one were to use a refinement of
 Bayesian equilibrium as the solution concept. This seems plausible since, for any given

 mechanism, the set of admissible equilibria can only shrink if a stronger equilibrium

 concept is used.
 A first step in this direction was taken by Moore-Repullo (1988) who analyzed

 implementation in subgame perfect equilibria for complete information environments.
 In a recent paper Palfrey-Srivastava (1987b) have studied implementation in undominated
 Bayesian equilibrium strategies, i.e. Bayesian equilibria in which no agent uses weakly

 dominated messages. They consider a model with completely exclusive information,

 private values and a mild restriction on preferences (termed value distinguished types).

 Palfrey-Srivastava show that in such cases any incentive compatible choice rule can be

 implemented in undominated equilibrium strategies. Thus, the restriction to undominated

 equilibria makes a substantial difference since Bayesian monotonicity (or the selective
 elimination condition) is no longer required.

 We show in this section that our approach of augmenting revelation mechanisms

 can be adapted to implementation in undominated equilibrium strategies. As before,

 some agents will be given flags and counterflags in addition to their type messages. The
 effect of this augmentation is that the suboptimal equilibria of the original revelation

 mechanism involve dominated strategies and are therefore excluded from consideration.

 Definition 5.1. Given a mechanism A = (M, g), a message mi c Mi is dominated by

 message tfii c Mi for type Oi of Agent i, if Vi(ai, mi Oi) _ Vi(a-i, mi I Oi) for all possible
 strategies a-i of other agents, with strict inequality holding for at least one a-i.

 A message is said to be undominated for any given agent, if it is not dominated by

 any other message, for any type of the agent. A strategy ai is undominated for Agent i
 if ai(Oi) is undominated for all Oi c 0i.

 Definition 5.2. Given a mechanism A = (M, g), an undominated equilibrium

 (a,1,. . ., an) in A is a Bayesian equilibrium such that ai is undominated for all i c N.
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 Definition 5.3. The mechanism A is said to implement F: 0*-*X in undominated
 equilibrium strategies, if there exist undominated equilibria in A, and for every undomi-

 nated equilibrium a = (al, . . ., an): (g o a) c F.

 The first question to ask is whether the Revelation Principle and the Augmented

 Revelation Principle extend to implementation in undominated equilibrium strategies.

 The Revelation Principle would require in this context that if there exists a mechanism

 A with one undominated equilibrium resulting in F (i.e., (g o a) c F), then there exists
 a revelation mechanism Af where truthful reporting is an undominated equilibrium and

 fc F It can be shown that this is indeed true in the case of completely exclusive

 information but not in general.12 However, the next result shows that the Augmented
 Revelation Principle always holds, irrespective of the information structure.

 Theorem 5.4. Suppose F: 0*-*X is implementable in undominated equilibrium

 strategies. Then there exists an augmented revelation mechanism that implements F in

 undominated equilibrium strategies. Furthermore, truth-telling is an undominated equilibrium
 in this mechanism.

 The proof of this result is left as an exercise to the reader. To simplify the subsequent

 analysis we assume from here on that information is completely exclusive so that 0* = 0.

 We also assume private values, i.e. Ui(*) depends on Oi only.
 Before stating our general result, we illustrate why Bayesian incentive compatibility

 is essentially sufficient for implementation in undominated equilibrium strategies. For

 simplicity, consider again the economic model of Section 3 where each agent is allocated

 a vector xi c R of privately consumed resources. For the moment we disregard any
 feasibility constraints. Suppose now that a is a suboptimal equilibrium of the IC revelation

 mechanism Af with fc F Without loss of generality, assume that a1(0}) = 0k,, i.e. under

 the equilibrium a, type 1 of agent 1 reports his last type kl.
 To "eliminate" the suboptimal equilibrium a we augment Af by giving Agent 1 an

 additional message, again denoted Flag. In contrast to the construction of Section 3,
 however, type 01 will not have an incentive to deviate to the Flag. The only purpose of
 the Flag option is to make ok' a dominated message for type O of Agent 1. As a
 consequence, a ceases to be an undominated equilibrium. Note that for the original

 revelation mechanism Af, incentive compatibility itself implies that the truth is undomi-
 nated. To ensure that the truth is undominated in the augmented mechanism as well,

 Agent 2 is also given a masterflag (MFL). Our construction assumes "value distinguished"
 types (an assumption introduced by Palfrey-Srivastava (1987b)). In the present context

 this assumption says that there exist xl, xl E Rc such that U1(x1 I O ) > U1(x1 I 0}) and
 l') > Ul(x1 Io k). Table II depicts the payoffs in the augmented mechanism for

 the special case of two agents.
 The vectors 8, 8, -q and q -28 are (small) vectors in R' which are all non-zero. By

 construction of xl and xl, FL dominates ok', for type 01. Hence, a is an equilibrium
 involving dominated strategies. In contrast, truthful reporting remains an undominated
 strategy for every type of Agent 1 (for type ok' this follows from the definition of xl and

 12. With exclusive information truthful reporting must be undominated whenever it is an equilibrium.
 This is because all states that can be reported in the revelation mechanism have positive prior probability. It
 is straightforward, though, to construct examples where information is complete and truthful reporting will be
 dominated whenever it constitutes an equilibrium. At the same time the outcomes corresponding to truthful
 reporting can be implemented by an undominated equilibrium of some indirect mechanism.
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 TABLE II

 Agent I's Payoffs

 Agent 2's Payoffs

 62.. . .2 CFL1 ... CFLk2 MFL

 61 01 f2 2(61, 62)-e 0

 ok

 FL f2(61l,02) f2(61',62)+8 0

 xl, and for all other types it follows from the possible use of CFL's). Truthful reporting
 also remains an equilibrium. Finally, for a proper choice of the vectors E and 8, there

 will be no new equilibrium in the augmented mechanism. Note that Agent 2 will never

 play MFL in equilibrium. Agent 2 will use CFL's only if Agent 1 plays FL in some
 instances. If Agent 1 plays FL in some instances, Agent 2 will only play CFL's provided

 the 8-cost is sufficiently small relative to the 8 reward. In that case, however, Agent 1

 will report 0} instead of FL. Thus, the augmented mechanism possesses no new equilibria.

 To state our general result, suppose there are 1 different private goods to be allocated

 between n agents in the organization. As before, let w E R+ represent the organization's

 aggregate resource endowment. For simplicity, we shall not insist on global balance, i.e.

 the mechanism designer can appropriate resources for off-equilibrium messages.13

 A8: CO={x,... x)ES Ei= x.?Cw}.
 A9: Ci == /+
 Agents' utility functions will again be assumed to be continuous and monotone. In

 addition, we shall require that agents' types can be "value distinguished"'.14

 A10: For all 0,, 0, E 0,, there exist xi, xi E R4 satisfying x. ? w, x. _ w such that

 U,(xiJ O) > U,(xj0| O) and Ui(x0| ,) > U,(XiJ0,).

 Finally, we call a revelation mechanism Af interior if ( 0 ? 0*.

 Interiority simply ensures that for any allocation given by the function J; the mechanism

 designer can assign (small) penalties and rewards.

 Theorem 5.5. Suppose A2 and A8-A10 hold. The SCC F: 0* * Xcan be implemented

 by a.finite mechanism in which truthful reporting is the unie u undominated equilibrium, if
 there exists an incentive compatible, interior revelation mechanism Af satisfying fh E F

 13. The proof of Theorem 5.5 shows that balance can be achieved without any changes in our construction
 if there are three or more agents.

 14. In the absence of BM (or SE), Palfrey and Srivastava (1987b) show this assumption to be a necessary
 condition for implementation in undominated strategies.
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 The proof of Theorem 5.5 essentially consists of a repeated application of the

 construction shown in Table II. At each augmentation stage one non-truthful equilibrium

 of the original revelation mechanism Af is excluded since it becomes a dominated strategy.

 After a finite number of augmentations, truthful reporting remains the unique undominated

 equilibrium. A detailed proof can be found in an earlier version of this paper, Mookherjee
 and Reichelstein (1988).

 Our mechanism differs from that of Palfrey-Srivastava (1987b) in several
 respects. First, their mechanism requires three or more agents. Second, the message spaces
 in their mechanism are infinite. An individual agent's message has several components
 including that agent's type, other agents' types, an allocation and a number belonging to
 the interval [0, a). Essential to their construction is that this interval is half-open, i.e.

 the value a is not included. A message involving any positive number is doininated by

 a message involving a higher number. Their procedure amounts to eliminating a subop-
 timal equilibrium by letting some equilibrium messages be dominated by other messages

 which in turn are dominated by other messages and so on. Such procedures lead to
 "tail-chasing" where agents may have no best undominted responses, a problem avoided
 by our mechanism. Finally, the mechanism of Palfrey-Srivastava will, in general, possess
 multiple equilibria all of which result in the same outcome.

 In summary, a significantly larger class of choice rules becomes implementable, if

 one focuses on undominated equilibria. This refinement of Bayesian equilibrium,

 however, leaves some open questions. Note that the construction in Table II has plausibly

 eliminated the undesirable equilibrium a through weak dominance. At the same time,

 we preserved the desired truthful equilibrium in a rather implausible manner. Type ok'
 might well reason that Agent 2 will never choose the dominated message MFL. Con-
 sequently, type ok', might as well choose FL instead of reporting truthfully. Thus, the
 desired truthful equilibrium is vulnerable to a second-order dominance argument. Though

 this particular problem can be avoided by a modification of our mechanism, we believe
 that the primary task is to develop a stronger implementation concept. A promising
 candidate appears to be implementation by equilibria which are immune to iterated

 dominance.

 APPENDIX A

 Proof of Theorem 3.7. It suffices to show that if F is uniquely implementable, then there exists an

 augmented revelation mechanism in which truthful reporting is an equilibrium. In addition, every equilibrium
 in this augmented revelation mechanism is equivalent to the truth.

 Let A = (M, g) uniquely implement F and let a = (a,,..., a,,) be the unique equilibrium of A. Define
 f- g a a. Then f c F and Af is IC. Consider the following augmentation A = (M, g) of Af:

 M,=0,uT, withTj={m,cMjm,m/range(a,)}.

 Define g(mi) = g(41(Fn,) . . . 0,(ri,1)) where 4i: M- - M, is given by:

 6gi (In a (i(oi) iftmi = Oi E
 k1('~)= i'rF otherwise,

 so that rF/i 0i implies d, (im, ) c T .
 Suppose (ca- * * cj,) is an equilibrium of A. Then ca (0,) c 0, for all i c N, 0, c 0i. This follows from the

 fact that(> ? o * I * On ? aan) is an equilibrium of the original mechanism A. However, A has a unique equilibrium
 and, therefore, (4X, o a-,)(0;) = a,(0) i T1. By construction of 4> it follows that ai (0,) c 0,.

 Furthermore, (j$ o a ci)(0;) = (ac oa caj)(0,) or ac (0;) = (ac o a-i)(0j), and

 f(o&,, 0j) = g(a-,(0-,), ai (0j))

 = g(a_j(0_j), a(i((0i)))

 =f(0_,, a(0)).
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 This shows that 0i and cei(0,) are equivalent messages. Hence, if (a-I,. . ., an) is an equilibrium of A, it must
 be an equilibrium of Af; further a is equivalent to the truth-telling equilibrium. 1

 Proof of Theorem 3.8. The proof proceeds inductively. We start with the revelation mechanism Af, and
 selectively eliminate one of its suboptimal equilibria by augmenting Af. The resulting augmented mechanism
 will have no new equilibria. If there are any suboptimal equilibria remaining, we construct another augmentation.
 At any given stage we begin with an augmented mechanism A in which truth-telling is an equilibrium, and all
 equilibria involve "type" messages only. At the next stage we obtain A, an augmentation of A, which possesses
 the above properties and has at least one less suboptimal equilibrium. Since Af can have at most a finite
 number of equilibria, a finite number of augmentations will achieve the desired mechanism.

 We describe a representative stage of this iterative procedure. Suppose we start with A = (M, g), an

 *augmentation of Af with the following properties: Mi = 0i u T1, g(m) E X for all m E M, and for every equili-
 brium a of A, ai(0,) E 0, for all O0 E 0i. Let a be a suboptimal equilibrium of A and suppose again that Agent
 1 is the agent designated by condition SE. Consider the mechanism A = (M, g) with:

 M, = Ml u FL

 M2 = M2 u { CFLI 2*CFLkS} (1)

 M,=M, fori>2.

 Thus, Agent 1 is given a new flag, denoted FL, and Agent 2 is given a set of corresponding counterflags.
 Naturally, outcomes associated with messages in the previous stage are left unchanged. Outcomes associated
 with the new messages satisfy the following conditions:

 (i) If Agent 1 chooses FL and all other agents choose type messages, then the outcome is given by h(0_1),
 provided by the SE condition corresponding to the equilibrium a. This gives rise to:15

 g(m) =g(m) for all m c M,

 g(FL, 0-1)=h(&_1) for all 0-c01. (2)

 (ii) If agent 1 chooses the current flag, Agent 2 does not raise any of his current counterflags but some
 agent is choosing a previous flag or counterflag, then every agent is treated as if Agent 1 had reported 0 instead
 of FL. The only exception is that Agent 1 is charged ? for choosing FL, if Agent 2 is choosing a previous flag
 or counterflag.

 g(FL, 02, m_12)=g(01, 02, m-12) for m-12/0_12,

 kl(FL, t2, m-2) = (g3,(0, lt2, M-12), g.,(0, 0t2, m-12)-E) forall t2c T2, m_12c Al2 (3)

 9-,(FL, t2,M-12) =9i(01 0 t2,M-12) for i> 1.

 (iii) If Agent 2 raises a new CFL', but Agent 1 does not choose FL, we have two cases: (a) If Agent 1
 chooses a message t1 E T1, then the outcome is as if Agent 2 had announced 0 instead of CFLI; (b) If Agent
 1 chooses 01 E 01, then Agents 2 through n are treated as if Agent' 2 had announced 02, except that Agent 2
 is charged E. The same principle applies to Agent 1, except that he gets the private transfer x*(0'2, m_12) (to
 be determined below) if he announces 0 .

 g(0t, CFLj, m_12) = g(0t,0! j2, m-12)

 g(0 I, CFL', M_12) = (g)r(O 1', j2i, M_12)5 X*1(09j2i M-12))

 I-(0k CFLj,, M_12) =gl 91 k 0 J2, M-,2) for k 0 1, (4)

 92(01, CFLj, M_12) = (gy(Ol, Oj2, M_12), gx2,(01, Oj2, M_12) - E)

 gi(0l, CFLj, M-,2) = gi(0, OJ2, M_12) for i >2.

 (iv) Finally, if FL meets CFL1, we apply the same rules as in (ii) except that Agent 2 is now given a
 reward 8:

 g1 (FL,, CFLj,) M-12) = g1(FL, 0 j2, M- 12)

 g2(FL, CFLj, m-12) = (gy(FL, 0 j2, m12), gx2(FL, 0j2, m_12)+ 6) (5)

 gi(FL, CFLj, m_2)=gi(FL, OJ2, m12) fori>2.

 15. We shall use the notation g(m) = (g1(m) ... gn(m)) and gi(m) = (g (m), gx, (m)).
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 In step (iii), we use assumption A4 to choose X*(0'2, m-12) such that for all 01 E 01:

 E 0-1 ql(0-1) I 01)[ Ul(g~,,(O' I 0'J, M-12), X*(0J2, m-12)1| 0) -Ul(gl(FL, OJ2, M_12) 1 0)] > ? (6a)

 and

 X*1(0'2, m-12)> g1(01I, J2, m-12)- (b

 This completes the specification of the augmented mechanism A. The proof is established by the following

 claims, which state that a is not an equilibrium in A, and that there is no equilibrium in A where Agents 1 and

 2 choose any of their new message options.

 Claim 1. a is not a equilibrium in A.

 Proof This follows from the fact that ac (0) c i for all 0, and all i c N, and upon applying (2) in
 conjunction with SE. ||

 To establish that there are no new equilibria we introduce the following notation. Let Q.(OI, Oi)
 , q(0,, 0-,_J I 0.) denote the probability assigned to type 0, of Agent i by type 0 of Agent j. Also, let

 r min {QI( 0, I Oj) I i j, Qj( 0( I Oj) > 0} denote the minimum positive probability assigned by a type of one agent
 to a type of another. Since the set of types is finite, it is clear that r is well defined and strictly positive. Since

 the conditional beliefs of agents are obtained by updating from a common prior distribution, and the marginal

 probability of any type is strictly positive, it follows that

 (a) For any 01 c 01, there exists 02 c 02 such that Q2(011 02) > 0-

 (b) Ql (021 01) > 0 if and only if Q2(01102) > 0, for any 0, E c0 and any 02 c 02.

 Claim 2. There does not exist an equilibrium in A where any type of Agent 1 chooses FL.

 Proof. Suppose otherwise and let 0* c 0, denote the set of types 01 of Agent 1 that choose FL in some
 equilibrium. Let 0* denote the set of types 02 of Agent 2 that assign positive probability to the event that
 Agent l's type is in 0*. Since types in 0* assign at least probability r that Agent 1 is choosing FL, every type
 in E)* will prefer CFL' to 0 , provided E is sufficiently small relative to S. Hence in the given equilibrium,

 every type 02 C 02* will choose either some CFL', or messages in T2.

 Since Q1(021 01) >0 if and only if Q2(0l1 02) >0, any type 01e 0* assigns probability one to the event
 that Agent 2's type is in 0*, and therefore that Agent 2 is choosing either some CFL' or messages in T2. It
 then follows that every type 01 E 0* will choose 01 instead of FL. For messages in T2, the argument follows

 from (3); for CFL' this is a consequence of (5), and (4) in conjunction with (6a). 11

 Claim 3. There is no equilibrium in A where some type of Agent 2 chooses some CFL'.

 Proof. Using Claim 2, it suffices to consider any equilibrium ,3 in A where no type of Agent 1 ever uses

 FL, but there is a non-empty set E)* of types of Agent 2 choosing some CFL'. It then follows that given any

 02 CE 0*, every type 01 of Agent 1 who is assigned positive probability by 02 (i.e. Q2(01 02) > 0) must be choosing
 a message t, c T,. Otherwise, the first and fourth equations in (4) imply that type 02 of Agent 2 would be better
 off reporting 0' instead of CFL', and thereby avoid the --charge imposed whenever Agent 1 chooses a type

 message.

 We now argue that the strategy-tuple ,3 obtained from ,3 by replacing the message CFLi with 02 is an
 equilibrium in the previous stage mechanism A. Since any type of Agent 2 choosing CFL' in ,3 assigns probability
 one to the event that Agent 1 is choosing some "non-type" message in T,, the first equations of (2) and (4)
 imply that all types of Agent 2 are playing best responses at ,3 in A. The same is true for all agents i ' 3.

 It remains to show that there is no type of Agent 1 that can profitably deviate from ,3 in A. The first and

 third equations of (4) show that announcing any message other than 61 induces the same payoffs for Agent 1
 in ,3 (in A) as in , (in A). Equation (4), in conjunction with (6b), and the first equation in (2) show that the
 payoffs associated with the message 0 are uniformly lower for Agent 1 in the strategy tuple 13, compared to
 ,3. For any type of Agent 1 that does not choose Ol in , (in A), it therefore does not pay to deviate to O lin
 ,3 (in A). Finally, consider a type 01 of Agent 1 that does choose the message O lin ,3 (in A). By the above
 reasoning, that type 01 will assign zero probability to the event that Agent 2 chooses some CFLi. Hence, the
 payoffs in 13 associated with all possible messages in Ml, including O I, are exactly what they were in 13.
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 In summary, we have established that an equilibrium ,B involving some CFL"'s but not FL would give

 rise to a corresponding equilibrium p in the previous stage mechanism A in which OJ is substituted for CFL'.

 However, in this equilibrium, some types of Agent 1 must be choosing messages in TI, a contradiction of our
 initial hypothesis that every equilibrium in A involves type messages only. 11

 Proof of Theorem 3.9. The proof is similar to the one of Theorem 3.8. To achieve balance, however, we
 cannot reward the flag raiser for returning to type messages whenever counterflags are raised. Instead the flag

 raiser will be punished if his flag meets corresponding counterflags.

 A representative stage of the iterative augmentation process is as follows. Suppose A= (M, g) is an

 augmentation of Af with the properties that M, = 03 u T,, g, (m) E C, for all m E M and E 7I_ gi(m) = w. Further,
 every equilibrium (a,,..., ,) in A satisfies ai(0,) E 0, for all Oi E 01. As in the proof of Theorem 3.8, one
 agent (say, 1) is given a flag FL while another (say, 2) is given a set of counterflags (CFL', CFL2). The
 new augmented mechanism A has an outcome function g defined by the following rules:

 g(m) = g(m) for all m M7)

 g(FL, 0L1) = h(0_1) where h() is given by SE.

 g(FL, 02, m_12) = g(0 1, 02, m_12) for all m-12/0L12 (8)

 gl(FL, t2, m_12) = g1(0, t2, m_12)- E for all m-12a M_12, t2a T2

 92(FL, t2, m_12)=g2(0 , t2, m_12)+e

 g,(FL,t2,m-12)=gi(0',t2,M-12) for i>2.

 g(ti, CFLj, m-12) = g(ti , OJ2, m-12) (9)

 p1(01, CFL', m_12)=g1(01 02, m-12)+E

 g2(01, CFL', m-12) = g2(01, O02, m-12)-E

 g,(01,CFLj, m-12)=g,(01,042,m-12) fori>2.

 91(FL, CFLJ, M-12) = X*(0J2, m-12) (10)

 g2(FL, CFLj, m12)=g2(0J2, m12)+[gl(FL, OJ2, m-12)-x*(02, m-12)]

 gi(FL, CFL', m12)=g,(0J2, M-12) for i>2.

 The outcome function g(.) is balanced. The payoff x*(0 j2, m 12) is chosen such that X*(02, m_12) < g(FL,
 02, m_12) and every type of Agent 1 prefers g1(0 , 02, m_12) to 4(02, m_12). The rest of the proof proceeds
 in a fashion similar to that of Theorem 3.8. 11

 APPENDIX B

 This appendix lays out the differences between our formulation and that of Postlewaite-Schmeidler (1986,
 1987) and Palfrey-Srivastava (1987a, 1989). First, these authors model information available to agents as
 partitions over a set of states of nature, while we assume each agent observes the realization of a random
 variable. The two formulations turn out to be equivalent. Following Postlewaite-Schmeidler and Palfrey-

 Srivastava, suppose S denotes the set of possible states of nature and Agent i's information is represented by

 a partition Hi of S. If the state of nature is s ES, Agent i observes E,(s) a Hi. Further, it is assumed that for
 all se s, = l E,(s) = {s}, i.e. if agents were to pool their information, they could unambiguously identify the
 prevailing state . The equivalence of the two formulations becomes transparent if one identifies 0* with S, Hi
 with 0i and Ei (s) with O0, respectively.

 Another difference between the two models is that Postlewaite-Schmeidler and Palfrey-Srivastava take

 the SCC F to be a collection of social choice functions, i.e. F = {fjj for some arbitrary index set J.16 The
 notationf a F then means that there existsj a J such thatf,(0) =f(0) for all 0 a 0*. Accordingly, the implementa-
 tion requirement is that for every equilibrium a of the mechanism A = (M, g) it is true that (g - a) =fj for some
 j e J. Obvously, this requirement is far more demanding than the one in Definition 2.1, where (g a a) a F if
 (go a )(0) a F(0) for all 0 a 0*. Nonetheless, our results carry over to this more demanding requirement without
 modification, if the meaning of f a F in the selective elimination condition is strengthened correspondingly.

 16. We are grateful to Thomas Palfrey for pointing out this difference.
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 A final difference concerns the implementation concept. In the tradition of earlier work on implementation,

 Postlewaite-Schmeidler and Palfrey-Srivastava are concerned with full implementation, i.e. for anyfe F there

 exists an equilibrium a such that g o a =f It is readily verified that the Augmented Revelation Principle applies

 to full implementation as well. The necessary conditions for full implementation become stronger, as IC and

 SE now have to hold for any fE F. It remains to be seen, however, whether the constructions employed in our

 sufficiency results can be extended to obtain full implementation.
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