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 SUMMARY

 We establish a duality principle for order statistics in the arbitrary case, using which many
 known dual results on order statistics can be deduced without a formal proof. The literature
 on order statistics is rich with such dual pairs derived under different assumptions such as
 continuity, absolute continuity, exchangeability, etc.
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 1. INTRODUCTION

 Recurrence relations and identities for order statistics have been derived under many
 different assumptions for the underlying set of variables; see, for example, David
 (1981) and Arnold and Balakrishnan (1989). Two well-known relations for the
 independent and identically distributed (IID) case due to Srikantan (1962) and
 Govindarajulu (1963) are given by

 Fr: n(X) = E (_ li-(i-) ()Fi:(X) (1)

 and

 = E (-I)i-n+r- i( X)(
 i=n-r+l

 where Fr:n(x) is the cumulative distribution function of the rth-order statistic in a
 sample of size n.

 It can be seen that there is a duality in these two relations, i.e. FG:b(X) in one, when
 replaced by Fb, a+ l:b(X), produces the other. Such a duality is also seen in many other
 results on order statistics for the cases of

 (a) IID variables,
 (b) exchangeable variables,
 (c) independent and non-identical variables and
 (d) arbitrary variables,

 established by researchers including Joshi (1973), David and Joshi (1968), Young
 (1967), Balakrishnan (1988), Bapat and Beg (1988), Balasubramanian and Beg (1990)
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 and Sathe and Dixit (1990). In most of these papers, independent proofs have been
 given for these dual results.

 In this paper, we formally establish a duality principle for order statistics by
 considering the arbitrary case which makes the proof of the dual result redundant
 once the primal result has been established.

 2. NOTATION

 Let S = (X1,X2,. . .,X) be a random vector, T C { 1, 2,. ., n} and sFr T(X), with
 r = (rl, r2, . . ., rk) and x = (xl, x2, . . ., X be the joint cumulative distribution

 function of the k order statistics Xr, I TI, Xr2:1 TI, .. ., Xr: ITI corresponding to the Xi,
 i E T, with 1 < r, < r2 < ... < rk < I T/ . Similarly, let sF: T(X) be the joint survival
 function of the k order statistics Xr: I TI, Xr2:I TI, . . ., Xrk: I T corresponding to the Xi,
 i ET, with 1 < r1 < r2 < ... < rk < I TI. Let Y be a family of random vectors of
 dimension n such that, if S = (X1, X2, . ., X") is in L, then S = ( - X1, - X2, ... .
 - X") is also in Y. Such a family Y may be called a reflective family. For example, the
 family consisting of all n-dimensional random vectors each of whose components are

 (a) discrete

 is clearly a reflective family. Similarly, the collection of all random vectors whose

 components are

 (b) continuous,
 (c) absolutely continuous,

 (d) IID,
 (e) independent and non-identically distributed,
 (f) symmetric and
 (g) exchangeable,

 and any meaningful intersection of these collections, is a reflective family. Hence, it is
 easy to see that there are many interesting examples of reflective families.

 3. DUALITY PRINCIPLE

 With the previous notation, we prove the duality principle for order statistics for
 reflective families in the following theorem.

 Theorem. Suppose that a relation of the form

 ZCr T Fr:AT(X)0 (3)

 for all S in a reflective family Y, for every real x, and where the summation is over all
 subsets Tof {1, 2, . . ., n} and overr = (rl, . . ., rk)with I < r1 < r2 < ... < rk <
 I TI, is satisfied. Then, the following dual relation is also satisfied by every SE E :

 E Cr: T SFR:T(X) (4)

 whereR= (RI,R2,...,Rk)=(ITI-rk+1,...,I TI-rl+1).

 Proof. By changing S to S in equation (3), we simply obtain
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 CE CrTFr AT(X) = ZCr: TSFR:T X) 0 -

 Since this equality holds for every real x, we immediately have

 Cr: T SFR: X) 0 (5)

 Now by writing

 k

 Fxl,X2 . .Xk(X) = 1 + E (-1)' E Fxv)(X(0)) (6)
 1=1 1Iil<...<i,<k

 where X(i) = (Xi,, . . ., Xi,), x(i) = (xil, . . ., xi,) and R(1) = (Ril, . . ., Ril) =
 (I TI - ri, + 1, ... I I TI - ril + 1), and observing that equation (5) implies that

 Cr:T = 0 (7)

 and

 Z Cr: TSFRI(): T(X(i)) 0 (8)

 (by setting all or other xis to 0), the dual relation in equation (4) simply follows from
 equation (6) on using equations (7) and (8).

 4. ILLUSTRATION

 We illustrate a few dual pairs of relations that have already been published under
 varying assumptions, and we also establish some new relations by making use of the
 duality principle.

 4.1. Independent and Identically Distributed Case
 Downton (1966) established that

 n n (k+ 1)

 > (r- 1)(k)Fr:n (X) = + I Fk+1:k+1IX)
 r=1

 where n(k) = n(n - 1) ... (n - k + 1) for k= 1, 2, . . . with n(0)= 1, from which, on
 using the duality principle, we obtain his other result

 n ~~~~~n(k+l1)
 > (n-r)(k)Fr: n(x) = k + I Fl:k+ l(X)
 r=1

 Srikantan (1962) established that

 Fr, s:n (Xs)Y= E E (-1 (51) n-m-r-s1 mFl, j+Im (x,) y
 j=s-r m=n-s+j+l1-- -

 from which, on using the duality principle, we obtain the new relation

 Fr,s:n (X Y) = E E (- )Sm (i!) (m-J-1) (n) Fmj, m:m (X y)
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 Similarly, Joshi and Balakrishnan (1982) proved that

 E (rn-) Fs:n,(x,y) + E (n-r) Fl,s:n(X,Y) = ()F:n-r(X)Fl:r(Y)

 from which, on using the duality principle, we obtain the new relation

 i? (rI DFs,nnX)Y+ i (n-2- Fs, n:n(XY) = (r) Fn_r:nr(X)Fr:r(Y).

 4.2. Exchangeable Case
 Balakrishnan (1987) showed that

 1nr(X 1 ( r+i-2\ Fi:r(X)

 r=1 (r+ i_ )i rn (n + i-)i r= I i- I r

 from which, by using the duality principle, we obtain his other result

 n II n r'.2F\ rX

 E (n-r+ Fr: n(X) = 1 (r -2 F r

 4.3. Independent and Non-identical Case
 By making use of the permanent expressions of order statistics given by Vaughan

 and Venables (1972), Balakrishnan (1988) and Bapat and Beg (1988) generalized
 relation (1) to

 Fr:n(X) = Z )ir r( Fj1' '"-i](x), (9)
 i= r r- 1i< < 12 < ... < ln-i%:

 where FiV"I, - 'n'-1(x) denotes the distribution function of the largest order statistic in a
 sample of size i obtained by dropping the variables Xl,, . ., Xn_ from X1, * ., Xn,.
 Now, by simply using the duality principle, we observe their other relation

 (_Iin+r- FV( l-1 (0 Fr: n(X) = n (r E '1 -(x). (10) i= n- r+l I < 11 < 12 < ... < ln-i< n

 Applying duality to equations (3.2) and (3.5) in Balakrishnan et al. (1992) gives

 n-r n + ji -j
 Fr, F(x y) - (- in-mI(X,y) s:n (X) Y)-r-1 r I) E r-J, m:m

 j=s-r m=r+j 1 < 11 < 12 < ... < ln-m n

 and

 E ? n_s+1 Fr,s:n(X)Y)ZE z (s-1) s 3
 r=1 s=r+l -+ r=1 s=r+l
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 In these equations, Fi"llsm sIn-m1(x, y) denotes the joint distribution function of ith- and
 jth-order statistics in a sample of size m obtained by dropping the variables Xl1,....
 Xln_m from XI, X, .

 4.4. Arbitrary Case
 Relations (9) and (10) have been proved for the arbitrary case recently by Sathe and

 Dixit (1990) from one of which the other follows by using the duality principle
 established in this paper.
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