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Abstract
The newly adopted IEEE 802.11n protocol has the scope of providing a much
higher data rate, around 600 Mbps, with respect to the previous counterparts
such as IEEE 802.11a/b/g. To provide this high speed, the IEEE 802.11n pro-
tocol has to adopt some key concepts like frame aggregation and channel
bonding. In this work, we have developed an analytical framework to con-
trol the rate an individual user should aggregate frames in the presence of
some important factors like partially overlapping channel, channel bonding,
varying bit error rate over time, and bandwidth variation. The frame aggre-
gation rate is chosen such that the throughput becomes maximum. We have
considered two different frame aggregation techniques namely MAC Protocol
Data Unit Aggregation (A-MPDU) and MAC Server Data Units Aggregation
(A-MSDU). After showing when a user should use which frame aggregation
scheme under partially overlapping channel condition, the effect of channel
bonding is shown. A greedy algorithm is proposed that suggests which APs
should be given the opportunity for channel bonding in order to increase the
throughput. Then the results are validated by simulating the conditions as-
sumed in the analytical model.
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Chapter 1

Introduction

IEEE 802.11a/b/g networks have given us very successful Wireless Local Area
Network (WLAN) protocols for communication between device and data ex-
change. But in recent times the number of applications using real time data has
increased. With the increasing number of clients as well as the increasing de-
mand of data rate, the IEEE committee introduced another protocol that is known
as IEEE 802.11n. This protocol has several new technologies with respect to
its predecessors in order to achieve a higher data rate, a maximum of 600 Mbps
with respect to previous best of 54 Mbps (for IEEE 802.11a/g) or 11 Mbps (IEEE
802.11b).

One of the main techniques incorporated in IEEE 802.11n protocol is frame
aggregation. Using this technique the smaller frames can be aggregated into one
large frame. Because of that, there is a significant reduction in header information
and contention period for channel access. As WLANs use Carrier-sense Multiple
Access with Collision Avoidance (CSMA/CA) protocol to have error free trans-
mission of frames, reducing the number of contending frames gives a huge boost
to the achieved data rate.

Along with this, one more concept that helps in enhancing data rate is channel
bonding. This feature is introduced in IEEE 802.11n and further work about this
feature is going on for IEEE 802.11ac protocol. In channel bonding, if there is
provision for an AP to use more than one non overlapping channels, then the AP
can be assigned a bonded channel, where more than one channels are clubbed
together. The clients connected to the AP can use the bandwidth of both the
channel [5] [9].
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1.1 Background
The IEEE 802.11n protocol can support two kind of frame aggregation techniques
namely A-MSDU and A-MPDU [16] [4] [14] [11]. In the first technique, MAC
Server Data Units (MSDU) are concatenated with individual subframe header and
padding (if needed) to form a subframe. These subframes are concatenated one
after another to form the payload of larger MAC Protocol Data Unit (MPDU).
Then the MAC layer header is added in front of the MPDU and the frame check
sequence (FCS) is concatenated with the MPDU to form Physical Service Data
Unit (PSDU). With the PSDU, the Physical layer (PHY) header is added to form
the MSDU Aggregation (A-MSDU). It is shown in Fig 1.1 [13].

PHY HDR MAC HDR

MSDU

FCS

SUBFRAME1 SUBFRAME2 . . . SUBFRAME N

PADDINGSUBFRAME HDR

A-MSDU

PSDU

Figure 1.1: A-MSDU frame format

In the second technique, each MSDU is processed first. For each MSDU its
FCS is calculated. The MAC layer header and the FCS is then appended with
each MSDU to form a sub-MPDU. MPDU delimeter is then added with these sub-
MPDUs and some padding bits are also added to make the size of sub-MPDUs a
multiple of 4 Bytes. After this all the sub-MPDUs are concatenated with each
other and they form a large PSDU. With the PSDU, physical layer header is added
to form the MPDU Aggregation (A-MPDU). The frame format is shown in Fig
1.2 [11] [13].

In the two techniques, the algorithm for handling errors are also different. In
A-MSDU technique, if one bit error occurs, then the full super frame needs to be
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PHY HDR

MSDU

SUBFRAME1 SUBFRAME2 . . . SUBFRAME N

PADDINGDELIMETER

A-MPDU

PSDU

MPDU HDR FCS

Sub- MPDU

Figure 1.2: A-MPDU frame format

retransmitted. Whereas, in the A-MPDU technique, it can be easily checked, in
which subframe the error occurred. Only that subframe needs to be retransmitted.

The environment in which all the users and the APs work together can be
of two types, non-overlapping channel (NOC) and partially overlapping channel
(POC). In NOC environment, only those channels are used, which are non over-
lapping to each other. They are assigned to the APs in such a way that none of the
APs cause interference to other AP. But the clients can have interferences from
other APs who use the same channel as the server AP of the client. Such client
interference must be under some predefined threshold. In the POC environment,
channels which are partially overlapping to each other, can also be used. In this
case also APs are assigned channels in such a way, that none of the APs cause
interference to another AP. But for the end users, sometimes the interference gets
more due to the use of POC. In this case too, the client interference should be
below a predefined threshold. There are 14 channels [1, 2, ..., 14] in the 2.4 GHz
for transmission. But, consideration of the first 11 channels is sufficient to discuss
all possible scenarios. So, in this thesis, we will be dealing with first 11 channels.
Any two consecutive channel’s central frequencies are separated by 5 MHz. Two
channels are known as POC if their difference in channel number is less than 5,
in other word the difference between central frequencies are less than 20 MHz.
On the other hand, two channels are considered to be NOC if their difference in
channel number is 5 or more. Hence there can be at most 3 NOCs regardless of 11
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or 14 channels are available. In the POC environment the use of channel bonding
technique increases the interference to its legacy client (e.g., IEEE 802.11b/g). In
channel bonding technique, more than one channel is assigned to an AP. Those
two channels must be separated by 5 or more channels. We will look into these
concepts in greater detail in the next chapter, Chapter 2.

Now increasing bandwidth or aggregating smaller frames increase the data
rate but these have some trade off also. Aggregating frames increase the length
of the packet, which in turn increase the expected number of retransmissions to
successfully send a packet in an error prone channel. As the bit error rate can
vary, the number of retransmission will also change from client to client and it
will be a factor of time also, as the client can be in a moving situation. Bonding
the channels also have issues like increased interference in legacy clients, increase
in bit error rate (BER) as the data rate gets increased. Increase in BER also result
in degradation of performance.

1.2 Motivation
In the previous works [13] [2], for a particular user, the optimal frame length is
being measured depending upon the BER of the channel. The change of BER over
time and the effect of change in bandwidth over time is not taken into account. In
our work, we try to model an algorithm which can incorporate these limitations. In
this thesis, we will show how the optimal size of frame aggregation changes over
time for one particular user. More over in the previous works, the size of one frame
length for both A-MPDU and A-MSDU is considered as same. But as the two
schemes have two different error handling mechanism, i.e, in case of A-MSDU
if there is some error, then the whole super-frame needs to be retransmitted, but
in case of A-MPDU only the sub-frame in which the error occurred needs to be
retransmitted. So, the frame size could be different in two schemes. Moreover,
the sub-frame size for A-MPDU is taken as fixed in the previous works [13]. And
based on that the number of frames that should be aggregated is controlled. But
we have tried to show that for A-MPDU scheme, the sub frame length is a more
important factor than number of frames that are aggregated. So, in this work, we
gave a detailed analysis on how to vary the sub-frame length in A-MPDU scheme
in order to get optimal throughput.

Along with these factors, we have also added the effect of POC [3] [6] [24]
and channel bonding while measuring the optimal frame size. However, the issue
of channel bonding is a very significant one. Since the number of NOCs is very
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limited, only 3 in this case, we need to assign them to APs very carefully so that
it leads to overall throughput gain. Since bonded channel assignment is in general
an NP-complete problem[15], we have given a greedy algorithm which assigns
the extra channel to an AP by checking the throughput gain greedily.

1.3 Related Literature
Relating these issues there are some previous works. Yuxia Lin and Vincent W.S.
Wong, in their paper [13] showed a method of how to compute optimal frame
length for A-MSDU with a fixed bit error rate. In their paper they have taken
into account error due to both collision and bit error rate. They have also shown
what should be the optimal frame length with different number of users present in
the network. They have taken into consideration both one-way transmission and
two-way transmission of traffic. They have assumed all the frame lengths for both
A-MSDU and A-MPDU is same and the network situation is also not changing.

In the paper [23] how a frame size can be optimized that is shown for IEEE
802.11 protocol. They have taken an error prone channel and then showed for
optimizing the frame length how to deal between the two main concern as stated
below:

• Decrease the overhead due to header files by increasing payload and

• Decrease number of retransmission due to error by decreasing payload.

Shin et al. showed how the performance of A-MSDU can be increased by
a technique called physical layer link adaptation [21]. In their paper they have
proposed a new link adaptation mechanism over IEEE 802.11 networks. Their
technique does a cross layer interaction between MAC layer and Physical layer to
jointly optimize different parameter and calculates a new packet error rate (PER).
They have given an algorithm on how using the PER the throughput of MAC layer
can be optimized.

In the paper [1] the authors gave a mechanism that helps to reduce the number
of collision so that the throughput of IEEE 802.11n can increase. As high data
rate is provided in IEEE 802.11n, one can be able to serve many clients, which
leads to more collision of packets. In the paper the authors, Zakhia Abichar and J.
Morris Chang proposed a group based MAC protocol, where stations are divided
into groups and only the group leader will contend for a slot. Thus the waiting
period and collision both will be reduced.
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In paper [10] the authors have shown how the frame aggregation increases the
throughput of IEEE 802.11b protocol. They have also proposed a simple mecha-
nism to implement frame aggregation in practical scenarios.

The authors of the paper [5] identified the factors that affect the performance
of the channel bonding in IEEE 802.11n. They have designed a network detector
that can successfully identify interference conditions that affect channel bonding
decision. Using that they have designed algorithms for channel bondings in an
optimized way.

1.4 Scope of the thesis
The thesis is divided into different chapters. Chapter 2 which is followed by Chap-
ter 1 (Introduction), lists some generalized terms and concepts related to wireless
communication, wireless channels, different technologies associated with WLAN.

Once the commonly used terminologies and concepts are introduced, we be-
gin with the model we are proposing and mathematical analysis of our model in
chapter 3. In this chapter, we have three different sub-sections. In 3.1 we have
discussed the assumptions that we made for our model. In the next section 3.2 we
have discussed about the mathematical concepts for our work. In the beginning
the equations behind the calculation of BER for an user over time is discussed.
Then we have discussed about the parameters which decides the frame aggrega-
tion level. In our case the main parameter considered is throughput of the sys-
tem. Then we have shown the throughput analysis of the A-MSDU and A-MPDU
schemes.

An algorithm is proposed in 3.3 to show the step by step proceedings to calcu-
late the mathematical model discussed, practically and the algorithm outputs the
level of frame aggregation along with the aggregation mode.

After this, in Chapter 4 we have given some insight on how bonded channel
work for IEEE 802.11n. Then we have discussed how channel bonding can effect
the frame aggregation concept in section 4.1. At the end of the section we have
given an greedy algorithm which identifies the APs that should be given extra
channels for bonding based on the output of frame aggregation concept.

In the next chapter, Chapter 5 the results of the simulations done by us is
shown. Using the simulation results we can compare between different modes of
frame aggregation by tuning other parameters.

The last one is Chapter 6 about the future scope of the project and the conclu-
sion that we can draw from the work of this thesis.
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Chapter 2

Terminologies and Basic Concepts

This chapter actually discusses certain terms that are essential in understanding
WLAN work environment, their effecting factors and theories behind the mathe-
matics discussed later.

1. WLAN [22] [12]: WLAN is a computer network where the devices are not
connected via wires but they are linked using a wireless distribution method
within a limited area. The wireless links use high frequency radio waves.
The main feature of the WLAN is that an user can move around and they
still be connected with the network until they get outside the coverage area.
Generally there are Access Points (AP) which work as center of attachment
for the users. WLAN is known as IEEE 802.11 protocol.

There are two different modes to connect clients with one another:

• Infrastructure Mode: In this model each client is connected with
an AP and they are in turn connected with other network. Thus a
interconnected network is formed. Each client has to be connected to
an AP in order to send or receive any data.

• Ad Hoc Mode: In this model a set of computers associate with each
other so that they can transfer frames to each other. In this mode clients
do not need to join with any central entity in order to share data be-
tween themselves. This model is also known as Peer-to-Peer or P2P
model.

In the perspective of WLAN protocols, Infrastructure mode is more impor-
tant than Ad Hoc mode. So,in my thesis I have also taken all the assump-
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tions based on the protocols for Infrastructure mode. The two modes are
shown in the Figure 2.1.

Client

Access PointTo network

(a)

(b)

Figure 2.1: 802.11 architecture (a)Infrastructure Mode (b)Ad Hoc Mode

2. Bit Error Rate (BER) [13]: BER is the percentage of bits that is altered
while transmitting some data through a channel due to noise, interference
or distortion. BER is generally calculated using the simple formula:

BER =
number of bits altered

number of bits sent
(2.1)
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But when these numbers are unknown to us, we have to calculate BER
using different mechanism. That method needs the value of Signal to Noise
Ratio (SNR) value of the channel, bandwidth of the channel etc. We have
explained that method later in 3.2.

3. Channel Throughput [22] [12]: In the networks and communication sys-
tems channel throughput refers to the effective data rate that one user is
getting while using a particular channel. Channel throughput is often mea-
sured in bits/second. But current channel throughput can also be measured
as the ratio of number of successful bits sent and total number of bits sent.

Throughput =
Number of successful bits sent

total number of bits sent
(2.2)

It gives the percentage value, that is currently achievable by the channel
with respect to the maximum achievable rate.

Some of the important factors that effect the throughput are:

• Noise: Presence of noise effects badly on channel throughput. Pres-
ence of noise increases the chance of errors, which leads to more num-
ber of retransmission. That decreases the throughput value.

• Interference: Interference from other devices also increases the
chance of errors in the receiver side of a channel. So, the overall per-
formance i.e throughput gets affected.

• Load in the system: If the environment is highly loaded then error
due collision increases, moreover the contention period of each user
gets increased. So, the throughput gets affected badly.

4. Signal to Interference plus Noise Ratio (SINR) [17] [7]: SINR is mea-
sured for a device to calculate how much data rate it can achieve. It is the
ratio of how much power a device is getting from its server and how much
interference along with background noise it is getting from other devices
and the channel. So, the simple formula for calculating SINR is

S INR =
P

I + N
(2.3)

where P is the power given to the device, I is the interference caused by other
devices and N is the channel noise. SINR value is measured in dB. The
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channel throughput can be measured using the SINR value. Using Shan-
non’s throughput limit the throughput can be calculated as 2.4

Throughput = W log2(1 + S INR) (2.4)

5. Different IEEE 802.11 protocols [22] [12] [25]: The IEEE 802.11 proto-
cols are known as wireless LAN protocols. Till today IEEE worked on dif-
ferent protocols in order to increase the data rate for users. The most widely
used IEEE 802.11 protocols are IEEE 802.11a/b/g. But in recent times a
huge increase in number of users and data requirement forced IEEE to work
on a new protocol named IEEE 802.11n. This protocol has many concepts
which are not implemented in any previous version of IEEE 802.11. A
study of data rates achievable by different IEEE 802.11 protocols are shown
in Table 2.1. The 802.11 protocol stack is shown in the Figure 2.2.

Protocol Name Maximum Data Rate Frequency Works On
802.11a 54mbps 5GHz
802.11b 11mbps 2.4GHz
802.11g 54mbps 2.4GHz
802.11n 300mbps 2.4GHz

Table 2.1: Comparison between different IEEE 802.11 protocols

Upper Layer

Logical Link Layer

802.11

Frequency

hopping

and

infrared

802.11a

OFDM

802.11b

Spread

spectrum

802.11g

OFDM

802.11n

MIMO

OFDM

MAC sublayer

Data Link Layer

Release date : 1997 - 1999 1999 1999 2003 2009

Figure 2.2: Part of the 802.11 protocol stack
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IEEE recently is working on another IEEE 802.11 protocol named 802.11ac.
But discussing the details of this protocol is out of the scope of this thesis.
The different concepts that are playing role in IEEE 802.11n achieving a
high data rate are:

• Frame Aggregation: One key concept that is introduced in the IEEE
802.11n is frame aggregation. This concept helps in reducing number
of contending frames as well as redundant header bits. So it results in
providing a high data rate.

• Channel Bonding: In IEEE 802.11n if at some point of time one
channel becomes idle, that can be used by some other eligible AP. So,
the devices who are incorporated with MIMO technique only they can
utilize this facility. In later section we have discussed this issue in
more details.

6. Multipath Effect [19] [22] [13]: In conventional wireless communica-
tion one sender antenna sends electromagnetic signal and that is received
by the receiver antenna. Now in the signal propagation path if the signal
is obstructed by hills, buildings or some other things, then the signal gets
scattered. Now the different portion of the scattered signal follows differ-
ent paths to reach to the destination. For that, different portion reaches at
different time. This causes several problems such as fading, cut off and in-
termittent reception. In digital wireless communication systems this effect
cause reduction in data speed and increase in errors.

7. Antenna technologies for WLAN [19]: Number of antennas used in re-
ceiver side and sender side in a wireless communication is known as antenna
technology. There are four types of antenna technology:

• SISO: This is the classical antenna model. Both the receiver and the
sender uses single antenna. So, the technique is named Single Input
Single Output. SISO is the simplest technique used. The throughput
of the system depends upon bandwidth and signal to noise ration only.
In this technique multipath effect creates problems.

To get rid of these problems and to increase data rate multiple antenna tech-
niques are adopted.

• SIMO: In this technique instead of one receiver antenna, there are
multiple receiver antennas, and one sender antenna. Which helps in
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sending a signal in different path to a receiver. SIMO systems usually
were used for short wave listening and receiving stations to counter
the effects the ionosphere fading.

• MISO: In this technique, sender side has more than one antenna to
send signals. If some signal gets scattered others can reach the desti-
nation intact which helps in discarding scattered signals and thus the
chance of error reduces.

• MIMO: Receiver and sender both have more than one antenna to send
and receive signal. The IEEE 802.11n protocol uses this technique to
reduce error and multipath effect.

1 transmitter 1 receiver

(a)

1 transmitter

n receiver

(b)

n transmitter

1 receiver

(c)
n transmitter n receiver

(d)

Figure 2.3: Different antenna technologies (a) SISO (b) SIMO (c) MISO (d)
MIMO

8. Carrier Sense Multiple Access (CSMA) [22] [12]: CSMA are the pro-
tocols in which stations/clients listen to the carrier and accordingly tries to
send the data. In this protocols all the stations can sense when the carrier
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is busy sending another frame or when it is idle. Depending upon the con-
dition the station decides whether to transmit the data of its own. In this
protocol one station only sends data when it senses the channel as idle. But
still there can be collisions as signal has a propagation delay. The situation
is explained in Figure 2.4. So, it may happen station B started sending some

Station B

Station A

Figure 2.4: Collision situation in CSMA

data at time t which need ∆t time to reach station A. Now if station A, at
time t senses the carrier, it will think the carrier is idle. And station A can
also start sending its data on the same carrier, and station A needs more than
∆t time to transmit its data. Then there will be a collision between station
A’s data and station B’s data. To avoid the costly resource loss, for Ethernet
a new kind of protocol is used, namely CSMA/CD (CSMA with Collision
Detection). When a collision is detected in the carrier, this protocol let the
senders know about it, so that the senders can abort their transmission.

But in the IEEE 802.11 protocols, which uses wireless medium as transmit-
ter, can not use CSMA/CD because of several reasons :

• Radios are nearly always half duplex, that mean they can not transmit
and listen to the noise burst at the same time on a single frequency.

• The collision signal, that the stations receive generally are a million
times weaker than the signal sent, so they ignore it as background
noise.

Because of this, IEEE 802.11 protocols try to avoid the collision with a
protocol called CSMA/CA (CSMA with Collision Avoidance). In this
protocol, also stations sense the channel before sending data and waits for
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a certain period, i.e, back off time after collision. The stations which has
a frame to send, starts with a random back off time. Usually the number
of slots chosen for back off period is between 0 to 15 in case of orthogo-
nal frequency division multiplexing (OFDM). The channel waits for a short
period of time called Distributed coordination function Inter-frame Space
(DIFS), after sensing the channel is idle. Then it counts down idle slots and
pauses when frames are sent. The frame is sent when the count reaches 0. If
the frame reaches the destination successfully, a short ACK (acknowledge-
ment) frame is sent back by the receiver. If the ACK frame is not received
by the sender, it is considered that a collision has happened or some error
occurred. The sender then doubles its back off time and try to retransmit the
frame. This process continues until the frame is successfully transmitted or
maximum number of retransmission is reached.

9. Channels in IEEE 802.11 [17] [6] [18]: In the 802.11 protocol, a station
or client is served an AP. An AP can serve the clients associated with it
using a frequency channel. In 2.4 GHz there are 11 frequency channels
each of them 20 MHz wide. The channels are shown in the Figure 2.5. The

1
2.412

2
2.417

3
2.422

4
2.427

5
2.432

6
2.437

7
2.442

8
2.447

11
2.462

10
2.457

9
2.452

20MHz

Figure 2.5: 2.4 GHz channels graphical representation

central frequency of any two consecutive channel is separated by 5 MHz.
Now, there there can be two kind of channels:

• Non Overlapping Channel (NOC): If we take any two channel
channeli and channel j from the channel set, then they are called non
overlapping channels iff they have a channel separation of 5 or more.
So, condition for NOC is :

|channeli − channel j| ≥ 5
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From this condition it can be easily seen that for 2.4 GHz spectrum,
we can have at most 3 NOCs working at the same time, and they are
{1, 6, 11}.

• Partially Overlapping Channel (POC): If the channels taken have
a channel separation lesser than 5 then they are known as partially
overlapping channels. POCs create interference to each other. Gener-
ally, lesser the separation between channels, more is the interference
done by the channels. But that interference also depends on distance
between the two APs that are using the channels. If the distance in-
creases, then the interference decreases. If the two APs are situated at
a suitable distance, they can use POCs without causing any interfer-
ence to each other. The distance at which there will be no interference
for POCs can be measured by a simple process described below [6]. At

Link 2Link 1

Figure 2.6: POC interference calculation set-up

first, the throughput of link1 and link2 are calculated as throughput1

and throughput2 by turning off the other link. After that turning on
both the links, their new throughputs are measured throughput′1 and
throughput′2. Now the Interference Factor is calculated as :

IF =
throughput1 + throughput2

throughput′1 + throughput′2
(2.5)

Now, if the IF is equal to 1 then we say the links do not create any
interference to each other. And when IF is lesser than 1, then the
links create interference to each other. Now, by varying the distance
between links in the case of POCs we can check when the IF is becom-
ing 1, that is the distance of the links in which the two channels can
operate without any interference. The distances for which there will
be no interference for two POC is given in the Table 2.2 [6]. So, from
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I0 I1 I2 I3 I4 I5

2M 2R 1.125R 0.75R 0.375R 0.125R 0
5.5M 2R R 0.625R 0.375R 0.125R 0
11M 2R R 0.5R 0.375R 0.125R 0

Table 2.2: Partially overlapping channel interference range

the table it can be seen if two POC remain in 2R distance then they
can operate on same channel without any interference. Where R is the
radius of the user up to which the user can send data. So, 2R is the
upper bound of distance between two POC channel to work without
interferences. If the channel distance is equal to 5, then they can be
used at same place.

10. Channel Bonding [5] [18] : In IEEE 802.11n the APs have an option to
operate on a wider channel by using the technique of channel bonding. In
this method instead of one 20 MHz wide channel, one AP can combine two
non overlapping channel and operate on 40 MHz channel. The central fre-
quency of the bonded channel then changes. One of these two channels are
assigned as primary channel to the user and the other channel is secondary
channel.

Though combining two channels seem to have advantages over single chan-
nel, there are issues such as Increase in Bit Error Rate (BER), more inter-
ference on neighboring APs, decrease in number of channels which can be
assigned to neighboring APs etc.

The stations which follows IEEE 802.11n protocol can transmit in 20 MHz/40
MHz channels depending on the situation. The rules for this kind of trans-
mission are as follows :

• The station checks if the primary channel is idle for DIFS period and
the back off counter time.

• The station checks if the secondary channel is also idle for a PIFS time
immediately preceding the back off time.

• If both channels are idle for the required period of time, the station can
start transmitting with 40 MHz channel.

• If the secondary channel is not idle, then the station has two choices :
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– The station can start sending the data in the 20 MHz wide primary
channel.

– The station can choose a random back off time again and restart
the waiting procedure for both the channel to send data using 40
MHz wide channel.

17



Chapter 3

Mathematical Analysis of the
Proposed Model

In this chapter, the assumptions, mathematical models and analysis are shown at
first. Then an algorithm is proposed in order to take the decision individually for
each user. In first section the assumptions that we have taken is explained. In the
second section the process of calculating SINR, in a partially overlapping chan-
nel condition is shown. Then how BER is calculated from SINR, that is shown.
After that, the effect of BER on the packet size is calculated along with channel
throughput. The calculations are done for A-MSDU and A-MPDU separately. In
the second section a pseudo-code is given which shows step by step process of all
the calculations.

3.1 Assumptions of the proposed model
We have assumed in this paper that each user has infinite number of frames to be
sent. The time slots are divided into smaller slots. Lets assume the slot length is
∆T . The upper layer protocol has a maximum data unit for one packet. No packet
can have size more than that. If a packet size is lesser, then by padding the bits
are filled without disturbing the protocol. The size of one subframe is fixed for
all the user and that defined as lMS DU , for the A-MSDU model. For A-MPDU
model the length of one subframe will vary depending upon BER bi. We denote
the subframe length of A-MPDU model as lMPDU For both the model the protocol
defined maximum length of a packet is Lsize. We have also assumed that there
are two kind of nodes available in the environment, one is APs and the other is
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Clients (users). The set of APs are denoted by S and let there are m APs. So,
S = {s1, s2, s3..., sm}. Under each AP there are a number of Clients who are being
served by that AP. Now, let Ri is the maximum data rate achievable by user i. And
required rate by ith user is ri.

3.2 Mathematical Analysis of Proposed Model
We define the frame aggregation rate ρ as:

ρ =
number of frames that should be aggregated

maximum number of frames that can be aggregated
(3.1)

For ith user the aggregation rate is defined as ρi. The value of ρi varies from
1/Ni to 1. Ni is the maximum number of frames that can be aggregated for the ith

user. Now for each user, over time the bit error rate and the bandwidth will change.
Depending upon that over time for each user the value of Ni will change and so
will the aggregation rate. For gaining the required data rate the expected number
of retransmission for a frame lesser than a threshold value. And for some user the
application may not even start because of high expected number of retransmission
due to high BER. For the ith user, we need to take the minimum of Lsize and ∆T×Ri

in order to get the maximum frame size that can be sent by the user as well as can
be handled by the protocol. Now for the A-MPDU frame aggregation method, the
value of Ni is given by:

Ni = b
min(∆T × Ri, Lsize) − Lphyhdr

lMPDU i
c (3.2)

where the Lphyhdr denotes the length of physical layer header.
For, A-MSDU frame aggregation method, the equation becomes:

Ni = b
MS DUsize

lMS DU
c (3.3)

where MS DUsize = min(∆T × Ri, Lsize) − Lphyhdr − Lh − L f cs. And Lphyhdr means
the size of physical layer header, Lh denotes size of mac layer header length and
L f cs denotes the length of Check Sum.
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Now, we have to calculate the SINR value for each user in order to calculate the
BER [7]. The SINR calculation for NOC environment is as follows:

S INR(s, i) =
Fsd(s, i)−α

σ2
n +
∑

v∈S ,v,s

Fvd(v, i)−α
(3.4)

Here Fs is the power used by the sth AP and σ2
n is the white Gaussian noise present

in the environment, d(s, i) is the Euclidean distance between sth AP and ith client
and sth AP is the server AP of ith client.

We calculate the distance using the equation

d(v, i) =

√
(vx − ix)2 + (vy − iy)2 (3.5)

where (vx, vy) is the co-ordinate of vth AP and (ix, iy) is the co-ordinate of ith client.
If we use the POC conditions then the SINR calculation will look like [24]:

S INR(i) =
Fsd(s, i)−α

σ2
n +
∑

v∈S ,v,s

Fvd(v, i)−αγ(u, v)
(3.6)

Here d(u, v) denotes the Euclidean distance from u to v. The γ(u, v) is the channel
overlapping degree of the channels used by u and v. α is the path loss index of the
channel. σn

2 is the white noise present in the background. For a particular client,
any AP that using a channel j, will not create any interference to it, if the channel
distance between j and the channel the client is using has a channel difference
equal to or more than 5. Moreover if the AP uses same channel as the client, and
if their distance is more than 2R then also there will be no interference caused.
For other channels also there is a certain distance which we have shown in the
Table 2.2 Here R is the maximum distance of the AP and client.

The value of γ(u, v) is given in the Table II [3] [24]. This table gives us the γ

Channel Distance 0 1 2 3 4 5
Overlapping Degree 1 0.727 0.271 0.037 0.005 0

Table 3.1: Overlapping degree with channel distance

values Now, the interference factor depends on both the channel distance(δ) and
physical distance between two nodes. So, interference factor is defined as [8] [17]:
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IFi, j =

 IR(δ)
di, j

when 0 ≤ δ < 5 and di, j < IR(δ)

0 otherwise
(3.7)

Here IR(δ) is the interference range for channel separation δ = |i − j|. di, j is the
distance between the two users operating on channel i and j.

Now we know that [22] [20],

S INR =
Eb

No
×

Rb

B
(3.8)

where Eb is energy per bit, No is noise power spectral density, Rb is bit rate in
bits/second and B is noise bandwidth. From equation 3.8 we can easily calcu-
late the Eb

No
value for ith user. The relation between BER and Eb

No
is given by the

following equation [22]:

BER = 0.5 × er f c(

√
Eb

No
) (3.9)

So, using equation 3.9 we can easily determine the BER bi for each user. Now we
define the throughput in terms of expected number of retransmission needed for a
packet for each user. The function er f c(x) is defined as, for x > 0

er f c(x) =
Γ(1

2 , x
2)

√
π

(3.10)

where Γ(a, b) is the incomplete gamma function.
We define E[Xi] as the expected number of retransmission needed for ith user.

If the user uses A-MSDU technique then one bit error results in retransmission
of entire packet. But in case of A-MPDU only the packet which was damaged is
needed to be sent. So, for A-MPDU we will consider one packet is successfully
sent if and only if all the subframes are sent successfully individually. Now for
the ith user the expected number of retransmission is calculated differently for
A-MPDU and A-MSDU technique.

In case of A-MSDU, lets assume at an particular instance the BER is b and total
number of bits sent is n. Now let us assume that p is the probability of sending a
frame consisting of n bits successfully. So, the probability p is calculated using
equation

p = (1 − b)n (3.11)
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Hence, 1 − p is the probability of failure of a frame of length n bits. Now, let
us assume, a particular frame gets successfully delivered at the kth attempt. The
probability of this event is denoted by Pk. So,

Pk = Probability that a frame takes k attempts to get delivered
= The frame takes k − 1 failed attempts before 1 successful attempt

= p × (1 − p)k−1

So, the probability Pk is calculated by the equation

Pk = p × (1 − p)k−1 (3.12)

Now we can calculate the expected number of retransmission required to success-

fully transmit a frame by calculating
∞∑

k=1

kPk. Now,

∞∑
k=1

kPk =

∞∑
k=1

kp × (1 − p)k−1

= p ×
∞∑

k=1

k(1 − p)k−1

= p ×
1
p2

=
1
p

So, the expected number of retransmission is

E[Retrans] =
1
p

(3.13)

Then the expected number of retransmission for the ith user is

E[Retransi] =
1

(1 − bi)ni
(3.14)

where ni is the length of frame for ith user in bits.
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The throughput for the A-MSDU is given by the formula stated below

TA−MS DU i =
actual number o f data bits sent

total number o f bits sent

=
MS DUsize

E[Retransi] × Total f rame length

=
ni − Lphyhdr − L f cs − Lmachdr

E[Retransi] × ni

So, the throughput is calculated as

TA−MS DU i =
ni − Lphyhdr − L f cs − Lmachdr

E[Retransi] × ni
(3.15)

Depending upon the values of ni and E[Retransi] the value of TA−MS DU i will
change. We will take the ni value for which the throughput becomes maximum for
the BER bi. So, after getting the ni value we can determine the number of frames
that should be sent for the ith user as follows:

Nmaxi = b
ni − Lphyhdr − L f cs − Lmachdr

lMS DU
c (3.16)

Here the Lphyhdr, L f cs and Lmachdr are the length of physical header, FCS value and
MAC layer. lMS DU is the length that a subframe can have.

For, A-MPDU the calculation is a bit different. In this mode suppose the super
frame is generated by concatenating r sub frames. Lets, assume all the sub frames
have length lMPDU i for the ith user. All the sub frames in this mode have self
error detecting mechanism, i.e, each sub frame has its own FCS value. So, if
one sub frame is erroneous, it can be retransmitted separately. In this case the
expected number of retransmission needed for a super frame is calculated using
the expected number of retransmission of a subframe.

E[RetransS uper f rame] = max(E[Retranssub f rame1],
E[Retranssub f rame2], ..., E[Retranssub f ramer])

(3.17)

Now for all the subframes, as their size is same, the E[Retransi] value will be same
for all subframes. Hence, in this mode the expected number of retransmission(E[Retransi])
needed for a super frame is as same as that needed for a subframe. We need to de-
termine the subframe length for which the E[Retransi] becomes least. In this case
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the subframe length is not fixed. The subframe length can vary depending upon
the value of bi in order to minimize E[Retransi] value. The E[Retransi] value for
one sub frame is

E[Retransi] =
1

(1 − bi)lMPDU i
(3.18)

The throughput is given as

TA−MPDU i =
lMPDU i − Ldelimeter − Lmpduhdr − L f cs

E[Retransi] × lMPDU i
(3.19)

We calculate the value of lMPDU i for which the value of TA−MPDU becomes maxi-
mum. That will be the length of one sub frame for the BER bi. So the number of
subframes that we can aggregate in the A-MPDU scheme is

NA−MPDU i = b
Lsize

lMPDU i
c (3.20)

Now, if we consider the situation where both the schemes can send a packet
with no padding, i.e, they utilize the maximum packet length fully, then using
A-MSDU is better than A-MPDU. Because in A-MPDU header informations are
more in size than A-MSDU. This situation can happen when the BER is very low.
But when the BER becomes higher, A-MSDU starts using more padding bits in-
stead of data bits. But A-MPDU handles this problem by adding more subframes.
As, adding subframes also does not change the value of E[RetransMPDU] So, we
can tell that, for lower bit rate using A-MSDU can be beneficial, but when the
BER is high then using A-MPDU gives better throughput.

Now, as the parameters vary with time, by using our algorithm, all the users
can dynamically decide about the mode and optimal size of the frame. So, for
each point of time the users will be able to achieve maximum throughput that can
be achieved in that situation. Also this is achieved without disturbing the upper
layer protocol as we have the provision for padding in case of smaller frame size.

3.3 Algorithm
In the previous section the mathematical formulas and their significances are dis-
cussed. In this section I am going to give an algorithm with the help of the mathe-
matics discussed in the previous section on based on situation which aggregation
scheme we should use and what should be the subframe length. The length of the
subframe will be determined based on throughput value of the channel. As input
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we take the set of AP, S along with the co-ordinates of all the AP S pos and the
powers they are working with. We take the powers of all the AP is same and that
is P. Then we will have the client set C and the co-ordinates of the clients are also
given in the set Cpos. The client radius R is given. Bandwidth B of the channel is
fixed as we have taken only 2.4 GHz case. Data rate for each user is also given as
set r. Other values that are provided are :

• Maximum data unit size that can be handled by protocol, MAXLEN

• Subframe length for A-MSDU model, lMS DU

• Physical layer header length, Lphyhdr

• MAC layer header length, Lmachdr

• FCS length for each subframe in A-MPDU model L f csMPDU

• FCS length for the super frame in A-MSDU model L f csMS DU

• Delimiter length for each subframe in A-MPDU model Ldelimiter

• Header length for each subframe in A-MPDU model Lmpduhdr

The algorithm outputs which mode one user should use, i.e, A-MSDu or A-
MPDU, maximum achieved throughput TMS DU or TMPDU based on the previous
decision and number of frames that can be aggregated Ni. Using the algorithm
each user can dynamically change their frame aggregation rate to achieve maxi-
mum throughput and they can easily select which method they should select for
aggregating. In case of A-MPDU the subframe length is varying, but to maximize
gain in this mode, the super-frame is fully loaded with the subframes.
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Algorithm 1: Mode selection and Optimal frame length
MaxThroughputMPDU = 0,MaxThroughputMS DU = 0,OptLenMPDU =

0,OptLenMS DU = 0,OptLen = 0,MinDist = 0;
for i = 1, 2, . . . n do

Calculate the distance of ci from all the AP s j, j ∈ {1, 2, . . .m} as d(i, j)
from Equation 3.5;

Set MinDisti, j = min(d(i, 1), d(i, 2), . . . d(i,m)) ;
if MinDist > R then

then output This user is not connected to any AP ;
Exit ;

Calculate S INR(i, j) using the Equation 3.6 and 3.10. The value of
γ(a, b) is taken from the table3.1 ;

Calculate Eb
No

using the equation 3.8;
Calculate BER using the equation 3.9;
for k = 1, 2, . . .MAXLENGT H do

Calculate successfull transmission probability p for frame length k
using the Equation 3.11;

Calculate expected number of retransmission E[RetransMS DU] for
A-MSDU scheme using the Equation 3.13 ;

Calculate throughput for A − MS DU model ThroughPut for frame
length k using the Equation 3.15 ;

if ThroughPut ≥ MaxThroughputMS DU then
MaxThroughputMS DU = ThroughPut ;
OptLenMS DU = k ;

Calculate expected number of retransmission E[retransMPDU] for
A − MPDU model using Equation 3.18 for k bit long sub-frame;

Calculate throughput for A − MPDU model ThroughPut for
sub-frame length k bit, using the Equation 3.19 if
ThroughPut ≥ MaxThroughputMS DU then

MaxThroughputMS DU = ThroughPut ;
OptLenMPDU = k ;

if MaxThroughputMS DU > MaxThroughputMPDU then
OptLen = OptLenMS DU ;
The number of frames can be calculated from OptLen using
Eqation 3.16 ;

else
OptLen = OptLenMPDU ;
The number of frames can be calculated from OptLen using
Eqation 3.20 ;

Output the selected mode and number of frames.
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Chapter 4

Channel Bonding and Its effect

In this chapter we will see how another aspect of IEEE 802.11n, that is chan-
nel bonding works along with frame aggregation. We will see how it effects the
throughput of the users and how we can choose APs which will be eligible for
channel bonding by suggesting a greedy algorithm.

4.1 Effect of Channel Bonding
One very important feature of IEEE 802.11n is channel bonding [9] [5]. In this
technique more than one channel is assigned to one AP to provide a higher band-
width to its connected users. The change in bandwidth also brings change in BER
for users connected with that AP. In this work we also have checked whether an
IEEE 802.11n AP should be given the opportunity of channel bonding or not. We
have analyzed the effect of channel bonding on a AP and its neighbors, and then
we have proposed a greedy algorithm for the assignment of Channel Bondings.
For all APs the channel bonding technique may not improve the throughput as it
should. Depending upon the BER, throughput might get decreased for some user.

We assume that there are a total of n APs. Among them m APs are using the
channel bonding technique. We denote the set of APs who use channel bonding
as CBAP = {cbap1, cbap2, ..., cbapm} So the rest of the n − m number of users
are named as normal users, and the set is NAP = {nap1, nap2, ..., napn}. cbapim_n

denotes that ith AP uses the two channel (m, n). While calculating the interference
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we denote

channel_dist(m_n, l_k) = min[channel_dist(m, l), channel_dist(n, l),
channel_dist(m, k), channel_dist(n, k)]

(4.1)

where channel_dist(a, b) denotes the channel distance between two single chan-
nel a and b, channel_dist(a_b, c_d) calculates the channel distance between two
bonded channel user AP who are using channel a_b and c_d. Similarly we can de-
note channel_dist(a_b, c) to calculate channel distance between a bonded channel
using AP and a normal AP. After getting the channel distances, the SINR can be
found using a equation similar to Equation 3.6. Here the γ value will be depend
upon channel_dist. Now we use greedy approach to find whether an AP should
be given bonded channel or not.

4.2 Proposed Algorithm
Initially we will consider all the APs as normal AP who are using a single channel.
Then we choose an AP randomly and see if there is a potential idle channel that
can be assigned to it for channel bonding. For finding the potential idle channel
we have taken two conditions that needs to be satisfied-

• If the channel number of the AP is i then only the channel(s) ji will be one
potential candidate for idle channel if |i − ji| = 5.

• If any of the neighbouring AP of the candidate AP do not use the channel ji

only then ji can be considered as potential idle channel.

For example if an AP is working on channel number 6, then there can be two
potential channels - 1 and 11, that can be assigned to that AP for channel bonding.
Suppose one of the neighbor of that AP uses channel 1 and no other neighbor
uses channel 11, then channel 11 will be a potential idle channel for the AP. We
can calculate the SINR of a client in bonded channel environment using the same
equation as 3.6 where the channel distance is calculated using 4.1. If there are
more than one potential idle channel then we have calculated the total interference
caused to neighbors for all the cases and choose the channel which causes least
interference. In that way, channel bonding scheme can be applied to the network
by taking care of throughput of the concerned AP and its neighbors. The algorithm
is as follows :
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Input: Set of APs APnormal = {AP1, AP2, . . . , APn} along with their
channels and co-ordinates

Output: Set of APs APbonded which are using channel bonding and their
channel number

Set ChannelS et = φ, APbonded = φ, throughput = 0, gain = 0, channel = 0 ;
for i = 1, 2, . . . n do

cAP = Channel number of APi;
The potential idle channel set is ChannelS et = { jk} where |cAP − jk| = 5
and jk is not used by any neighbor of APi. cAP, jk ∈ {1, 2, . . . , 11};

for Each channel k in ChannelS et do
Calculate gain in throughput of the clients of APi ;
Calculate loss in throughput of the clients of the neighbors of APi;
Calculate gain as average gain in throughput - average loss in
throughput ;

if gain > throughput then
channel = k ;

APbonded = APbonded ∪ APi,channel;
Output APbonded set

The algorithm selects the APs suitable for channel bonding and assigns chan-
nels to them accordingly. After the assignments are made we calculate the SINR
for users and depending upon that, their frame aggregation rate is changed again.
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Chapter 5

Results

In this section we have discussed about the implementation of the mathematical
model that we have presented in the Chapter 3. At first the practical scenario that
I have taken is explained. Then the results are shown which gives a comparative
study between previous assumptions taken and our proposed method.

In our setup we have considered same WLAN environment as [17]. A number
of APs and clients are distributed uniformly over a 100 × 100 m2 area.
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Figure 5.1: Different devices are scattered in the rectangular area

The number of AP is taken as 50 and the number of client is 200. In our
simulation we considered NOC condition as there are only 3 channel available
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namely {1, 6, 11}. When we have considered POC environment, then the channel
set we have taken is {1, 2, . . . , 11}. We have considered a heterogeneous type of
clients. 25% of the clients are IEEE 802.11b, 25% of the clients are IEEE 802.11g
and rest 50% clients are IEEE 802.11n. Type of each client is selected randomly.
One possible set-up of the environment is shown below in Figure 5.1

We have calculated the bit error rate each user is getting for a particular set-
up. We have calculated the BER for each user in NOC mode, in NOC+POC mode
and NOC+POC+Bonded Channel mode. The BER is dependent upon how much
interference it is getting due to POC and Bonded Channel.

Now, when the things get boiled down to a single factor, that is BER, we have
shown the results that our method is achieving.
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Figure 5.2: Proposed throughput gain for A-MSDU

The figure 5.2 shows the throughput comparison for A-MSDU mode, between
our proposed method and the classical frame aggregation method that aggregates
a fixed length or full length and does not vary over time. In this test I have taken
BER in order of 10−4 as the WLAN generally have BER in the order of 10−3 −

10−5. From the figure we can conclude see that as the BER is decreasing both the
methods are gaining more and more throughput. But as the BER is increasing,
then our proposed method is giving a much higher throughput than the previous
method. While in the low BER zone, a slight increase in BER is causing massive

31



downfall in throughput for the former method, but in our proposed method the
rate of decrease is more stable.

The next figure 5.3 shows the throughput gain for A-MPDU mode.
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Figure 5.3: Proposed throughput gain for A-MPDU

Next I have compared how the throughput varies for A-MPDU and A-MSDU
mode in my proposed method in Figure 5.4. The result shows that in the higher bit
error rate A-MPDU has a higher throughput than A-MSDU. That happens because
expected retransmission increases more for A-MSDU than A-MPDU. However,
as the BER decreases their respective throughput comes closer. At a very low
BER, the throughput of A-MSDU becomes more than that of A-MPDU.

Next the graph 5.5 is shown about the frame size variation of A-MSDU mode
with the BER. As the BER is increasing, the optimal length gets decreased. This
is very easy to understand. Greater size means greater the chance of being erro-
neous, and that increases expected number of retransmission. So, to have optimal
throughput, the optimal length needs to change with BER over time for a single
user.

Similar thing happens for the A-MPDU mode also. The result in the graph
form is shown in Figure 5.6.

In the last graph, Figure 5.7 I have compared how the frame length for A-
MSDU and subframe length for A-MPDU varies. It represents a stark contrast
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Figure 5.4: Comparison of throughput gain between A-MPDU and A-MSDU
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Figure 5.5: Optimal length of frame in A-MSDU

with former method, where the subframe length of A-MSDU and A-MPDU was
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Figure 5.6: Optimal length of frame in A-MPDU

taken as same. The result is showing for achieving high throughput, A-MPDU
needs a subframe length almost as similar as a frame length of A-MSDU mode in
similar conditions.
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Figure 5.7: Optimal length comparison between A-MPDU and A-MSDU
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Chapter 6

Conclusion and Future Scope

In this chapter I have tried to summarize the thesis work I have done. Also further
enhancements and few other generalizations that can be done is discussed.

6.1 Conclusion
In the entire thesis work I have tried to shown the necessity of using dynamic
frame aggregation model in order to achieve maximum throughput. In our day
to day scenario where clients are very much mobile in the WLAN environment,
and they require much higher data rate for more than one application, the frame
aggregation method should be so much adaptive that it can handle all the newly
proposed enhancements of the protocol as well as provide a higher throughput.

In Chapter 3 we have studied how the IEEE 802.11n protocol should adapt
its frame aggregation techniques with the changing environment, i.e, in NOC or
NOC+POC or NOC+POC+Bonded channel, changing required data rate, chang-
ing Bit Error Rate etc. as a function of time. Every now and then some of these
factors can change for a user and the user must change its frame aggregation tech-
nique readily.

In Chapter 4 I have talked about the Bonded Channel environment and how
it affects the throughput of a client. Moreover a greedy algorithm for assigning
channel bondings to the APs is also proposed in the light of frame aggregation.

However, the main summary of this thesis work is, in IEEE 802.11n the frame
aggregation methods should know how much they should aggregate in different
situations, where factors can change over time, rather than sticking to aggregate
fully all the time or compute the optimal frame length once.
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6.2 Future Research Scope
The concept of frame aggregation and its application in IEEE 802.11n is very
significant. We can study this concept in a more generalized way.

In this thesis we have assumed that a particular user is using only one appli-
cation and only that application needs some minimum data rate to perform at a
particular time instance. Now, if we think the scenario that a particular user is
using different applications and each application is producing data that needs to
be transmitted and each application needs different data rates, the problem gets
more generalized and complicated. So, what could be a possible area to look at in
future is, as I call it, Heterogeneous Frame Aggregation Models.

We have to study how combining heterogeneous subframes are affecting the
throughput of one user. Not only that, what should be the ratio of the different
frames, that will also be a big question. And depending upon environmental situ-
ation that ratio can also change. Whenever a new application starts sending data
or an application stops sending data, how to cope up with those situations will
also be a very interesting topic to look at future.
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