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Note & Answer gny five questions,

1.(a) Explain in brief the role of rancomisation and replication
in Design of Experiments, giving suitable examples.
(b) What is a uniformity trial ? what is its role in the context
of agricultural fleld trials ? [1248] = [20]

2. If N(v) represents the maximum number of mutually orthogonal
latin squares of order v, show that

(1) N{v) = v=1, if v is a prime number or a prime power
(i1) N{v) & v-1, otherwise. [20]

3, Construct a balanced 25 designs in 5 replicates, each replicate
being laid out in 4 blocks of size 8 each. All main effects and
two factor interactions should remain unconfounded in the design,
Explain the method neatly and write down the principal block for
each of the replicates. [20]

4.(a) A 2° design is to be laid out in a 4x4 square. Apparently
thrze factorial effects are to be confounded with rows and
three with columns, Construct a design in which no main
effects are confounded and exactly two 2-factor interactions
are confounded,

(b) Construct a éth replicate of a 2! design in which no main
effect has as an alias another main effact or a two factor
interaction, {10+10]=[20]

5.(a) what is a BIB Design ?

(b) Prove that in a BIB Design with v = nk i.e. b = nr ( where n
is a positive integer), b 2 wr=l,

(c) What is a resolvable BIB Design ? what is an affine resolva-
ble BIB Design ? Give an example of an affine resolvable BIB
Design.

(d) show that for an affine resolvable BIB Design v/k2.

[2+5+5+8]=[20]

6, Write short notes on :

(a) Missing plot technique

(b) Replicated Latin Square Design

(o) Split plot design.

(@) size and shape of plots and blocks, [5x4] = [20]

—_—
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Note : Answer all questions,

1.(a) Show that any n-dimensional normed linear space is linearly
homeomorphic to (I‘,n N
Hence show that any finite-dimensional normed linear space
is a Banach space.
Also show that any two norms on a finite-dimensional normed
linear space are equivalent.

(b) Show that an infinite dimensional Banach space cannot have
a countable basis, . [1248]

2.,(a) Prove that a'normed linear space X is separable iff there
exists a countable subset of X whose span is dense in X,

Hence show that if every orthonormal set in a Hilbert space

H is countable, then H is separable.
(b) Deduce the following from the Closed Graph Theorem @

Any one-to-one bounded linear transformation of a Banach
space X onto a Banach space Y is a homeomorphism. [1248]

3,(a) Let X and Y be two normed linear spaces and T a linear
transformation of X onto Y. Then prove that T-l exists and
is bounded iff there exists m > O such that || Tx]|2 m{kl[,
¥x € X.

(b) Let H be a Hilbert space. Show that if x, => x and y, =>y
in H, then (x,,y,) => (x,v)

(¢) Let M be a linear subspace Qf a Hilbert space H. Show that
M is closed 1ff M = MLL, [7+6+7]
4,(a) Let iei s 1 €1 be an orthonormal set in a Hilbert space H.
Show that for any x € H the set S = ifi: (x,ei) ¥ 0} is
countable.
(b) Let H be a Hilbort space. Show that the adjoint operation

Tw—> 1% on @ (H) is one~to-one, onto and norm preserving.
pPeteoOs
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4.(¢) An operator T on H is said to be normal iff T.T% = 7%,
Show that T is normal iff ||T*x|l = || Tx||, ¥x € H.
[7+7+6]

5.(a) For any non-empty set S, 1etf& (S) be the set of all complex
functions £ on S such that iﬂs €5 :f(s) 4 0} is countable
and £]£(s)]% ¢ w. With pointwise addition and scalor multi-
plication and inner product defined by

(f’g) =1 f(S) gzsj )
f2(5) is a Hilbert space.
Now, suppose § = e; ¢ i¢€ 1} is a complete orthonormal set
in a Hilbert space H. For each x € H, define a function
CPX on S by

@ e;) = (xye)).

show that ® € [(S)s Also show that the map x —> & 15 an
isometric isomorphism of H onto !2(5).

(b) For any two vectors x and y in a Hilbert space H show that
[(oy) | < Il eyl

(¢) If M and N are closed linear subspaces of a Hilbert space H,
then prove that MeN is closed. [1045+5]
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Note : Marks for each question arc indicated in [ ).
Answer all questions,
I. Let N stand for Lebesgue measure on the unit interval, Fix
€ > 0, Show that given any Borcl subsct B of the unit intorval,
there is zn open set U such that B < U and A (U = B) < €,

[15]

2, Let if&g, ign} ,ih&} be three sequences of integrable functions
on a measure space (@,(L, 1)
such that f,8h &9, acce(p)
and that £ € asce(p)
hy => h asca(p)
9, = 9 ase.(p)
Assume that ffn dp => Jfdp and fgndu => fodpe
Show that jhndp ~> /hdp [12]
3.(a) State the Borel Cantelli lemmas [5]

(b) Consider an independent sequence of tosses with a fair coin
and [n denote the run length of heads starting from the

nth trial. L (W
Show that P(§w ¢ lim sup <Bee > 1) = 1. [20]
n logzn

4, State and prove the Central Limit Thcorem for a soquence of
mutually independent random variablese.
( You may use without proof all the facts on characteristic
functions and weak convergence that you neced), [30]

5, State and prove Kolmogorov's maximal inequality, [12]
% Construct random variables ixn} nal and X such that X, =X
but xn does not converge to X in probability, [6]
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Note : Marks_for each question are indicated
in .
Answer all questions.

. Let (0,87, p) be a measure space and {f }hzl a sequence of

({-measurable functions on 0, Show that if {f nyis uniformly
integrable then if } is uniformly absolutely continuous, [10]

2.(a) Stotc the Borel-Cantelli Lemma. [5]
(b) Consider a sequence of tosses with a fair coin, Let ln
stand for the run length of heads starting from the
nth trial, i.e., for a sample point w,

[n(w) = k iff trials numbered n to n+k-l result in Heads
and the (n+k)®™ trial results in Tail,

Show that

. L._ =
P ({w : 1im sup 1092 < l}) 1. [15]

3.(a) Define the weak convergence of a sequence of distribution
functions, .
(5]

(b) Construct random variables %Xn% nal and X such that
Xn =) X but Xn does not converge to X almost surely. [7]

Z. Let {“n} n2l be a tight sequence of probability measures and
p a probability measure such that every subsequence of {pn"s 2l
which converges weakly to a probability measure, converges to p.
Show that B => U, [22]

Z.(a) Let ixn'} np 1’ X be random variables with characteristic

functions{(f’} np1 2nd P respectively. Show that X, => X

implies Q? (t) =>P(t) for every real t. < [7]
(b) Let {xn} npL + X be random variables such that X, => X,
Show that
E({X]) ¢ 1im inf  E([X |). 8]
n

p.t.o.
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6.(a) State the Central Limit Theorem for a sequence of indepen
dent random variables. R [6]

(b) Let {xn’} n3l be a sequence of independent random variableg

with mean O and let &> 0, Assume

1. 0 245
lim -y I E(X[T) =0
n + k=1 k !

sn
e} 2 —
where sy = Var (x1+...+xn).
)(_].+...+xn
Show that — e => N(0,1). [8]

n

(¢) Suppose {Xn is a sequence of independent random variables
with mean O and K > O is a constant such that P(|x [¢K)=l
for each n, Show that if ) then

;’l => N(0,1). (7]
n
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Note : This paper carries a total of 110 marks,.
Answer as many questions or parts thereof

as you can, If yourscore exceeds 100 marks,
your final score will be treated as 100,

1.(a) Show that (1, 1, § , 0) is an optimal solution of the
LP problem :

Maximise Z = 2x; + 4x2 + X+ Xy
subject to x; + 3%y +x, £ 4

(b) Find all the optimal solutions of this problem,
] [10+10 = 20]
2,(a) In the network Ny of Figure 1 with the unique production

centre x and destination y,

(i) determine all the minimal cuts,
(ii) determine all tpe integral maximum flows.,

N o}
94

' v 2 W
Figure 1 : The Network N, .

(b) Prove that every mxn Latin rectangle based on n symbols
with n 2 m can be extended to a Latin square of order n

based on the same set of n symbols,
[(8+5)+7 = 20]

pste0s
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3,(a) In the network N, of Figure 2 prove that there is no

(b)

4,(a)

(b)

(¢)

5.(a)

(b)

feasible flow with the supplies s(xl) =1, 5(32) =2
and with the demands d(y,) =1, dly,) = 8,

11 < . l+;> ‘a.tjy/

2;; ¥ S Yy
Figure 2 ¢ The network N2.
Find a feasible flow in the network . NJ where N, is
obtained from N2 by changing only the capacity of the
link { ¢,y,) to 2} with the same supplies and demands.
[10+10 = 20]
Find the value of the two person zero=sum game with pay=off
matrix A of order n, where A is the diagonal matrix with

entries dyy «.ey dy (di > 0))

Prove or disprove that there is a (0,1)=matrix A with the
row-sum vector s = (6,6,4,2,2,2) and the column-sum
vector d = (5,4,4,4,3,1,1).

Find the minimum number of lines of the matrix which
together cover all the positive entries of the matrix A.
Justify your answer,

1110 100u
2001 30
4510 00
A = 0001 20
0004 00O
10031 00

[10+10+10 =30}
Formulate the flow problem in a network as an LP problem
and write down its dual.
State and prove Hall's theorem on the system of distinct
representatives for a finite family of finite sets,

[8+12 = 20]
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Note : Do as many questions as you can, The paper
carries 110 marks but the maximum you score

can not exceed 100 marks., Marks allotted are
given at the end of each question,

1,Prove or disprove the following statements-z
(1) The sampling strategy Tj = (SRSWOR, sample mean) is the best
unbfased strategy for Y in the classes T, = (SRSWOR, ay,)

r=1

n
and T, = (SRSWOR, I B(i)y:), the coefficients a_ and B(1)
2= i1 i

r
depending on order and identity of units respectively.

(ii)For a given sampling design, Horvitz-Thompson estimator is
admissible in the unbiased subclass Tg = L ﬂ(i,s)yi.
’ i€s

(iii) If p ¢ 0.7 and cx/cy > 1.5 then ratio estimator would be
better than sample mean (both based on SRSWOR).
(iv) 1If y; =@+ Bx; (i=1,.,.N) then the sampling strategy

g 9Y1
T = (PPXWR, s I ) would be better than the strategy
1=1%

Ty = (SRSWR, sample mean) for cstimating population mean

v.
(v) Ratio estimator is unbiased under Midzuno=Sen sampling
scheme, (10+104347+5)= [35]

2.(i) Describe double sampling for regressicn method of estimation
for 7.
(ii)Show that under a linear cost function
C=Cy+ nCl + mc2
the sampling strategy based on double sampling and regression
cstimator is better than the stretegy based on a singlo simple
random sample and samplc mean provided

2 2
% > 4(c,/c,)/ 14, /¢, )% (5+¢15) = [20]

petio,



- 2 -
3.(1) Describe multi-stago sampling procedurc,

(i1) A rural Block consisting of 120 villages was divided into
10 Arcas having 12 villagos.cach, A SRSWOR of 3 Areas was
solected and then 4 villages were sclected from each cf
the sclected Aroas using SRSWOR. The following table gives
the no. of land=holdings of size less than 5 acres for each
of the selected villages,

Sampled no, of land holdings (less than 5 acres)

Aréas for sampled villages
Sr,No,
A 50, 20, 40, 70
1
A2 15, 30, 18, 40
A3 100, 25, ~ 10, 45

(a) Give unbiased estimates for total no., of land holdings
of size less than 5 acres in the cntire Blockj average
no, of holdings per Area; average no, of holdings per
village.

(b} Give unbiased cstimates for the variances of the above

estimatess (5+20) = [25]

4,(1) what do you mean by sampling and non-sampling errors.
(1) Name the major types of non-sampling errors and indicate the
sources of their occurance.
(111)Describe Hansen=Hurwitz technique of estimating population
mean unbiasedly in the presence of non=response,
(5+5+10)=[20)

5, Practical record note books and Home=-assignments. [10]
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1.(a)

(b

~

(¢

~

2.(a)

(b)

3.(a)

(b)

Note : Unless otherwlise stated, all the lincar
spaces considered below are over the
complex field.

ANSWER ANY FIVE,

Let X be a normed linear space. Show that X is a Banach
space iff every absolutely convergent serics is convergent,
Suppose || o fl, and ||+ ||, are two norms on a lincar space X.
Show that those norms arc cquivalent iff there exist posie-
tive real numbers K; and K, such that K ||x”1._ I x||2
K2]|x”1 for all x € X.

Let {& ta E/\}be a collection of bounded linear trans-
formations of a Banach space B xnto a normed linedr space X«
Suppose that for cach x € B, {T x : « €A} is bounded in X,
Then prove that {||T |l ¢ « €A} is bounded. (6+747)

Let f and g be complex (Lebeggue) measurable functions on
[0,1] and let p,q (>1) be real numbers such that % + % =1
Show that

flf(x)g(x)ldx {/ |f<x>|'°dx} {Jlg(x)l“dx 1

Define Lp[O,l] for 1 { p € = an¢ show that it is a Banach
Space. {7+13)

Let B be a Banach space and Y a normed lincar space. Suppose

T ¢ B=>Y is a one-one,bounded linear -transformation such

that its range T(B) is non-mcager in Y. Show that T is onto

and a homeomorphism,

If M is a closcd linear subspace of a Hilbert space H, then

show that M contains a unique vector of smallest norm,
(13+7)

Peteon
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(b)

5.(a)

(b)

(¢)

6.(a)

(b)

(¢)
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Define a complete orthonormal set in a Hilbert space. Lot
{ey # 1€ 1 ¢n}be a finite orthonormal sct in a Hilbert
space H, Show that for any vector x in H

X 2
RACTRIE I P

Hence, show that ig {c 1 1€ I} is an arbitrary orthonormal
set then Z|(xye,) % 1s well=defined and Sl(x,ei)|2 <=2

Show that the functions e » 0 = Oy 21, £2, «ue

defined by

inx

en(x) = e

L
N
form an orthonormal set in Lz[opiﬂ]-

Hence ceduce that for any function f € L2[0,2u]

o 2 2n
Iole "¢ s l£(x) |2 ax
N= =0 0

2% 5 ’
where, ¢ = = [ #£(x) " 4x.

noSam oo (12+8)

Let H be a Hilbert space. Show that for each f € H® there
is a unique vector y in H such that

£(x) = (x,y), ¥x € H,

Define the adjcint of a bounded linecar operator on a Hilbert
space H,

Show that sclf=-adjoint operators in @ (H) form a real Banach
spaces

Let T be an operator on a Hilbert space H such that (Tx,x)=-
for all x. Show that T = O,

Hence, show that T € B (H) is sclf-adjoint iff (Tx,x) is
real for all x € H, (74647 )

Lot P be a projection on a Hilbert space H with range M and
null spaca N, Show that MAIN iff P is selfw~adjoint, In that

casQy provae that N = M.
Show that for any arbitrary operator T on a Hilbert space H,

I+ TT% 35 nonesingular, where I is the identity operator.

Lot M be a closed lincar subspace of a Hilbert space H.
i

Show that M is invariant undor an opcrator T iff M7 is

invariant under T, (64945)
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Note : Agsumptions made or results used must be stated
clearly, Unless otherwise stated, probability
(density) function to be taken as f(,,0), © is a
recl parameterx,

Answer any flvg questions, each carryjpg 18 nerks,
10 marks for assignments.

1, State and prove Neyman-Pearson Lemma for testing a simple
hypothesis against a simple .alternative.

2, Let Xl, X2, ees Xn be i,i.d. N(@,1), Find UMP test of HO:O <0
against Hl= © > O, Write the power function of the UMP test,

3. (a) Define monotone likelihood ratio (MLR) family of distri=-

butions.
(b) Show that, if the distribution of X has MLR, any tost of
the form
CP(X)= 1 if X)XO
Y if x = g
0 if x< X
has monotone power function for testing HO: X4 OO against
Hl: 0> 00.
4, Let (:)B denote the set of all © in the boundary of H0 and Hl'

(a) Show that, if every test of Hy against Hl has continuous
power function, and if P is size ¢, UMP, a-similar on
GDB , then q9 is UMP unbiascd,

(b) If T is boundedly complcte sufficiont statistic for @ in
QDB,’then show that every test similar on@DB has Neyman
structure,

5. Lot Xps Xop eeey X De Luds N(p, 02%. Find UMP unbiased test
of Hoz p § O against le B > O when ¢“ is unknown,

6, Find UMP unbiased test of HO: N ¢ p against Hl: N > p based
on X, which 1s distributed as Poisson with mean A, and Y,
which is distributed independently as Polsson with mean p.

PotuOo
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7. Find a test, based on likelihodd ratio principle, of H02p1=p2
against Hl: By # By based on a sample of n observations from

N(pl,az) and m observations from N(p2,02) where the observa=

tions are mutually independent.

8,(a) What is a locally best test for testing Hot © £ 0 against
Hl: ® > 0, and how can you construct it using Neyman.~
Pearson Lemma ?

(b) Find the form of a locally best test of H0 against Hl where
© is the median of a Cauchy distribution,

9. A sample of n observations are available. Describe how you
would test that the observations arc from N(p)cz) where both
p and o are known, using (a)'X? goodness of fit and (b) Kolmo=
gorov-Smirnov . one=sample test, Which onc of these two would
you like to use and why ?
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1.

N
.

Note : Write clearly your assumptions and hypothesis,
test procedure, computed values of test statis~
tics, table values at 5). level and your inference.

Answer any three questions, each carry 30 marks,
10 marks for practical records.
Based on 250 observations of scores in a certain test, assumed

to follow normal distribution with mean p and known variance
2
%
(a) Test Hy: p ¢ 55 against Hyz p > 55,

= 81, sample mean was observed to be 54.2,

(b) Obtain a (two sided) 95) confidence interval for p.

The following gives the counts of the number of European red
mites on 150 randomly selected apple leaves.

Numb .r of mites Number of leaves
per leaf observed
0 70
1 38
2 17
3 10
4 9
5 3
6 2
% or more b
Total 150

Test if the number of mites on a leaf follows a Poisson dis~—
tribution.

Scores of 15 students in Statistics (S) and Mathematics (M) in
a certain examination are

(s,M) = (17,41), (%6,85), (45,42),
(82,71), (65,46), (61,92),
(31,42), (54,54), (57,69),
258,52;, §50,41 . (29,17),
84,73 93,91), (60,70),
Using signed-ranks {est, declde if thé students' Math. and Stat.

abilities are same. puteos
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4, Following gives the heart weight in grams of 12 female and 15

5

6

male cats. Does the heart of 3 male cat weigh more than that of
a female cat ? Use run test to decide,

Heagrt-weight in grams
Males: 12,7, 5.6, 9.1, 7.6, 12,8, 8.3, 11.2, 9.3,
9.4, 8,0, 14.9, 10.7, 13.6, 9.6, 11.7.
Females: 7.4, 7.3, 17.1, 9.0, 7.6, 9.5, 10.1, 10,2,
10.1, 9.5, 8.7, 7.2,

A random sample of persons were classified by profession and
state of origin as given below.

State of origin
Profession Bengal Bihar Assam Punjab

Lawyer 53 12 19 15
Doctor 28 52 23 19
Engincer 64 23 72 21
Teacher 14 25 33 38

Are the professions independent of states of origin ?

Following 11 three-digit numbers were taken, from a random
number table, for sample selection.

128, 219, 069, 951, 811, 314,

215, 680, 403, 385, 146.
Using Kolmogorov-Smirnov test procedure, test if these numbers
are actually random,
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GROUP_A- 1 Hr, 30 Minutes,

Note : Answer any three questions., All questions
in this group carry equal marks.
1. What is a resolvable BIB Design ? Prove that for a resolvable
BIB Design b 2 v + r=l,
Show that for a resolvable BIB Design with b = v+r-l, the
intersection number between two distinct blocks is either O
or a constant c. Find ¢ in terms of the parameters of the
Design, Give an example of such a design. . (24]

2, The observation corresponding to Block 1 and treatment 1 is
missing in a Randomised Block Design with v treatments and r
blocks,

Dascribe in briéf how you will .analyse the data. Find the
expressions for the variances of the BLUE's of (i) 'TJ -rr
and (ii) 1J 11. How will you test the hypotheses

(1) #y (T =’Tz) and (i) Hy (’I; =]g) ? [24]

3.(a) What is a factorial experiment ? Enumerate the advantages
of a factorial experiment in comparison wkth a serics of
experiments with one factor .at a time,

(b) Explain the concept of confounding and partial confounding
in the context of 2" experiments, giving examples. Describe
what you mean by balancing in a factorial experiment, Give
an example of a balanced 2 experiment in 8 blocks, each of
size 4. o .

{c) Construct a 26 Design in 4 blocks of size 16 each, in which
no main effects and no two factor and no three factor
interactions are confounded, [8+8+8] = [24]

4.(a) A half replicate of a 27 design is to be laid out in 4
blocks of 16 plots each, in which all main effects and all
two factor interactions remain orthogonally estimable,
Write down the method of construction clearly and the

composition of the principal block in full,
pstio,
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4,(b) Construct a fgth replicate of a 27 design in which all
main effects are orthogonally estimpble, assuming all
interactions of all orders to be absent, [12+Q]—[24]

GROUP B 2 Hours

5. The table below gives the yields and the layout of a 25 fac=
torial experiment on beans. A single replication in 4 blocks
of 8 plots each was used, The five factors and their levels
are as follows @ )

(i) Spacing of rows (5) at 18 inches or 24 inches

(11)bung (D) at none of 10 tons per acre

(1i3) Nitrochalk (N) at none or 044 cwt per acre.

(iv)Super phosphate (P) at none of 0.6 cwt per acre,

(v) Muriate of Potash (K) at none or 1,0 cwt per acre,
As usual, absence of a symbol denotes the lower level of the
corresponding factor and presence of the symbol denotes its
higher level,

Block 1 Block 2
s 36,2 sdp 49,8 n 68,0 k 63,6
snk 60,5 dk 51.3 sdnk 92,5 dpk 63.6
np 36,3 sdnpk 61.3 sp 29,9 dnp 60.8
dn 67.3 pk 49,6 sd 54,7 snpk 47,0
Block 3 Block 4
nk 71.2 (1) -66.5 p 56,7 npk 48,0
snp 45,7 sdn 70,5 sdnp 64,6 sn 23,5
dp 76.7 spk  74.3 d 74.8 sk 39.3
sdk 73,7 dnpk 77.0 dnk 73,7 sdpk 5643

Analyse the data. [28)
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Note : Answer as many as you can.

1. Define p-dimensional normal variable. If (xl,xz) and (y;,y,)
are two independently and identically distributed bivariate
normal variables with mean vector null and dispersion matrix I,
obtain the conditional distribution of

(Xl; X2p Yl. Y2) / (xl = Yl)- [10]
. . . _ M Y2 :
2, Define Wishart variable. If W = ( " ) has Wishart distri-
w21 W22

bution, obtain the distribution of wy, ) = Wy, ~ w2lwI} W,

\ [10]
3. Given a random sample of slze n from a p~-variate normal popula=-
tion with mean vector p and dispersion matrix I, derive a test
for testing the hypotheses Ap = b, [10]

4.(a) Describe multivariate Gauss-Markoff Model (Y , XB, L®1I).

(b) Describe briefly (without derivations and-pgggfs) how you
would test the hypotheses H'gi = £i(given) for 1=l,000yP
where i is the i~ column of B, State clearly the assump=
tions under which you can test. [5+10=15]

5, The following table glves the estimates of the means and the
common dispersion matrix of three characters (xl,xz,xa) for two
groups of female desert locusts in two different phases Pl and

P, based on samples of sizes 20 and 72 respectively.,

2
Means Dispersion matrix
1 P2 based on 90 d.f.
Character n 50 n,=T2 X X X3
X 25,80 28,35 4,7350 0,5622 1,4685
Xy 7,81 7,41 0.5622 0,1431 0.2174
Xq 10,77 10,75 1.4685 0,2174 0.5702

(a) Find the linear discriminant function based on tha three
characters (x; x, X5) between the two groupe of locusts.
peteoa
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5.(b) Test for the significance of the difference in the mean
vectors of the two groups.

(¢) Examine whether it is worthwhile to include X5 in addition
to Xy and‘xz for purposes of discrimination between the two
groups.

(d) Are the data given consistent with the hypothesis that the
linear discriminant function between the two groups is

y = 3x, + Tx, + 5%y 7

(e) To which group would you assign a locust with measurements
Xy = 27,06, X, = 8,03 and Xy = 11,36 ? [L0+5+8+745 = 35)
6, Write short notes on
(a) Principal Components.
(b) Factor Analysis.
(¢) Canonical Correlations and canonical variables,
[3x3=15]

7. Assignments. [20]
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Mote : Do as many gquestions as ycu can. The paper

: carries 110 marks but the maximum you score
can not exceed 100 marks. The marks allotted
are given at the end of each question,

Define proportional and optimum allocations.

(i1) Consider th¢ following strategies for estimating

population mean Y

T (SRSWOR, sample mean); Tp = (SSS with p~allocation

oS
)

Yst

TN

(5SS with N-allocation, 7=t)

Show that for large populations

T.).
V(1Y) £ V(Tp) ¢ Vi) (8+12)= [20]

2.{i) Define ratio, regression, difference and product estima-

tors, for population mean, hased on SRSYOR.

(ii) Derive large sample approximation to the bias and MSE of

the ratio estimator defined above.

(iif) Identify the situations in which above estimators are

3.(1)

better than sample mean. (5+12+8) =[25]

that do you mean by PPS -~ sampling ?

(ii) The following table gives area under wheat crop (x) and

the vheat yield (y) for S5-villages

Village No. 1 2 3 4 5
X

(In hectares) 40.1 305 120.5 160 208
y

(In quintals) 417.,8 3660 1807 190.8 2275

(a) Draw a sample of 3 villages with probability propor=
tional to.zrea under the crop and with replacement,

(b) Obtain an unbiased estimate of the yield for all the
villagas and obtain the estimated standard error of

the estimate. (5+15) = [20]
pPete0s
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4,(i) Define Horvitz.Thompson cstimator for general sampling
designs and show that it is UwW in the unbiased
subclass of T2 - clasc of linear estimators,

(ii) Let a(i), i =1, ...N, be the coefficient associated
with i-th unit of the population. Then show that in th,
class of unbiased sampling strategies

n
T = (SRSWOR, £ ali) yi) for' population mean, tha
i=l

strategy TO = (SRSWOR, sample mean) is UMW,

(iii)Let n draws be made according to SRSWOR and y, denote
the y-value for the unit selected at r-th draw. Show
that sample mean is the begt in the class of linear
unbiased estimators T = £ a(r) vy, for population

r=1
mean. (10+5+10)=[25]

5, The fifty villagas in a rural block were divided into two
strata consisting of 32 and 18 villages respectively, It
vas decided to select an overall sample of twentiy psrcent
of the villages according to proportional allocation, The
number of 'poor' - housgholds in the selacted villages were

found as follows :

Stratum No, No. of poor households
1 20, 50, 15, 75, 18, 25
2 30, 10, 15, 12

(a) Estimate the average number of poor-households in a
village of the blocks
(b) Obtain estimated standard error of the estimate.
(¢) Obtain an estimate of the gain due to stratification.
(5+5+10) = [20]
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1.

N
.

Note 1 Answer as many as you can, The maximum you
¢an score is 100.

Unless otherwise stoted,X below denotes a
metric spaco.

Let dl and d2 be two metrics on A. Jhow that dl and d2 are
equivalent ifr for any sequence {fn} and any point x in X,

[ dy{xx) =>0 Jiff [dy (x,, x) =>0]

Show by means of an example that in a wetric space the closure
of the open sphere Sr(x) need not be th: closed sphere §r(x).

Let A £ X. Show that x € A iff there is a sequence ?xn} in A
converging to X.

Let X be a complete metric space, and let FA‘ be a dacreasing
sequence of non-empty closed subsets of X such that d(Fn)-O 0,

Prove th:t fﬁ F #¢.
n=l N

Is the intcrsection of infinitely nany open subsets of a

metric spzce open ? Justify your answer. [4+2+5+6+3]

viher is a function from a metric snace into another metric
space said to be uniformly continuous ?

Let A € X and define & function f by f(x) = d(x,A), Show
that f is uniformly tontinuous. Als50 show that the closure of

Ay A 1is given by
K={x X1 dlxA) =0}

Let Y be a metric space and let A be a subspace of X. Prove
that if f and g are continuous functions of X into Y such that
£(x) = g(x) for every x € A, then f(x) = g(x) ¥ x €&,

Let Y be a complete metric space and let A be a dense subspace

of X. Prove that if § ¢t A => Y is uniformly continuous, then

f can be extended uniquely to a uniformly continuous function

giX =Y, [2474447]
pPete0s



3, Define a compact metric space.

4,

S

6

Show that a compact subset of a mwtric space is closec,
If X is compact, then show that X is sequentially compzct,
Is the converse true ?

state Ascoli-Arzela Theorem,

Let {xn} be a sequence in £ zonver;ing fo a point x. Show
that the set A = ixn 1 1} U ix} is a compact subsci
of X. ) [24+3+8+3+4]

Let yLﬁ,be an open cover of a compact metric space X, Show
that there is a real € > O such that for avery x € X thore
is a VinQQsuch that Sx/x) & V.

rlence, or otherwise, show that any continuous function of a
compact metric space into a metric space is uniformly contia

nuous .
Let (Y,d) be a metric spacc and X a subspace of Y, Suppose
there is a complete metric P on X which is equivalent to d
(on X). Show that X is a Gf subset of Y. [6+5+9]

State and prove Baire Category Theorem.
Can IR (the real line with the usual metric) be writtoen as

o
R = LJ F _, where each F_ is closed and nowhere densec ?
= N n

Justify.

Show that the set of rationals is an Fc but not a G6 subset
of R. [10+5+5]
Let A be a dense subspace of X. Suppose every Cauchy scquencs
in A converges to some point in X, Prove that X is a coupletd
metric space.

Let f be a real-valued uniformly continuous function on a
bounded set E & R. Show that f is bounded.

Let X b a compact metric space and Y a2 metric space. Supposi
f ¢ X =>Y is a continuous, one-one and onto function, Show
that £ is a homecomorphisme [6+646]
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Note ¢ Answer both questions,

1.(a) On the basis of 16 1i.i.d. obsarvations from N(H'Ug ), a%
is given variance, write tho critical region of UMP unbia~
sed size 0,05 test for HO e = against Hl: w# Bor K

is a given value of j, and draw its power function,.

(b) when the data are : 93, 89, 112, 8, 93, 11, 16, 32, 31,
37, 46, 35, 30, 8, 23, 33, and oj = 800, test Hy & p =50
against H) t 4 # 50 at 5% level of significance and
construct the corresponding 95% confidence interval for p.

(5425+5+10 = 45]

2, Based on 14 i.i.d. Bernoulli (p) observations, construct the

best test of size 0,05 for testing H, : p ¢ I/3 against
Hy ¢ p > 1/3 and draw its power function.
[20+25 = 45]

Practical records. [10]
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Date : 2.3.88. Maximum Marks : 100 Time : 3 Hours,
Note : Answer all questions.

1. Define and discuss each term with an example.(a) hypothesis,
simple and composite hypothesis, (b) Type I and Type II errars,
(¢) size and level of significance, (d) power function, (e) MP
and UMP tests, and (f) unbiased test, [4x6 = 24)

2. A sample space consists of m (finite) elements X)aXopeeopXpe
Pl and P2 are two alternative probability distributions on the
sample space such that

Py [x = xi] = Pyy > 0 for all i & j.
(a) What eclement of the sample space is to be included in the
critical region for testing
Ho : P= Pl against Hl t P= P2
if the critical region is to consist of only one element ?

Give your rcasons.
(b) What if two elements were to be included in the critical

region ?
(¢) What elements are to be included in the size a critical
region ? (64345 = 14]
3. State and prove Neyman Pearson Lemma, [10+10= 20]

4. Let Xy X5y o0 X be d.ide N(u,1). Find the UMP size a test
for Hy: & By against Hy & p > py ( Ko given) and show that
the cest is UMP size a. [20]

5,(a) Show that the confidence region obtained from an acceptance

region of a UMP test is uniformly most accurate.
(b) Using the size a test function ¢ given by
$(x) = {l if x £ a8y or x > boy
0 1f a0y < x £ be,
where a and b are known constants, a < b, 00 is a given
value of @, @ > 0O, Construct a 100(1l-a)% confidence

interval for @, [8+4 = 12]
6. Assignments, [10]
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1.(a) Let (@, 80 be a measurable space and f a real valued
function on @, When is f (- measurable ? (Give the
definition), (3]

(b) Let B be the Borel o-field on IR and T any s~field
on IR. Show that ® & OT iff every continuous function
on IR is Az -measurable. [7]

(¢

~—

Let #be a field of subsets of 2 and let f ¢+ @ -> IR be
o($)-measurable. Show that there is a countable sub-
collection ‘G of ~4 such that f is o(§ )-measurable,

' [13]

2, Outline the main steps in the definition of the integral of
a measurable function defined on a measure space (2, OT,u).
[ No details necessary - a clcar outline of the main stops
is enough. However, you must state clearly any important
fact that is needed to make the definition work], {10]

3.(a) State the monotone class theorem. (5]
(b).Consider the unit interval with the Borel o-field and
Lebesgue measure A, Show that given any Borel set B and
€ > 0, there iswa sequence of open intervals Il' I2,.....
such that B U I, and A( U I ~B) <€,
k X k
kst 2 (17]

4, Recall that {fﬁ} is uniformly intagrable if

n2l
lim  sup f]fnld = 0.

M
o=y oo n

{x:lfn(X)lzg}
Show that if {f&} is uniformly integrable then {fﬁlis
uniformly absolutely contindous, i.c.s

for each € > O there is 6> O such that
for any A such that p(A) < § we have

|£ ]d <€ for all n ) 1,
{ now 2 [10]

Pst.0.



5.(a) State Fubini's theorem for the product of two spaces,
( State all hypotheses carefully).

Let E be a measurable set in the procduct o-field, What
does Fubini's theorem say when specizlized to IE ?
. L (8]
(b) Let p be Lebesgue measure on R and Y be counting measure
on R (both on the Borel o=field), i.e.,

P(A) = if A is infinite

no, of elements in A, if A is finite.
Let E = {ﬂx,Y) 1 x = y}

Show that [ (E )R # Ju(EV)d» .,

Why does this not contradict Fubini's thecrem,

(7]
6.(a) State Fatou's lemma. [3]
(b) Let ifék, i?;S' %PRX be three sequences of measurable

functions on a measure space (0, db, u) such that

fo=>f aced(p) 3 g =>g ase.(p), and b =>h acedp)

Assume that £ ¢ h € g a.e.(p) for alln 21,

n
and that
fd => [fd
Jepd, => Jfd,

nd d - d

El fgn fg

Show that
hd = jfd <€ lim inf /h d = ffd
f f S f n f )

[ Hint : Apply Fatou's lemma to a suitable sequence J.
(8]

(c) Show that, in the above,

fh;\dp -> [nd, [9]
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Note : Answer any five questions. Each question
carries 16 marks.

', o-scribe with examples from the fields of industry and
anriculture the role of randomisation and replication in
the plarning of an experiment,

.(a) ‘What do you mean by a uniformity trial and what are its
uses ?

(b) How can you compare th2 efficiency of a Latin Square
Design and a Bandomised Block Design vis~a-vis a Comple=
tely Randomised Design with the same number of axperi-
nental units ?

(¢) Describe a suitable randomisation procedure for a Latin
Square Design.

3. suppose in an experiment laid out in a Latin Square Design,
the observation in one of the plots is missing. Describe
with adequate justifications a method for analysing the
cvailable observations,

4. What do you mean by a set of mutually orthogonal Latin
Squares ? Show that the maximum number of mutually orthogonal
latin squares of order v is £ v-1.

Prove that if v is a prime number or a prime power, there
exists a complete set of mutually orthogonal latin scuares of
order v,

so Ahat is a BIB Design ?

Prove Fisher's inequality for a BIB Design. How will you
test the hypothesis of equality of all treatment effects
from the yield values obtained in a planned BIB layout.

“.(a) 7hat is a crossover design ? How will you analyse a

crossover design ?

(b) Suppose a Randomised Block Design with v treatments and
r blocks is replicated p times, How will you analyse the
data obtained from such an experiment ?

Practical Notebook. [20]
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Note : This paper carries a total of 110 marks. Answer
as many questions or parts thereof as yosu can,
If your score exceeds 100 marks your actual
score will be treated as 100 marks.

1.(a) State the duality theorem for the Standard Maximum
Linear Programming (SMLP) problem after defining all
the relevant mathematical terms in the statement.

(b) Write down the dual of the following General .laximum
Linear Programming (GMLP) problem.

Maximise Z = 4x; + 7x2 + 9x4 ~ 10xg

Subject to Xy, X3» X4 .20,

A
(2

2x) = 3x, 4 Txy = 8xy

I~
-

-3xl - 5x2 +l9x4 - 5x5
4x) + 9%y - 8xy + Txg £ 10,

(¢) Prove or disprove that the above GMLP problem has an
optimal solution, (7+6+12=25)

2,(a) State and preve the_eguilibrium theorem for an SiLP
problem.

4 12

(b) Prove or disprove thzt x where x'= ( 0, "3 ,0,0 )

—

is an optimal solution of the following standard minimum

linear programming problem.
Min z = x) + 6%y = Txq + X4 + Oxg
Subject to 5xl - 4x2 + 13x3 - 2x4 + Xy = 20,
X = X+ 5x3 - Xy Xy = 8,
Xy 2 0, 1£ig¢b5.
(c) Find all the optimal solutions of the primal problem,

(10420410 = 30)
p.t.0.



3.(a)

(b)

4,(a)

(b)

(¢)

- 2 -

4
Maximise Z= I x, , X 20,1¢1£4,
i=1 1
Subject to 2 3 =1 4 Xy
8
1 -2 6 =7ff%2)=], ],
X3
X4

by finding all the basic feasible solutions of the
above problem.

Reduce the feasible solution x where x'=(l,7.,g,§,o)
of the above CMLP problem of 3(a) to a basic feasible
solution, (15410=25)

For a CMLP problem with usual notation if €5 =24 £0
for all j for a basic feasible solution x, then prove
that x is an optimal solution of the above problem
(Define the mathematical terms involved like Zj’yij
in the proof).

Using the simplex method Tabular forms

Maximise 2xl + Xy

Subject to 3xl + 5x2

6x) + 2x, £ 24,

¢ 15,

xl! Xy 20,

Prove that if a CMLP problem has an optimal vector,
then it has a basic optimal vector.
(10+12+8 =30)
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1.(a) Define p-dimensional normal variable,
{b) 3how that its mean vector and cispersion matrix exist.
(¢) Obtain its characteristic function.
(d) Obtain the maximum likelihood estimates for the mean
vector and the dispersion matrix based on a random sample
of size n.

(e

~

State the distributions of the above maximum likellhood
estimates and show that they ave ind2pendent.
(f

~—

Obtain the mean vector and disnersion matrix of the
bivariate distribution of (X,Y) whose density is given
oy
f(x,y) =§exp[- %(2x2+y2+2xy-’22x-14y+65)yZn
Also obtain the concitional distribution of X given Y.
[3+5+7+15+10410 =50]

2.(a) Define wishart matrix (variate).
(b) Let W~/W_(k,E), Let w= f "11 12 ),
P W. w.
21 "22
. . . _ -1
Obtsin the distribution of Woo ) = Wop=Wo1Wyy) W,

and show that it is distributed independent of wll‘and

Wyne
12
ty=
(c) Obtain the distribution of L_ where [ is a fixed
1A
vector.
(d) Show that }ﬂ% is distributed as product of p independent
L

central’X?-variables with degrees of freedom k-p+l,....,k.
[4+10+8+8 = 30]

3, Define Hotellings T2-statistic and .show that it is distri=
buted as constant times F-variable, [1Q]

pet.o,
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4,(a) State the problem of Lincar regression.
(b) Consider the random vactor (xl,xz;xa.... xp) = (xl,x2,x)

with mean vector (pl, Mo u) and dispersion matrix

5 11 %12 %1
= ’
Sp1 S22 S

Sl 52 ]

Write down (need not derive), for i = 1,2 the Linear
regression function of X3 on K. Let e be the rcsidual,

(c) Define Partial Correlation Coefficient 11243...-p)

Show that it is equal to correlation between 2y and ey

[5+5+10=20]
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Note: Answer any threa gquestions from Grouf A4 -uid one

qu:stion from Grour B. Ten marks are reserved for
assignment and prectical records.

Group A
{answer any three questions)

1. Derive an expression for optimum allocation of sample sizcs,
giver variance, n stratified sampling with 3RJ4WOR -in -oach

stratum. [15)
2.(a) Show that Fisher-information is additive when observations are
1.1.d.

(b) Show that, Fisher-informetion based on n i.i.d. observations
is sane as Fisher-informition based on a statiustic if and only
if the statistic is sufficisnt. [6+9215 |
3.(a) Stat: and derive Chapman-Robbin lower boumd fer vardancc of
an estimator.
(b) Compute tne lower bound for estimating the parumeter of -
Bernoulli distribution based on a single observation. [6+9=15]
h.(a) Show that if a sufficient statistic is complete, then it is
uniques UMVUS of its expectation.
(b} Show that the largest of n i.1.d. obscrvations from U(C,0) is
sufficient and complete. [5+10=15]
Grour B
(answer any one)
Se Following is a hypothetical population of 22 equal size ¢xperi-
mental plots, stratifiod into 3 strata on the basis of input,
along with vield (in 100 kg.) rice per plot.

9 S i

ﬂet_l?l;_-mtugi_els Enu—:!ﬁ'uﬁm ;".lﬁiigfamii_ld
1 16.7 1 18.2 1 21.3

2 11.9 2 16.7 2 15.8

3 1342 3 13.2 3 20.2

4 14.5 4 17.8 4 19.9

5 14.9 5 18.+6 5 2144

6 19.2 6 20.6

7 18.8 7 2C41-

8 18.6 8 19.8

9 220
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5.(e) Draw a SRSWOR semflc of size 2 from stratum 1, a SRSWR sampla g

size 3 from stratum 2, and a SRSWOR sample of size 3 from
stratum 3. ;

(b) Estimote the strotum means and stratum variances.
(c) dstimst. th: population mcan and its variance. 927 ©=15 ]

6.

HERH

The number of deaths in faotal accidents in a town w.s rocovd:d
for six f.tcl accidents as 2,4,2,1,1,%. Assume truncoted (ot
zero) Poissun distrioution (with paremeter A) of the number of
deaths in fr+al accidents in the town.

Estimatc A by the method ~f maximum likelihood and compute i4s
approxinate crrer. (55 +10=451

Assignment and practiczl record. ¢
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Linear Algebra ond Lincar Models

HMexinum larks: 100

Datv: 23. 12.87

Jote: .:swsr as many as you can.

'R tate and Frove Cole -Hamilton th201vmn.
2, State and ircve Fisher-Cocaran theore..
3 Staty and Frovo G.ouss-iiarkoff tieorc:.
ba In aa investigaticn for studyin: tac ofices af smoking on

CT8788757e0)

Timc: 3 hours

[10!
(151
f1c]

physica) activity, 21 individuals were classific? ianto one of
the threc groups by smoking history and randomly assizned iz

one of the three stress tusts B1, B2 and B). The time until

wnaximum oxygen uptake was recorded. Tne det: is given deler s

oL ime until maximum Oxygen Uptake
Stross test
. - SR
B 5 e
Smoking F
history
1246 16.2 225
A.‘:None 13+5 17.8 15.3
1.2 .0
1545
,',2: hoderate | 10.9 12.8 21.C
16.2 15.°2
1642
‘gt Heavy 9.2 132 1614
. 75 8.1 17.8

Analyse the data by assuning no inturactions.

5. Write short notes on:t
(a) Tukey's test for non-additivity
(b) General regression problem

(c) * . velues and singular values of matrices

E;ﬁlﬂ-
6.  Assignments.

(30]

[151

el
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GROUE A Part A and B together
Note: Answer Part-A seperately

). For each of the following, show tho erfect and comment on it:

(a) cCoMMON A,B(4),C
EQUIVALENCE (A,B(1),C)
(v) DIMENSION  A(5)
COMMON  B,C,D
EQUIVALENCE (D,A(4))
COMMON E,F [2x5]

p.(a) Describe the two ways of passing argument velues betuwcen o
calling pregram and a subprogram.
(b) What are the advantages and disadvantages >f the above twe
ways in (a)? Dlustrate. [2x5 ]

3.(a) Write a FUNCTION subprogram to calculate NI (facterial N).
(b) Using the above subprogram develop another subprogrom to calculete
the binomial coefficiont for given N and K (K&N )

N N|

( }‘ = ____)—
K Kt (N-K)|
(c) low, calculate

PROE 1(:) P gk

where p and q are probabilities of success and failure respectively
and FROB gives the probability of exactly K successcs in n trialsof
an experiment. Taking n = 100 and X = 1,2,++«.10 write 2 progrom
to tabulate FROB for each K, assuming p = 0.58. [345+7]
I Civen the following program:

E = 3.0
F = 4.0
G =5.0
J = E'&F/G

5 6010 (2,1,3),9

1 H = H+E+F+G
GOTO 4

2 HeE® F® G
GOTO &4

3 HapBes P
J=J+1
GOTO 5

4 WRITE ( 6,10) H

10 FORMAT ( 2x, F8.3)

i’fg? Pet.o.
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Trace the flow of the progrem execcution, in the foan of =
flow - chart and find the value of H.
Se Detect and correct tho mistakes, if zny, in the following
statcments ¢
(a) REAL *2 A,B,K,D
(b) DATA X,Y,2/3.0 ¢ 1/
(c) MILICIT &~ F
(d) DOUBLE PRECISION NUMBER (&,7) X,Y, TLST (8,15 )%, 1
(o) DREITION o(5,5), c(5,8), x(M,) 507
GROUP B
Maximum Marks ¢ 50
Note: 4Answer this part in separate answer book. .nsw.r Zy
part of any question. Maxinum you can scor. i. SC.
1.(2) Assume that the computer rounding ruli is to "chop'' and ret-in
only first 4 significant digits. Find tne rourding error :ne
relative error intraduced through conversion 2f the following
numbers to floeting point numbcrs.

(1) 1.16702 (i1) -6.66
(111) 1742.52 (iv) -16.6299
(v) 0.00067418 (o]
(b) Give an e=xample which shows that
1 [0 (ad) + f1(c)] # A [0 (2)+fi(bec)] 51

2.{a) Given a renl valued function f(x)} and (n#1) distinct points
Xgr Xqpeee X9 show that there exists exactly onc polynimial
of degree ¢ n which interpolates f(x) at Ags sees Xpe 0]

(b) Frove cr disprove the following stotement:
"Addition of distinct points will always increase the degree of

the interpolation polynomial." 5]
3. Find the real rost »f the polyncmial
2 +x-3
by Miiller's method. 2]

I Find a lower triangular matrix L such that i = L-L| ond lencs
czmpute the inverse of A and its determinant, vhere

1 2 3 47
2 8 12 16
h=1312 2%
| & 16 36 6b ] 5]
5. Find the characteristic polynomial of the matrix
1. 2 0 07
2 1 3 o0
0 3 1 &
0 0 4 1 5l

$88¢
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INDIAN STATLTIC:AL INST Tz
M.Stat.(M-strcam) I Year
SEMESTRAL-I EXAMINAT ION
Analysis IB
Jcte: 23.11.87 Maximum Marks:100 Tines
N(te.: Each questisn carrdies 15 marks. Answer 23 miny
questicns as you cone The maximum y . u €l SCTIV
is 100,
4, If p: R%—) R 1s defined by
plx,y) = x.y,
1
then [p (a,b)] (x,y) = bx + ay.
2. Let f: ]RZ—) R be a coentinucusly differentiable functicn.
Shew that £ is not one-one.

3, Let f(x.l, reaen, xn) = x% + oseeae + xi . Fina the mwoximum or
minimum cf £ subject t: Xq o+ Xyt e %, =1

I Show that there can be no non constont analvtic function
f:G—)% satisfying any cne »f the frllcwing ¢ nditizns
(1) { 22) + ze ¢}C R

(ii){f(z): zG.Gf\Q{z: z =r}

5 State the residue thesrem and verify using the residuc thedrem
(if necessary) if the canchy Integral f-rmula holds for

2
(a) L _dz=2m1e
2-1
(b) { Zdz=3m1,
e

)
where }}=iz: z-2eit, 0¢tgan g

L

5. Find the Taylor series expanssicn cf the function 1{ 2) =}:Ozn
n=

about the points (a)z =1/; and (b) 2z = -1,

In each case find the radius of cinvergence.
7. Classify the singularities =f

flz) = FL- and find the Laurant expanssion for f£{z) about 2=0.

z 42
e.(a) Prove the Fundemental, theorem of Algebra
(b) Show that whenever £ is bounded in a deleted neighbeurhood f
and isolated singularity, the singularity is removable.
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INDIAN STATISTICiL INST ITUTE
M.Stat.(M-strean) I Year
SEMESTRAL~I EXAMINATION
Statistical Methods and Inference I: Estimation(Theory

Date: 20.11.87 Maximum Marks: 100 Time: 3 hes

Note: Answer any one question from Group A,
and any four of the nine questions fron
Group B. Ten marks are reserved for
assignments.

GROUP A
(answer any one question)
4{a) Based on a SRSWOR, show that the sample proportion is unbicsed
for the population proportion.
(b) Find an unbiased estimator of the variance of thie sanple
proportion and show its unbiasedness. [6+12=12]
2.(3) Derive an expression for optimum allocaticn of samfle siz:s,
glven cost, in stratified sampling with SRSWOR in each stri.tu..
(b) Hence find an expression for Neyran allocation. (1441218 )
GROUP B
(answer any four questions)
3.(a) Define Fisher-information based on a single observation whose
distribution depends on a single parameter.
(b) Show that Fisher-information is additive when observations .re
i.i.d.
(¢) Show that, Fisher-information based on n i.i.d. observations is
same as Fisher-information based on a statistic if and only if the
statistic is sufficient. [3+6+2=18]

4.(a) State and prove (discrete case will do) the factorization
theorem.

(b) Find a sufficlent statistic for 8 when Xqp Xgyeees, X are
£1.d: U (0= 4, 04 3)- .

(¢) Show that mel.e. is a function of sufficient stetistic.
[B+6+u=181
5.(a) State and derive Chapman-Robbin lower bound for varicncé of
an estimator.
(b) Compute the lower bound for estimzting the parameter of o
Bernoulli distribution based on a single observation. [8+10=18 ]
6.(a) State end derive Reo-Cramer inequality for mean squere errer i
an estimator. i i
(b) When can the equality be attained by an unbissed estimator ?
(e) Compute the Rac-Cramer lower bound for an unbiased estimator of
the parameter of a Poiss~n distribution. [B8+545=18 ]

Eetoo.
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7.(a) State and prove Rac-Blackwell theorem.
(b) Hence find UMVUE of © based on n i.1.d cbservations from U(C, ®),
starting with an unbiesed estimatcr of € based <n onc observitiy
[5+9=218)
8.(2) Show that a statistic is an MVUE of a parametric functizn -t a
given point if and only if its covariance, with cvery unbiased
estimotor of zer:, 18 2zer> at that given value of the parameter.

(b) Show that T(0) = 1, T(x) = 0 for x # O is UMVUE :f (1- 62 vnen
it 1s known that U(x) = kx, fcr arbitrary k, is the clrss of all
unbiased estimators of zero for the distributiuvn.

Pgx=-1]1=0, Pe[x=x]=(1-e)26", % =0,1,2,00000n .
[9+9=18 ]

9.(a) Show that if a sufficient statistic is complete, tren it is
unique UMVUE of its expectaticn.
(b) Show that the largest of X, X,y +-+, X, which are i.i.d.

U(0,8) is sufficient and ccmplete. [6+12=12]

40.(a) Find UWUE of 8, r is an integer, based on n i.i.d. obsexv:ting
from the integer valued randcm variable with distribution

Folt=x] = c(e) 8¥alx), x = s, 841, 542, .e0,2(x)0, x)s.

(b) Hence find UMVUE of the Poiss'n parameter based on n i.i.d.

cbservations. [12+6=18]

11.(a) State Basu's theorem.

(b) Hence find UMVUE of [(a-u) based on' n i.i.d. observations
fr-m N(,1), for fixed a. [10+8=18]

Ass ignments [10]

$88¢
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M.3tat.(M-stream) I Year
SEMESTRAL-T EXAMINAT ION B
Statistical Methods and Inferencel: Estimation (Fracticai)

Dates 20.11.87 Maximum Mzrks: 100 Tine: 5 heurs

Note: Answer any two questions. Ten rarks are
reserved for practical records.
1. Following 13 a hypothetical porulation of 22 equal size ¢i)eri-
mental plots, stratified into 3 strata on tne basis of in,ut,
along with yisld (in 100 kg.) of rice fer plot.

Stratum 1 Ttratun 2 T T Stratam 3
Flot No.  Yield F1ot No. Yield Plot Mo, Yield
1 16.7 1 18.2 1 21,3
2 11.9 2 16.7 2 15.6
3 13.2 3 13.1 3 20.2
4 1446 4 17.9 4 179
5 14.8 5 18.6 5 2144
6 19.2 6 30.6
7 18.8 7 201
8 18.6 8 16.8
9 22.¢

(a) Draw a SRSWOR sample of size 2 from stratum 1, a SRSWR sample of
size 3 from stratum 2, and a SRSWOR sample of size 3 from
stratum 3.

(b) Estimate the stratum totals and stratum variances.

(¢) Estimate the population total and population variance. [9+2749=45)

2. Let Xyeee, X, be feivde N(u,0?) and T, be the m.lee. of 2.
Given Tf.)o' and € )0, find smallest No such that

T
F[l—r’,‘--1‘ (€ ])1-7{ for all n) N, by selectirg

suitable values of ﬁl and & . Hence discuss No as a function
of 1 and & . f151

Data for questions 3 and
The Numbar of deaths in fatal accidents in a town was recorded
for six fatal accidents as 2,4,2,1,1,3. Assume truncated (at
zero) Poisson distribution (with parameter A) of the Number of
deaths in fatal accidents in the town.

3. Estimate A by the method of maximum likelihood and compute

aLProximate error in your estimate. [35+10=25 ]
4. Compute UMVUE of A and UMVUE of the variance of tha UMVUE of A.
[25+20=45]

Practical records. (0]



INDIAN 3TATISTICAL RNSTITUTE
M.Stat.(M-stream) I Year
SEMESTRAL-I EXAMINAT ION

Frobability-I

Date: 18.11.87 Maximum Marks: 100 'rime:3; Hours
Note: Answer all questinna

1. Either fa¢)
(a) Show that for a collection of random variables {X,xn:nyi

defined over the same probability space
if
® 1
by P(iw: Xn(w)-X(w) % g ) (e for every integer k)G,
n=1
then

H{w 1m X () = x(w) 3) = 1

N )oo

or

(b) Use the result in (a) to prove Borel's strong law of large
- numbers.

2. Either [>c]
(a) Frove the central limit theorem. (fou must state carefully

the —esults assumed for proving the CLT)
Cr

(b) Stating very briefly the usual assumptions for a Poisson
process, derive a differential equation for the prebability
Fo(t) of no events up to time t and hence find the density

of the waiting time for the first cvent.
Or
(¢) Find the characteristic function of the czuchy density

1 1
£(x) = oy ol
14X

b.  Answer any three from the following. [25]

(1) Consider the following model for a batsman. The probability
that a batsman gets out to a given ball is p{XXX1). If
the batsman is not out to a given ball, he scores i=0,1,
2,3, and 6 with, say, probability p,=g if 4=0 and =gl-
1f 1)0. Assuming independence, find the probability gens-
rating function of his totel score in an innings.

(11) Lot X 41 { n, be independent rendom variables cach having
exponential distribution with parameter A. Denote the
correspending order statistics by X(i),ﬂ_ i ¢{n, where

X(q4y & eeeest X(p)+ Show that the n variables X¢,),
X(Z )-X(1 DIERERN X(n)-X(n_1 ) ere independent with x(ki-‘l )-X(k )

having exponential distribution with parameter

(n-kh. (k=0,1,++4, nat. Xy 3 0) Detoon



(ii1) The function

P(S1,52 )=exp(-)\1->\2-)\+)\‘s1 +A252+As152 ), )\1,>\2,,\)0, is th.

generating functior of a bivariote radss.on distridliti n.
Denote the carrespondi g randma victer by (}:1,)'.2). Show tnt

K1,X2 are independent iff Cc-v(X,l,)(2 )=0.

(iv) Supprse X ~v exponential (A). Find 2 functin f such ¢hit
£f(x)vul0,1].
b. Answer any ~ne from the f£111 wina: ‘]
(i) Suppose X is a randm variiable having the £7110wing dwnsity :

£x) = S, kix o KD -

1+ x
F'r what values of r(r is a pesitive integer) is EJ ¥)T 4.2

For what values of t is E(¢™) (w?

(1i) Frove that as n—) e

‘I+t[g
n

n

1 j D Dy . t 2
(TG‘) (2) 2 ! 2 1 € a‘)-

2 X e dx —) = < dx,

.(21(
0 -
for every real number t.
5. Answer:any one of the following: [10]

(1) Suppose X is a continuous rand’m variablc and Y is inderendent
cf X» Show that X+Y is a continuous randsm variablc.

(11) Let X, 1.1.d. B(1,;-), 1)1 . Define a new random varjable

S by
S =; —xi- .
i=1 2

Show that S converges everywhere. Find the distribution ot S.
ffou can solve this problem immediately if you do the rollowins
calculation:

Consider vaU(O,1). Define a collection of random vactables
{Yye 12 ‘Igby

- 1y . 1061 3
¥1=0 120 (Y(3 , ¥,=0 £ 0K Y (g of 3X ¥ ( 3

1

=1 if 1 1 12 ] 2 op 3
14f 5 (¥ UEES AR KC I F-E S K
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-3

In general, Yi=01r—‘;}1(¥g‘1i,kodd and 1 ( k¢ 2t
5 (ki

=1 1f K1y (E ko evenand 1 ¢ k¢ 2%
24 ‘2t T

Find out the marginal distribution of Y (i ) 1) and show
that they are independent.]

Assignment.

[15]



INDIAN STATISTICAL INSTITUTE
M.Stat.(M-stream) I Year
SEMESTRAL-I EXAMINAT ION
Linear Algebra and Linear Models

Date: 16+11.87 Maximum Marks: 100 Timet 3 hours
Note: Answer a3 many as you can.

1. Let A be an idempotent matr"lx of orden n and rank r such that
A= A‘l + A2 et Ak
where the matrix A1 is of rank vy, for 1 = 1,2<+.ke Show that
k 2 .
Irs= r & Ay = Ay, for i = 1,200k
i1

2. Let A = ((ai:))) be a positive definite matrix of order n ond
B = ((biJ)) be its inverse. Then show that

=0 ford # &

1 L
(a) bii-g_ o with equality if and only if 34

(v) IA[ < 8yq Byn sesrid e : o]

3.(a) Describe standard Gauss-Markoff model ( ¥, X 8, 1),
(b) Obtain least squares estimator for the parameter vector 8.

(¢) Define estimability for a lincar parametric function p'f and
obtain a necessary and sufficient condition for the same.

(d) Show that for an e¢stimable linear parametric function its least
squares estimator is BLUE.

() Show that t'Y is BLUE of a lincar paremetric function if and
only if t belongs to the cclumn space of the design matrix X.
[3+4547+5+45=25 ]
' Define and derive linear regression function of thc variable
xo on the variables x1......xp and multiple correlatisn
coefficient f0_12". p interns of expectations, veriances and

covariances of the variables. [10]

5. In an experiment to study the effect of glass type and phosphcr
type on the brightness of a televisinn tube the following rasults
are obtained. The measured variable is the current in micro
amperes necessary tc produce a certain brightness, the larger
the current, the poorer the tube-soreen characteristics.

Pet.0.
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5, C.ntdesese
Analyse the data and give y:ur crmments

Current (in micr’.n.mperas) neeess ot
Frrduce a certain brightn:ss on the t.ve cere.n

GClass Fhosphor typ» -l
type RY b ol ||
1
1 280 30C 276 |
290 310 285 ;
285 295 240
2 230 260 22C
235 250 225
240 23 230
25

r
6. assignments 3



1967-88 SMm\s

MDA STATISTICAL INSTITUTE
FeState(M-stresm) I Year
FRRIOO ICAL 5UI FLEFENTARY EXAMINAT IOR

Statistical Methods and Inference Ii Estimation
liatet 1011.87 hax{mum Narks: 100 Tiue: 3 hours
Hote: Answer sll questions. Ten merks are reservui
for practicel records and assi:nments.

d+ Select a SRS#OR of size (n-1) from a population of ¥ units.
(s) Select mother unit from the resaining M-n+l units. Let y,

be the valua of a study variable associated with this (last
selected ) unit. Compute expacted value and variance of Yo'

(b) Select a further UR.WIR of size r from the remaining Nen wmits.
Based on this sample of size r, constract unbiased estimators
of pojulation mean and variance, and shov their unbiaseiness.

(1342635
2« For a given budget, discuss gain due to stratification after
deriving nece..ary varisnce formulae. (23)
3. based on n i.1.d. observations from (R(pm,a?), find MR of
e o2, (13)

8. Based on n {.4{.d0. observationa frem Bernoulli distribution,
with @ ez the probability of success, find FLE of & vhen it
is known that @ cen tgke omly three values: 0.25,0.3C,u.73.

(1)

Fractical records und mssignments (10)

LR 4
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INDIAN STATISTICAL INSTITUTE
M.Stat. (M=-stream) 1 Year : 1987-88
PERIODICAL EXAMINATICN
Statistical Methods and Inference 1 - Estination
Date:11.9.1987 Maximum Marks: 100 Time: 3 hours

Note: Answer all juecticns.

I. A population consists of 13 units. Deseribe how you will
select, using a random number table or random numbers
generated by a calculator,

1. a simple random sample of size 2 without replacement,
(]

2. one unit so that the chance of seleccting unit number

i to the chance of selecting unit number j is in *ho
ratio i to §, (i, =1, 2, ..., 13). 3

e

II. A population consists of N units.
(A) (For questions 3-6 and 8). 4 simple raniom sample
is drawn without remlacement.
3. What is the probability that a given unit, say unit
number i, is included ir: the sample ? [2]

4. What is the probzbility that a given pair of units,
say unit numbers i and j, are included in the sample ?

(2]

5. Show that the sample mean is an unbjased estimator
of the population mean. (5]
6. Compute the variance of the sample mean. {87

7. What would be the variance of the sample mean, had
the sample been drawn with replacement ? [3)

8, Suggest an unbiased estimator, based on the sample,
of the variance computed in (6), and show its
unbiasedness. : (6]

9. What would be an unbiased estimator of the variance
of the sample mean, had the sample been drawn with
replacement ? [3]

Contdeaass 2/=



TI.(B)

10.

1.

12.

13.

14,

III. 16.

17.

Iv.

bee:

(For questions 10-15).

The pooulation is stratified into two strzta, stratur

h having N units, Ny + Nj = N. A4 simplc random sample
of ny units are drawn with replacement from stratum 1,
and a simple random sample of n, units are drawn without

replacement from stratur 2;ny +n, = n.
When is the sample mean of the combined szmple unbizszd
for the population mean ? [ :

5

Find a linear combination of the two sample means to got
an unbiased estimator of the population mean; do not
derive but argue why it should be unbiased. (See zlso 10)
(3]
Write the variance of the estimator, as obtained in 11,
of the population mean; do not derive but argue with
results of 6 and 7. '
{4]

Write an unbiased estimator of the variance, obtained
in 12; do not derive but argue with results of 8 and 9.

(e}

If the cost function is C = ¢qng + con,, find optimun
n; and ny to minimize the variance, as written in 12,

for a given cost. [10]

Find an expression for vari~nce, as written in 12, for
Neyman allocation. (3]

A box contains 10 bullets. 4 are selected at random,
without replacement, and fired. 3 bullets were found
to be good and the other was defective. Find the
maximum likelihood estimator of the number of defective
bullets in the box. .
[10]

Based on a random sample of size n from normal distri-
bution with mean 4 and variance 1, find the maximumf
likelihood estimator of U when it is known that A<M < B,

A and B are given constants.
[10]

Practical records and assignments. f10)]
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INDIAN STATISTICAL INSTITUTE
M.Stat.(S) and M.Stat.(M) I Year: 1987-88
PERIODICAL EXAMINATION
Computer Frogramming and Applications
Date: 949.87 Maximum Marks:100 Time: 3 hours

Note: Part-I and Part-II are to be answered in
seperate answer books.

Fart-I
4. Write 2 Fortran expressicn for each of the following @
a
a) l;xay - 3xy + 7y23 v) §*6
e A
F3
c) \ﬁ coj (a—nb)l a) (asp) ( 50

e) each side a,b,c cf 2 triangle should be less than the sum

of the other two sides. 51
Let X = 3.1, Y = 4.6, L = 2 and M = =3. Execute each of the
following segments of a program and find the values of A and J
2t the end of each segment execution.

o

2) J =1 + 3aM b) J = 8.0/M-Y
J = Jew 24Y A = 8/M+3w2
A= X+
c) A=L/Mx= XY d) J = SORT (X » Y)
J = L/{M+X) #Y As=JnY
J = A*N

A = A+ABS(FLOAT(J) 8]
3. Execute the following segment of a program

N.=O

DO 21 I=1,10,1
J =1

DO 2 M=5,1
K=M

2 N=N4+1
21 CONTINUE
what are the values of I,J, N and K at the end of executizn
when
2) D066 contrcl is assumed and
b) DO77 centrel is assumed. [10]

be Give a step by step flow chart to generate a sequence of
nurbers
1,1,2,3,5,8,13,21,34,55
observe that, the terms from 3rd term onwards are equal to
sum of the just previous two terms. [8]
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5. Explain the following:
(a) Explicit and Implicit variable declaration
(b) Three examples of difference between FORTRAN IV and FCRTL . 77
(¢) "Frogramming logic depends on Input data orgunisation". iive_
examples only. L

S. The elements of a 4 x 5 matrix are

7 5.2857 24 14 23282
5.2857 5.0G70 2.9386 10.5714 0527
5.0070 5.0000 0.0700 10.014 L0013
5.0000 5.0000 o] 10 Q

Give suitable FORTRAN statements to input the matrix eleme:nt

velues colunn-wise.Choose a suitable format.

Frerare the data records according to the chosen format.

PART-I1
Note: You can answer any part of any question.
Maximum you can score is 50.

1.(a) Convert base-10 number 123.625 to binary form, stating clz-rly
the alg,orithm(s) used. From the binary form convert to oc+:l amd
hexadecimal form. [5+5+2+2=14]
Assuming a computer with feur decimal place mantissa, add tie
following numbers, first in ascending order (from smallest to
highest) and then in descending order (from highest to smallest).
In doing 8o, round off the partial sums.
Compare your results with correct sum x = 0.107101023 x 10,

r—

(b

0.1580.10° 0.7555.10°
0.2653.10° 0.7889.10°
0.2581.10" 0.7767.10°
0.4288.10" 0.8999.10%
0.6266.10 [b+br3=11

2.a) Let |61|g u for = 1,2... n and nu{ 0.01, then
show that

n
1-mu g1ﬂ1(1 +8,)¢ 1+ 1.01mu

n
Also, ﬂ(1 +81)=1 + 1.01néu for some |9|( 1 [10]
1=
(b) Let Q{x) be the result of computing the value of the polynomizl
n
Bx)=1t o
k=0 ak
by the following algorithm
94 =
gy = £1 (g 4% + g;), for i = n-1, 0-2,.00,0

peteOs
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Frove that
alx) =5 et (2k + 1) Q] gk

=]

where I Ok I (1 for all k and u {s the unit round off for

floating point translation.
Assume that x,2 8; «ve @y ard all intermediate answers arc
’

o
floating point numbers and n { 12 (0.01/u - 1) s,
%.(a) “rite short notes on condition of a function and stability .
of a computational process. 6]

(b) Zvaluate

f(x) =yx1 - x

at x = 12345 with six decimal arithmetic with round off, ucing
the following computational stels :

xo=123ls5
x1=x°+1
Xy =N %
x5=\r)'<°
S B

Ccmpare your results with the actual value
£(12345) = 0.0045000326

Is the process described above is stable ? If, not, explain,
why not. And, in this case, can you suggest anyother stable
process to compute f{x) ? [7+2+2+345=19)

' 884



INDIAN STATISTICAL INSTITUTE
M.Stote (M-stream) I Year: 1987-88

FERIODICAL EXAMINATION
Analysis IB

Nate: 7.9.1287 Maximum Marks: 100 Time: 3 hours

Note: The total marks for this test ig 95,
attempt as ran questions as you can.
There will be 15 marks for home work
assignment znd the mexieum you can score
is 100.

1. Use Taylors formula to express x2 + Xy + y2 in powers of

(x-1) and (y-2).

[1o?
2 Given that
x=w + v‘2 u = t+
and
y = euv v = et o
find §5 od $ at t=o0. 8]

5. Let, f2 R —) R be differentisble in an open set S in
R®. Then at each point x in 3 for which af(x) # 0, the
vector af(x) points in the direction of maximum increase

of f. [10]

no(a) Let £(x,y) =}2—'£ , {x,¥) # (0,0).
- 2yt

Find 1im f(x,y).
(x,y) - (0,0)

(b) Show that f or f: R® —) R® with coordinate functions
Ly, seey £ ond (y1, caey ym) (R", Uun  £f(x) =y,

X=X,
if and only if
m £ (x) =y k=1, «or, m.
xX—) x, (546) = [10]

Peteoa



Sac+ that, f£:(S,d) =) (8,d) ¢s continuous if and only if
£ (u) is open for each open set u in S. -
[10]
Jefire F: RP x " —) R by

Plx,y)=Cx,y)
{a) Find P'(a,b) and DP{a,b), the cacobian rtrix.

{b) if f,gt R—) R" arc differentiable and h: R=—) R
is defined by
n(t) = (£(t), glt)),

show that
h'(a) = ¢ p(a)t, gla) ) + ¢ f(a), Dgla)t )
(Note thet Df{(a) is nx1 motrix, 1t's transposc [Df(a)]t
is a 1xn matrix)
t¢) £: R—) R" is differentizble and |[£(t)ll =1

for all t, show that
pe(eNt, () = 0. (8+€+4) = [20]

For f: R® — R, let 2,f(c) denote the directional

derivative of f at ¢ in the direction u. Let
s = Z(X,y)€ FP: @+ 42 = 1}.
(a) 3how that atgf(g) =t J,flc) for t €£R.

(b) If f is differentiable then 2uf(e) = £1(c)u)

(and in particular D,

ey $02) = £ (e )usv)

£ (cXu) + £ (cXv)
Z"uf(c) + 3vf(c,)- )

(c) Let g: S' =) R be any continuous function satisfying
g(0,1) = g(1,0) = 0 and gl-x) = -g{x).

Define f: FPe) R by

x el xy) x40
f(£)=
0 x =0

Contdessss 3/-



Contde.... Q.No.7.(¢)
Show that f is differentiable at (0,0) implies g is
idantically zero.

{(int: Show that Df(0,0) must be zero by first considerine
(h,k) with h = O and then with k = 0)

~

If g # 0, then show that f possesses directional deriva-
tives at (0,0) in all dircctions, however

Dy £0) 4 5, £(0) + 9 £(0)  for all u,v.

Conclusjon: Fart (b) is not always true.

(3464949) = [27]

.bee:
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I Year
PERIODICAL EXAMINATION

Probability - I

Mavimum Maris=-3) Time: 21}‘.’.‘:.. .
Note: Answer question 5 and three others questions.

Consider Folya's urn scheme. You start with an urn 'containing
b tlack and r red balls, from which one ball is drawn at random,
i1s colour noted and it is then returned alongwith ¢ more balls
of the same c.lour, and the process is repeated. Show by
induction that the probability of a black ball at any trial

2 [13)

ig —

Three players a,b,c take turns at a game according to the

"~

following rules. At the start-a and b play while ¢ is out. The
loser is replaced by c and at the second trial the winner plays
against c while the loser is out. The game continues in this
way until & player wins twice in succession, thus becoming the
winner of the game. Assume that the game is such that at each
trial each of the two players has probasbility 1/2 of winning.
Each of the following two grarhs show the successive winners :

fach node T indiabes Mgk the
gPme hoy tavmiﬁw ‘5

()

Give a samplé space together with the probabil-ity of each

outcome of this random experiment. [13]

Pstvow
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Angwer any two of the following:
One marping is selected at random from all the mappings of
{1‘2. ehey né into itself. Find the probability that exactlv

« of the elements assume value 2.

Two sets A1 and A2 are chosen with replacement from the coll:zct:s.

of a1l subsets of {1,2, ces, N g. Frove that the probability tr.t

A1 and A2 are disjoint equals 3"/0". fHint. First consider

the probability that A, has r elcments and Ay and A, are

disjoint.]

In Fisher's famous example, a lady declares that by tasting

a cur of tea made with milk she can discriminate whcther the milk

or the tea infusion was first added to the cup. To test this

assertion we design the following experiment. We mix & cups of

tca, 4 in one way and 4 in the other, and present them to the

lady for juﬂgemeﬁt. She is informed of what has been done and

asked to taste the 8 cups and then divide the 8 cups into two

sets of 4. Assuming that the lady divides the set of 8 cups

into two sets’bf 4 at random, find the probability that she

makes six or more corrct guesses. [Note that she makes six correct

guesses 1f.and only if she guessés right for 3 cups of each kind]
' [12]

Answer all parts:

(a) Two dice are thrown r times. Show that the probability that

each of the six combinations (1,1), (2,2), .., (6,6) appears

at least once equals

£ (g

(b) 1 the events Ayy e+, A, ere mutually independent and if

E(Ai) = pyy i=1, .eey n, find the probability that none of

the events A,, . A, occurs.

pst.o.
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(c¢) A simplified system for inspection of cortain articles
involves two independent checks. As a result of the k-th
checking (k = 1,2), an article complying with the standard
is rejected with the probability Bk and a defective article
is accepted with the prdbability @ . An article is accepted
when it passes both chocks. Find the probability that a
defactive article is accepted. [14]

5e Consider n independent tosses of a coin with probability of
falling head p. Denote by X the random variable giving the
number of heads in the first (n-1) tosses and by Y the same
for the last (n-1) tosses. Find
(1) the distributions of X and Y
and
(11) X 4Y ) 121

883
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“ERIODICAI, EYAMINATION R
Linear Algebra and Linear Models
31.8.87 Maximum Marks: 4100 Time: 3 hours

llote: Answer as many as you can.

1. Let V=R" and let S be a subge* of V. Then
a) define inner product in V.

b} define Orthogonal compl iment,

s
c) Show that S~ is a subspace whether S is a subspace or n0t.
d) Show that (sl' )2 3 and equality holds if and omly if S is a

subspace.

e) Show that § + SL =V if 5 is a subspace.
£) If S and T are two subsets of V both containing rull vector {,
171
show that (8 + T) = 8§ NT
g) IfS and T are two subspaces of V these show that
.L
(nny - st ot

h) Define Orthogonal projection operator onto the subspace 3
of V. Show that it can be represented by a =zatrix F which

is (i) symmetric (ii) idempotent and (iii) M(®) = S.
[342+2+5+2+4+2+10 = 30]
2. Show that
a) r (AB) = r(B) - dSLM(B)nN(A)}
b) r (4B) + r(BCc) ¢ r(B) + r(aBC) [10+5=15]

3.a) Define rank factorization.

b) Show that r(A+B) = r(A)+r(B) E=M(a)NM(E) = iﬂ@and
M(A NMB' ) = m

[2+€ = 1C!
t.a) Define spectral decomposition of a real symmetric matrix.
b) Define singular value decomposition 6f a real matrix. Derive
it for a matrix A. [5+10 = 15]

p.t.o.
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5. Compute a generalized inverse ci

4 3 2 8
3 04 17
11 1 1 e )

6. Prove or disprove the following staterents.

a)Leta EM (0:1.....11u ). Then a is a unique leriar combination

of ayeeia, & iuf"“uz is independent

u

b) The system of equations iAx = b is consistent for all b (<e=)
mxn
r{A) = m

c) The system of equations A X = b has unique solution whenev.r
mx

it is consistent &) r(A) = n.

1) A 1s full column rank &= there exists a metrix B such that
BA = I.

e) A is full row rank &—= there exists a matrix B such that AC=I.

) MA)SH(I - 4) & A=A

g) r(ABC) = r{AC) if B is non-singular.

h) Every eigen value of a positive definite matrix is positive.

i) Every eigen value 0f a real symmetric matrix is real.

3) Every eigen value of a real skew symmetric matrix is complex
with real part zero.

h) Every eigen value of an idenpotent matrix is either O or1.

k) rank of a triangular matrix = the number of nonzero ciagonal
elements.

1) B is left inverse of A then AB is idempotent

m) T, (') = T, () = =2

) MA) = u(A'" ) = a =4, [15x2 = 30



	001
	002
	003
	004
	005
	006
	007
	008
	009
	010
	011
	012
	013
	014
	015
	016
	017
	018
	019
	020
	021
	022
	023
	024
	025
	026
	027
	028
	029
	030
	031
	032
	033
	034
	035
	036
	037
	038
	039
	040
	041
	042
	043
	044
	045
	046
	047
	048
	049
	050
	051
	052
	053
	054
	055
	056
	057
	058
	059
	060
	061

