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1. State and prove Manotone class Theorcm. [3+13=16]

2. Let (a,&, P) be any probability space end X an absolutely

continuous randcm variable on it with density function h.

Show that if f:IR=» IR is a borel measurable function, then

the random variable f(X) is P-integrable if and only if the

function fh on IR is A-integrable and in that case

B(2(x)) = §1Gn(x)ax. (1]
IR

3.(a) State clearly what 1s meant by the mutual independence of

an arbitrary collectionof random variables.
(b) Prove that random variables X, ,s-.,X. are independent
1
if and only if for every n-tuple Xpoeee X, of real numbers

n n
(N (¢ xi), = = Plx, ¢ x,) [4+13=17]
1=1 1=1

4. Let f be a non-negative real-valued measurable function on

a measure space (¢, n). Consider the product space

(R, RgB, A n).

(a) show that the set A = i(x, w) Rx@ :0¢ x¢ f(m)}
belongs to K.

(b) Find ARep (). [10+10=201]

5.(a) Define what is meant by convergence in probability.

(b) Show that if )gn-P—) X, then for any continuous £:R—IR,
2x,) S(x) [3+13=16]

6. State and prove Kolmogorov's Maximal Inequalitys [3+13=16]
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Note: Answer all the questions.

1. In the questions bolov, %_ )31111)0} is a Markov chain with stationary
transition probabilities. / -

(a) Show that the one-dimcnsional symmatric (i.e., p=%) random
walk on the integers is recurrent.

(b) Suppose x and y arc two commmicating states. Show that
d(x)=dly).

(c) Suppose & is a stationary initial distribution for
ro
{xn: nl)o}. If x is a transient or a null recurrent state,
then show that n(x)=0.

(d) Suppose the transition probability matrix P=((pij)) s
i,jeés

S={O.1,...,n} » 13 of the form pog=p, =1, Pysy,47Ps
p1,1_1=1-p, 121,e04,n=1, where 0{p{1, but pf% .

Find u,=P(X =0 for some n Xg=t), i=1,e04, n-1.
[10+9+11+10=401
2. (a) Let {Nt: t&o; be a Poisson process with parameter a.

Suppose each event (indepcndently of others) is recorded
with probability p, =ud erasced with probability 1-p. Show

that the random variablis {N}:‘): t)ogof the number of

recordedevents constitute a Poisson process with parameter
ap.

(b) state and prove a result regarding existence of various
moments of N(t), {/N(t)ﬂ:)og being a renewal processe.

(c) Consider a rengwal proccss{N(t)i t,)O} with inter-arrival
times X, ,xz,... having density
-x
x e , X0
0 , x0.
N

(1) Compute P(N(t) =n), Nn=0,1,2,s0s.
(i1) Compute M(t) = E(N(t)).

£(x) = ,{

M) _ .
(111) Verify that t];)if: -é—z = &. where u = E(x1). [10+12+18=40

ot
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3. Answer anyone of (a) ana (bv):
(a) Supposc in a socicty, the family name is carried over frou
one generation to th:x nuxt by the male offsprings only.

Consider initiaily a male individual in this scciety. Let 2{1

dennte the number of his male children; thus X,‘ is the
number of male individu:ls who bclong to the first generuting
In general, let ;% denote the nu.ber of male individuals
belonzing to the nth ;eneration cof the fanily started by

the initial male individual, n=1,2,...y thus Xn is the

total number of miale chnildren borm to the male individuals
belonging to the {n-1)-th generation each of whose membirs
independently producss a random nunoer of children (male »r
female), the offspring distribution being{pk:kﬂ 314200 Y
Suppose 2

pk-=apk, K=1,2400=

where a)0, 0{p{1 arc constants. Assume thet each child is

equally likely to bc a male or a female.

(1) Give a sufficivnt condition relating p and a fer the
probability of extinction of the family name to bc non-ml

(1i) Hence, specify a rznge of values for p so that corres-
pondingly the femily name becomes extinct with certainiy.
(v) Let ﬁL){n:n/)O L be a liarkov chain with stationary transition
/

probabilities. Supposrt the transition probability matrix

is of the form Pio=Py s Py

p= ((pij))i,' § 10151 Py, i;o,

)0
Y%
where 0{p.{(41 for i)0.

1 /
(1) Show that :01)0 ¢ is imeducible.
Xm0k s

o
(11) show that the states are recurrent iff 'Eopi = oo,
1

(ii1) Show that when thc states arc recurrent, they are

o 3
positive recurrent iff & [ T (1-pi)) (e [20]
3=0 “J=0




]
1 1991-92 I 558 |
INDIAN STATISTICAL INSTITUTE t—— -t

M.STAT .(M-STREAK) I YEAR:1991-92
SEMESTRAL II EXAMINATION
SAMPLE SURVEYS AMD DZSIGMN OF EXPERIMENTS

Date:8.5.92 Maximum Markst100 Time: 3 Hours

. Maximum Marks:50
Note: Attempt Wu~stion 4 and any two.of the rest.

1. Define an unicluster samnplir design. Show that the
Horvitz-Thompson estimator based on ar unicluster sampling
design with positive inclusiorn probability for each population“
unit is the minimum varia.ce homogeneous linear unbiased estimator
of the population total.Whit are the practical disadvantages of
unicluster designs? . [1€]

2. Consider SRSWOR (N,n) sanpling design. Show that,

(i) the sample mean is an unbiased estimator of the population
mean. Deduce an expression for its variance.

(ii) the sample variance (with divisor (n-1)) is an unbiased
estimator of the populatisn variance (with divisor (N-1)).

(ii1) using (ii), find estimated standard error of the sample
mean in (i). [4+4+6+2=16]
3.(a) “hat is stratified san,lixg"
(b) What is stratificd simplr random sampling?
(¢) Under stratified simple vexdom sampling,

(1) suggest an unbiased =stimate of the populatior proportion.
(i1) provide an expression for estimated standard error of
the estimate in (i) 2+2+(4+8)=16

4« Consider the following data sct arising out of stratificd simple
random sampling without repl..cemunt. Compute the value of an
estimate of the population i.an and its estimated standard crror.
What is the estimuted gain due to stratification over unstratific
SRSWOR sample mean?

Stratum = Stratum Samplo 'Sample Sample s d.
gize size total
1 65 20 98438 2.58
2 75 25 144 .85 3.69
3 60 17 70425 L.28
L 80 27 138.35 3.18
5 120 37 150.27 5.02

4+6+8=18
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Desiji of Experiments

iiaximin Marks:50

Note: Answer gucstion 1 and any 2 of the rest.

1.(a) In a pxp Latin 3quar:> d.sipe, if the observation corresponding
to the i-th row, j-th celwmn and k-th trcatment is missing,
show that this misesins, valuc may be estimated by

1 1 1
p(yi..*'y:j.*'l’..lc) - 2y,,,

Yss
1k (p-2) (p-1)
where y'i y'j , v k indicatu the totals of the available
e 5 7 ede caa
observations of the i-th row, j-th column and k-th treatrent
respectively and y'._. is the grand total of the available
observations.
(b) The effect of 4 differciit component materials (a,b.c,d) on
the strength of plastics produced is being measured. The
following Latin Square dcsign is uscd over 4 day: and with
4 different temperatures. The data on the first day with
material 'a' is missing. Zstimate this missing value. Analyze
the data using this valus and draw conclusions.

Tuaperitures

1 2 3 4
Day
1 a=t b=11 c=12 d=10
2 d=11 a=11 b=13 c=15
3 b=8 c=19 d=12 a=
A c=11 =15 a=8 =9

8+10=18
2+ An experiment is to be corducted to study the cffect of

L factors, each having 2 lcvels. The cxperimenter can run only
8 treatment combinationg under similar conditions at one time.
(a) Assuming that three-facitor and higher order interactions are
negligible, design an efficient experiment, including a suggest.d
number of replications (b) Show the partitioning of the degr.es of
freedem in the analysis of vzriance. (c) Give the expression for
the sum of squarces for any onc main effect and one 2-factor intor?”
ction in terms of the treuticat combinations (d) What is the anowt
of information availablc or the different main effocte and interac”
tions? Jhrly+l=16
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In a 33 experiment, show that if pairs of degrees of freedom

corresponding to interactions X and Y ere confounded with the

blocksythen .80 are the pairs of d.f. corresponding to XY and
2

XY<.

Give a suitable confoindinz scheme for a 33 experiment in
blocks of 3 where you retain full information on all main
effects and partial information on all the 2-factor and
3-factor interactions. For this confounding scheme give the
partitioning of the degrees of freedom in the analysis of
variance. 6+{6+4)=16

In the analysis of covariance, what is the purpose of using
the concomitant variabl 2s?

In the case of one-way classification with a single concomitant
variable, give an appropriate model for the analysis of
covariance, assuming a linear relationship between the resronse
(¥) and the concomitant variable (z).

Obtain an estimate of the linear regression coefficient of
Y on Z. How will you test whether the inclusion of Z in the
above model is justified? L+2+(4+6)=16
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1. A random sample of sizc¢ 1t is available from the distribution
on the positive real numlers with Jdersity

wnere © () 0) is an unknown parameter. Ezamine whether each
of the following functionc of & has an unbiased estimator
wnose variance attains Cramer- Rao lower bound. In case such
an unbiased estimator cxistsy exhibit it explicitly.

(a) (3 + 20)- (2+0)/(6:1)
{v) (4+0)-(3+0)-(2+0)/(6:+1) [8]

N
.

Let X, X, «se, ¥ De iid Dinomial (n,@),0¢ 8¢ 1.

n-1
Obtain the UMVUE of n 6 (1-6) . (Notice that this is the
probability of exactly one success from a binomial (n,8).] [12]
3.(a) Show that an unbiased cstimator T(x) of g(6) has minimum

variance at 9=90 iff covg (1(»), £(x)) = 0 for every
such
zero function f{x)/thut Vo (£(x)), ¢ o

(b) Let Y Nn (X 8, o2I) wiere B ¢ R, ¢) 0 and Xpym 18
~
of rank m((nz. Let B be the least squares estimator of B.
Show that p'B 1s the uniformly minimum variance unbiased
estimator (UMVUE) of 'B.
(c) Consider the seme sei up as in (b). Show that

(Y=XB)' (Y-XB )/(r-m) is the UWUE of o2. [3x5=15 ]

psteo.
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4.(a) Describe either the Lckhiod of scoring or EM alsorithm for
Maximum Likelihood lethol of estimating ceveral parameters.
(b) Use either method o1 scurirg or EN algorithm to compute
Maximum Likelihood estimutes or the gene=frequencies
P, aand r of O,i, nr.d 3 respectively usinz the following
observed phenotykic fre .uencies of blood groups.

phenotyie Irejuency
0 180
A 190
B 62
AB 18 [6+19 =25

5. Let X have the density

fxl o) = o~(x-8)

> ,-N(x(-"o,-oo(e(eo
(1+e-(>:~€)

(a) Show that this family bns MLR
(b) Based on one observation X, find the most powerful size
a test for testing ‘rEG: € = 0 against H1: 6=1. For a=0.2

find the probability of tyre II error.
(c) Show that the test in part (b) is UMP level 2 test for
testing H . © { € acgainst K @ € ) 0. [t+6+2+46=18].
6.(a) Let f{x) bs a unimodul .lencity on vositive real numbers
and let c.f£(::) x?' be 4152 1 unirodel density for some
¢ ) 0. Letx v¥tuc node oi the latter distribution.

Let 0 ( @ ( 1 be a gival: number. Let a and b satisfy
b

(1) &f f{x) dx =1 -«
a

(i1)  £(a).a? = £{b).b2

(111) a ¢ x* ¢ b.

show that 1 -1 ¢ 1.1 for all

v
U, v such that 0 { u { v and j (x)dx = 1-a.
u
contds ees-3/"
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6(b) Lot X, e+, X, Do iid K(G ,02). Obtain the shortest expectcd
length confidence interval, with confidence coefficient

(1-a), of the form

iy 2 .
X vx,2
{ o2t ; ¢a® ¢ + } for
Ual [9“'7-—‘16]

7. In 1000 tosses of a coir 580 heads and 420 tails appear.
On it reasonable to assume that the coin is fair? Justify
your answer. (6]
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Note: Atterpt a2l the questions. Marks for
each qucstion are given in brackets
at the ond of the question.
4. A random sample of size¢ 1t iy available from the distribution
on the positive real nuriers with density
-8
3]
xr ] e
e(e:1)

.
wnere ® () 0) is an unknown parameter. Examine whether each
of the following functionc of © has an unbiased estimator
whose variance attains Cramer- Rao lower bound. In case such
an unbiased estimator existsy exhibit it explicitly.

(a) (3 + 20)- (2+8)/(0+1)
(b) (4+0)-(3+0)-(2+0)/(0+1) 8]

N
.

Let X, X
.

4 «eey X% be iid binomial (n,8), 0°¢ 8 ¢ 1.
’

2

n-1
Obtain the UMUE of n & (1-6) . (lMotice that this is the
probability of exactly one success from a binomial (n,8).] [12]

3.(a) Show that an unbiased cstimator T(x) of g(8) has minimum

variance at 89, iff covg (T(x), £{x)) = O for every
such
zero function f£(x)/that Vg (£(x)) € =

(b) Let ¥ N (% 8, 6°I) where B € RP, ¢?) 0 and Xom 18

~
of rank m({n). Let B be the least squares estimator of B.
A~
Show that p'8 1s the uniformly minimum variance unbiased
estimator (UWUE) of p'8.

(c) Consider the same sc¢t up as in (b). Show that

(-XB)' (Y-XB )/(n-m) is the UWUE of g2. [3x5=15 ]

petsc.



4.(a) Describe either the nctliod of scoring or EM algorithm for
Maximum Likelihood Metiiol of estimating ueveral parameters.
(b) Use either method ol scoring or EM algorithm to compute
Maximum Likelihood estirutes or the gene=-frequencies

P, Qand r of O,i, m.l : respectively using the following
observed phenotylic fro.uencies of blood groups.
phenotwie freauency
o] 120
A 190
B 62
AB 18 [6+19=25
5. Let X have the density
e—(x—G)
f(x|8) = y o x {0 , {0 ( «
2
(1+emCxm@)

(a) Show that this family bas MR
(b) Based on one observation X, find the most pewerful size
a test for testing Hc_: € = 0 against H’l: 6=1. For a=0.2

find the probability of tyre II error.

(c) Show that the test in part (b) is UMP level « test for
testing H : © ¢ O against K 1 6 ) O. [4+6+2+6=18)

6.(a) Let £(x) be a unimodul Jenzity on vositive real numbers
and let c.f{x) x> be also ~ unimodel density for some

¢ ) 0. Let ¥ be tic node of the latter distribution.
Let 0 ¢ @ { 1 be a rivcr: number. Let a and b satisfy
b

(1) /( f(x) dx =1 - @
‘a

(i1)  £(a).a® = £(b).v?

(111) a ¢ x* ¢ b.
1.1 1.
Show that i ¢ a

<1

for all
v
U, v such that 0 { u { v and ( #(x)dx = 1.
u
contd. essdd/"
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6.(b) Let X, ++e, X, bo 31d Mo ,02)+ Obtain the shortest expectod
length confidence interval, with confidence coefficient
(1<¢), of the form

0'2- [9"7’16]

7. In 1000 tosses of a coin 580 heads and 420 tails appear.
On it reasonable to assume that the coin is fair? Justify
your answer. [6]
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1.

Note ¢ This pzper carrics questions worth a total
of 110 points.

Answer as much as you can.
The maximum you can score is 120 points,

Give complete statements of the following (no_proof needod) :
(a) Monotone Class Theorem

(b) Fubini's Theorem

(c) KolmOgorovis maximal inecquality
(d) Lévy Gontinuity Theorem,

: . [4x4=16]
A subset B of IR is called symmctric &f whenever x is in B,
~x also belongs to B,

Denoting by ¥ the collection of all the symmeiric borel
subsets of IR, show that

(a) @ is e o-ficld on IR

(b) a function £ ¢+ IR => IR is (X. ~mcasurable if and only if

f is borel measurabl. and an evan function.
[10+10=20]

3. Let P be a probability on (IR,{}E). )

4.,

(a) 3Show that for any B € 1, the function x> P(B=x) is a
boxcl mcasurable functions
(Hint : For B = (=, a], x ==> P(B-x) is a monotone
function),

(b) Show that Q(B) = J P(B~x) dP(x), for B € B, defines 3

R
probability on eev e (IR,’E ).

(c) Show that if X and Y are indcpendent random variables both
having distribution P, then Q is the distribution of the
random variable Z = X+Y.

[10+10+10=30]

Let X be a standard normal random variable. Consider the

function g(t) = E(cos tk), for t € R,

(a) Show that g is an cverywhera differentiable function and tha
it satisfies the difforential equation ¢’ (t) = =tg(t) for
all t € IR, 2

(b) Deduce that the characteristic function of X is e ét *

[10+6=16]
Peta0Os
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5.(a) Let X, n 2 1 -nd X be random -varishles such that
Ef (X)) => Ef{X) (as n => =) for all oounccd continuous
f ¢ IR => IR. Show that hn conv.rge in distribution to X,

(b) If X » n2l are rancom v-riabi.us such thot X, takes the n

alues %,%,....,Qgi,l acch with probabilisy

the t Xn conveTge in distribution,

%, then show

[10+8=18]
6. Let Xn, n2 1 be a sequence of independent random variables,

and l¢t A be the cvent (l sup X, < mg’.
n

(a) Show that P(n) is cither O or 1,
(b) Show that P(4) equzls 1 if znd only if for seme

(-]
ay, £ P(Xn>a)<=o.
n=1 [10+10=20]

7.(a) Let X, n 21 be a scquence of random variabtles with
P(IX_|$1) =1 for all n. If X L5 X, then show that
P(IX] £1) =1 ond EIXn-XI -> 0.

(b) Show that if X » n 21 and X aro random variabl s such thaf§

I E|4 =X| < &, then X_ S8y,
n=1 n ) n

[10+10=20]
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41+ Consider obs.rvaticns 11 ".",, Yz and Y, satisfving the linsar

243 b

modcl:
¥y = Bty Y3 = 3Pq+B3r2B,res
¥y = By = By tey Ty = Bgral, e,

Here 4 02c3 and 1y, are i.ied rridom variables cach with zero
’ $
mean and variance &2, Jhich of the following linear parametric
functions is/arc EZSTINAGLEY Justify your an-wers
(a) 8,48, (v) 85-8, (c) B,r2B5+4p,
For each of thc e¢stirable pirametric function(s) avove,
obtain the uxpressior focr ELUE in terms of Y1 v, Y3 and ‘{4
r =
and compute the varianc: c:i the BLUE in terms of o"- [25 prints]
Let X X ) ‘{“n be 1.1.d obscrvations with a cormon
IN
density i‘(x) (’I/L;)r oL ; ~(x-8) oy = (o, 8 e
Let 9 A be tl. sarllf meian nndb
1:Lhoou ost;ngt for @ L.
(vith adwquate Just:.flc.t

n,2 be the maximum like-
’

L on thoese observutions. Determine
tic1) the limiting distributions of

of ff?:('én 1-9) and ,,‘ii(én ,=6). Then comput: the asymptotic

’ f X4
relative efficicncy (ARE) 03 the sample mediar compared tc
the maximum likiiibecd —stinate. (Assume that 9 is a
consistent roct of the raxinum likcliheod equatlon) [25 pDin‘ts]
Let Y 's be cbscervations satisfying the linear model des-

crlbcd below.

Yy = ﬁ1+62+e1j 1¢3iém
Y23=B+B3+°”j 1¢435¢n
Y35 = BgtByresy 1434

Herc m,n,p arc three positive integers and the ei,.l' s are i.i.d
N(0,0%) random variablus. Derive cxplicitly the form of the
F-statistic (in terms of th. obscrvations Y, j's) for testing

Hy ¢ ,32=ﬂ3 against HA-B?_;E 63. [20 peints]

p.t.o.



4. Let X

X ,xn b 1-1 d obscrvaticns with a common density
1,72° 1-6
f(x) = {_B(Qf‘l ,2—9)1 2 (1- x) y 04 x,© ¢ 1. Suggest a
n/fi-consistont cstimatc 9 of 6 bascd on thu date such that

,\ﬁz(e -9) 1s Asynpntically normal. Determinc explicitly the
1limiting distribution of ~n(9 ~6) with sufficicent justifi-
cution. [45 points]

Suppocs that Y,'s ar. chservations satisfying
Yi = 3o*p1x1+e1 (i=1 125000 200 ), where X;=1 and
ey ,C2,' *e9Cppeces are i.i.d random variables satisfying
. N
E(e1)=0. Var (e1)=02 ) 0. Lot Bn’,]be the usual least squares
estimate of thu slorc paramcter §, based on (1{,1 X1),
’

N
(Yz,xz)""' (Yn’)%)-lls Bn,q @ consistent cstimate for B 2

Justify your answer. . [15 poirts

]
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Note: Answer any FIVE questions

1. What are the main sourcecs ol demographic data? Discuss the - -
pitfalls of birth and death registrations in India. (5+15)=[20]

2.(a) Describe the varicus errors and biases in the age returns
from a census. Describe iyer's procedure for detecting
digit preferecrices.
(b) Describe a method to evaluate the coverage of vital registra-
tion and estimate ths wnder count. (l;+8+8)=[2('3.l

3. Define rate of natural increase. Derive the exponential model
for population growth. Prove that the population will quadruple
in size at time 1.38/-~ , where » is the growth rate of the
population. What is the balancing equation of the population?
Interpret it. (4e8+h+2+2)=[20]

4. Define crude and standardicsed death rates. In what way are the
standardised rates superior? Explain briefly the differences
between the direct and indirect methods of standardising
death rates. (6+6+8)=f201

5. Define infant mortality ratc. How infant mortality rate differs
from infant death rate? Describe the different methods for
computing the infant mor<ality rate, indicating their merits and -
limitations. (2+6+12)=[20]

6. What do you mean by a life table? Distinguish between 'complute'
and 'abridged' life tables. Describe a method for constructing
an abridged life table. (4+6+10)=[201

7.(a) For a certain life table

1, = x?-50x - 5000
i) What is the ultimate uge in the table?
1i) Find n, q and 10/ -

(v) A maternity hospital delivers 10 new born babies per week)
307 of them leave hospital within a week, 107. of the
remaining one week old babies leave before they are two
weeks old, 207. of the remainder leave before they are
three weeks old, 407. of the remainder before they are fowr
weeks old and the rest leave before they are six weeks old.
How many cots are needed? (16+4)=[201



8. What do you mean by popul ticn projection? Explain the .
component method of population projection. (8+12)=[20]

9. What are the different measurcs of fertility commonly used?
Discuss in details the merits and demerits of the crude birth
rate and general fertility rates. (12+4+8)=[20]
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Note: Answer ull the questions

1. In the questions boiow, ‘L)gq n} o/_& is a Markov chain with
stationary transition pirotubilities.

(a) Suprose the transiticn prcbability matrix P=((pij))
x,j (o)

oi‘i)(n n OZ' is of Hic form pj ;. .7y P1,0717P;, 120 1,2,,_‘
0 ¢ p1<\ y 1 ) 0. Show that the chain is irreducible,

oo
and that it is rccurcent 1ff % (1-p, )=e.
i 1

(b) Suppose the transitisn probability matrix P= ((p ))
,j/‘ c

of i )%:n ; 05 is fucuiotent (l.e. ,p2=?)- Suppose, mor.aver,
that{xn:n) Ol is irreducible. Prove that Psy7Pyy for 111

i and J and that n ) O; is aperiodic.
(c) (1) Conzider a r.;'lar 2r:1 polygon consisting of vertices
T wee, V

Sur-pose that at each point Vk there is a

(c) . .(0) (o) _
where »11 +...+w2r+1_1. Obtain

(1)
Wt
at k by the arithmetic mean of neighbouring masses, i.e.,

ar-1°
nornegative mass

new i.usses by replacing the old mass

D)
o

(1) 1‘w(0) (0)) 2(1((2!,,

wh) 1({1(0) (0) ) wh0)

Worsq /s

(1) _
Y3raq=a

(w(o) (0))
Do this trensfcrmation n times. Determine 1§_m. Wl((“),
n=)wo
if it exists.
(1i) Ssuppose instead wz.- gonsider a regular 2r polygon. Can
we talk of lim. W™’ for an arbitrary initial choice

n-
of ‘H(O) w(o ? Give reasons.
Tysee, 2r
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1. () Suppose the transition probability matrix

2. (a)
(b)

(¢)

(a)

= =g L) i =3 = =
p_((pij))i,jes' 8 19,1, ,Ng, is of the form pyo=pin.=1,

D, 'i-’l:“'i ’Pj?i+‘|=}\i ’ Elii=1_}\i—ui y 1=1,0e., II-1, vhere

1300, A0, Aty Uly 177,000 Ji717 Suppose that the initial

state of the proce.:s 1. K+ Determine the abserption probabie
lity at C. [10+8+12+1C =10 ]
Slow that o Foison proceoss is indeed a lMarkov process.

Consider a P'oisson prmcess{_X(t):t)O%; let S, be the point
of time ot which tre i-ti event occurs. Obtain the conditinnq
distribution of S ..+, 5, given %(t) = n. Hence, obtain
E(s, | x(t)=n), k ¢ n.

Consiler a renewal process N(t)it ) O with inter arrival

times T,,T,,+e¢, wherc E(T1)=u. Prove that

EQUE)) _ 1. 0(1) as t=) e
t t
Cars arrive at & gaw » 2ach car is of random length L havin:
ori with mean % (A ) ¢). The first car
t trne gate. Each succeeding car 1i:aks

exponentiul distribuli

arrivzs and parks a_ain:s

behind the rirevious : it 1 ditance that is random according

to o urifori. disurivution on 33,1]. Consider the number .1

cars Nx thdt arz lincd u within a total distance x of the
E{n_) :

zate. Deterrine nl;u;. —k _[6+12+12+10=1+o]

—_»

3. Answer anycne of (a) and (B):
(a) In a telephone exchsage with N available channels, a

connection {or corvorsation) is realised if the incoming
call finds an idle cnarnely as soon as the courversation is
finished, the charmel being utilized becomes immediately
available for a ncw call. An inceming call is lost if all
channels are busy. Suppose the probability of an incoiing’
call during the irtervul (t,t+h) is Ah+o{h), and the probabi
lity of a comversation cnding during the interval (t,twh) is
uh+o(h). Let X(t) be the number of charnels occupied at time
t. Derive appropriatc differential equationc for the
probabilities p (t)=F(%(t)= k). Also, obtain explicit
expressions for p, (t)'s whenever N is infinite.
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3.(b) A person who owns r umbrellas distributes them between home
and office according +tc the following routine. If it is
raining upon departure from either place, an event that
has probability p, say, then an umbrella is carried to the
other location if available at the location of departure.
If it is not raining, then an umbrella is not carried. Let
Xn denote the number of gvailable umbrellas at whatever
place the person happens to be departing on the nth trip.

(i) Determinc the truusition probability matrix and the
stationary distribution.

(1i) Let 0 ¢ ¢ ¢ 1. How many umbrellas should the person
own so that the probability of getting wet under the
stationary distribution is at most a against a climate(p)?
What number works against all possible climates for the
probability a% [2c
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j

Comp. Techninques and Frogramming

Date: 2.1.1992 ME.‘(imum. Marlis; 100 Time: 315 hoursa

Note: Answer any psrt of any Questions.
FAxiaum you can score is 100.

1.(a) Given a real valued function f(x) and (n+1) distinct point

2.

(v)

(a)

(b)

Xg» Xy eee Xy show that there exists exactly one polynomial
of degree < n whicl: interpoletes f(x) at Xgr Xqs eve Xoo

Prove or disprove the following stntement:

Addition of distinct point will always increase the degree
of the interpolating polyn_omial.

: (1045) = [15]
Convert base=10 nunber 123.625 to binary form, stating
clearly the algorithm(s) used. From the binary form convert
to octal and hexadecimal form.

Assuming a computer with 4 decimal place mantissa, add the
following numbers, first in ascending crder (from smallest
to highest) and then in descending order (from highest to
smallest) . In decing sc, round off the partial sums.

Compare your results with the correct sum 0-107101023x105.

The numbers

0.1580.10° 0.2653.10°
0.2581.10" 0.4288.10"
0.6266.102 0475554102
0.7889.10° 0.7767.10°
0.8999.10" (15411) = [25]

Reduce the following matrix to tridiagonal form using.
Householder transformation

1 -2 4 4
-2 k] 6 6
4 6 6 3
N G 3 6 (151

p.tio.



4.(a) Let A bt a netrix of order n such *hnt

s = QO
all 1

3,440 7 Ciat g
0o, 1=1,2, ..o.ny

"‘i.j =

-2

= By # 0,

1' 21

«ee n-=1

J#1-1, i, i¥ .

Let pr(p) be thie le~ring rrincip-l miror of crder

r of (A-AI).

(1) Show ta~t p (A} = (3. =A) p._4 (M) - 22p (V)

where po(h) =1,

(1i) Prove thnt

_ r=1
X, = (-1) .pr_q(K)/Bz.BB cee R

2, ssan.

«n

where x = (x, Xoy ane xn)' is r eigenvector corres-

ponding to eiz.n valuw N of A.

(b) Find the charzctecistic rolynomi-l cf thi following matrix:

NN

[

]

)

- & DO O

(5+5+5) = [15]

5.(a) Write short nctes < candition numbcr of a function and

stability of a

(b) Evaluate

£(x) = T o %

at x = 12345

computational process.

with six decimal arithmetic with round off-using the

following cemputational steps:

X0
X

):? =

*3

X

12345
xo+1
VY
Vg
}:2 -— X?,

contdeeses 3/-



7.

compare your results with the actual value
(12345) = 0.004500032626 .
Is the process described above is stable ? If nct, explain
why not. And in this case, can ycu sugaest any other stable
process to compute fix) ?
(8+12) = [20]

Define scalar product of two functions. VWhat do you understand
by orthogonal functions ? Explain with examples.

Given Po(x), P1(x). Pz(x), ..« a sequence of orthogonal
polynomials.

Show that Pk(x) is orthogonal to any polynomial of degree < k.
[1o]

Given a function f(x) and two real numbers 2 and b, write a
FORTRAN program to compute the real root, if any, lying between
a and b using method of bisection. Assume that the functional
value f(x) at a point x is given by a FORTRAN Function sub-
program FUN(X). State clearly, all the assumptions you are
making. Give a clear algorithm for the computational steps.

f15]

sbee:
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SEMESTRAL~1 BACKPAPER EXAMINATION

Comp. Techniques and Programming I

Date: 2.1.1992 Mnximum Marks; 100 Time: 3 hours
Note: - o CLpL oo
T U .

Testbook on Frogramming with I-T)RTRAN
may be used. Pocket calculators sre
allowed.

GROUP - A

Notes Answer Qucsticn no.1 and any other
TWO from the rest.

1. Assume that a and b are exact positive numbers. Derive error
bounds on the relative errors of u = 3(ab) and v = ((a+a) + a)b.
WVhich of the two will give better accuracy ? Illustrate with
a = 0.4299, b = 0.6824, using 4-digit floating-pt arithmetic.

(?+2+2+’4) - [1 0 ]

2. Describe, in e fcmm of a flow~chart, the method known as
"Reguip Falsih.

The equation x® = x° + x> + 1 hes a root between 1 and 2. Find
this root correct to 3 Jecimal places by the method of Regula

Falsi. (8412) = [20]

3. The equation x3-2 = 0 can be rewritten as {2) x « x3+x -2
and (b) x =(2+5x=-x")/5. Apply the algorithm X, .4 = g(x,)
to both (2) and (b) with x5 = 1.2. Exrlain the results you

obtain. (6+6+8) = [20]

4. Derive the secant method and obtain its order of convergence. .

(5+14) = [20]

pe.teo.



1.(a)

(v)

sbeey
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GROUP - B

Nate: Answer any THREE aquestions.

Write a progran to ovaluate = polynomi-1
1 -1 N
o X+ oy X7 e ay X gy

for different velues 21 X.

You are not allov:d to use exponentiation.

Virite a program to check whether or not the row sums, column
sums and the two diagonal sums of a3 stuare matrix sre same.

(3+8) = [16]

Given N points (xi,yi), 1i=1,2, «.. %, write » progran to
1ist all the trianglzs which can be fo» =4 by using the N
points.
[15]
Given ~n integor less than 10000, write = program to express
tre num-er in wovrds. (e.z., if the giveon number ie 215 the
sut.ut chould pe ' 0 {iiDRED FIFTEEN ")
[16]

¥Wirite 2 progr-m t> ¥ind the product of two binary integers.
Clearly indicate zn7 assumptions made by you.

[16]
Write a progran to print values of ng, o (1-p)™ 7T in &
tabulor form, for different values of n, r, p, where
5<4n<10, O0<rg<n, p=.‘|(.1).q.
[16]
Neatness {2]
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Economic Statistics

pDate: 28.11.1991 Maximum Marks: 100 Time: 3 hours

1.

4,

Note: Answer ALL the questions.

Describe the ratio-to-moving-average method of determining
moving seasonal indices from a series of monthly figures
where the seasonal pattern has been changing gradually.
(Assume the multiplicative model for the time series).

{25]
Mention different types of equations used for fitting
mathematical trends to observed time series.
How does one choose the appropriate type of equation in
fitting trend to any particular time series. 35
5

The following is a set of prices (in suitable units) for the
given commodities:

rrices

Commodi ty 19%0 1561 1962 1963 1964 1965
A 60 75 0
B 80 60 £y 9%
c 20 30
D 15 15 20 20 25
E 40 40 50 54 52 58

Suppose that commodities A and B fall into one group, commo-
dities C and D into a second, and commodity E represents a
third. It is found that appropriate group weights are 25, 60
and 15 respectively. Compute a weighted Index with 1960 as
base for all the years from 1961 to 1965.

[30]

Practical Note Book. [10]

sbee:
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Note: Answer as many jueations as you can. The
whole paper carries 55 marks but the maxi-
mum you can score is 50. Use serarate ansawer
booklet for each 2roup.

Group A

1.(a) State and prove the modular law about the dimension of the

sum of two subspaces.
[12]

(b) If 5 and T are 3~dimensional subspaces of ].Rh , determine

all the possible values for d(S/iT). Give complete proof.

(5]
2.(a) If ABC = ABD and A{AB) = #(B), prove that BC = BD. 5]
(b) Prove that ?(BB¥) = A(B) for any complex matrix B. (5]

(c) Show that if G, I are two g-inverses of B¥B, where B is a

]
complex matrix, then BGB¥* = BHB™ . (3]

(d) Show that if B is an mxn corplex matrix and xe €%, then

BGB® x is the oriicegonal nrojection of x into Y, (B) where
G is a g-inverse of B*B. (8]

3.(a) Let A be a real symmetric matrix. Assuming the result that

4.

the eigen values of A are real, prove that A is orthogonally
similar to a diagonal matrix. [10}

(b) show that every real n.n.d. matrix can be written as BBT

for some real matrix B. [h]

(c) Show that if the ith diagonal element of an n.n.d. matrix

is 0, the ith row is null. [3]

Assignment. ) [1,]

p.t.o.



Group B _

Correlation and Regressicn

Maximum Marks: 50 Time: 1 %hours

Note, Answ.r ALL the questions.

1.(a) Defin® the correlsation ratic e, .

(b)

2.(a)

(b)

yx
Show that
2 2
rhcegy £ 1.
2 2
Interpret the cases: (1) r° = e}x
and  {ii) »r° < el =1
(2+444) = [10]
Show that

B T2 = T3 T3

2.3 * ";'/———7 S
AN E VAR PE

Co.osider 5 varisbles U Xpy eeey Xg. Suspose that ri:ja r

whenever § # j. Comrute R12{23h5) LN PRI

(6+648) = [20]

3.(a) It is generally true that inclusion of more explanatory

varishles increas?s the value of the multiple correlation
coefficient. Examine the conditions when raising the number
of explanatory variables from two to three does not alter
the value of the multiple correlation coefficient.

(b) For the following data sct, work out the values of the linear

sibees

regression coefficients and the multiple correlation coerfi-
cient of Y on X, X?, X3

Means y X X, X3
10 0.8 1.3 2.1
Di spersion 25 -
Matrix } 13 _: z ]
i 10 -3 (5415) = [20]
10
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Note: Question ''0.6 is compulsory. You can
answer any wart of any other questions.

1.(a) Let £(x5), £{xy), ..., f(x;) be the functional values
corresponding to values X,, X4, s.., X0 of 1ts arguments.

(1) Show that the divided differences of f(x) are
symmetric function of its arguments.

'(11) dlx £f[xg Xy e X, x] = flxqy %4, oo X, X%, x].

(b) Prove or disprove the following statement:

Addition of distinct peint will always increase the degree
of the interpolatinz polynomial.
(8+7+5) = [20]

2.(a) What is meant by the term '"canrcellation'" ? Will cancella-
tion always occur in acddition and subtraction operation ?
Why ? Why is cancelliation not a problem in multiplication
and Aivision ?

(b) Let a, b, ¢ are floating point values. Analyze the error
in computing fl(a+b+c) and discuss your results. Will
your results be true if cancellation occur ?

(c) Give an example which shows that

£f1[f1(a+b) + £f1(c) ] ¥ f1 [ £1(a) + f1(b+c) ]

where a, b, ¢ are real numbers.
(8+1245) = [25]

3.(a) Show how the following are represented intemally in
VAX /VMS system :
(1) 123.624 (41) -123.625 (111) -1024

(iv) 127 (v) ‘'aBcD!
contdecese 2/—



(b) Write short notes on

4,

(1) Compiler (i1) Interpreter (iii) Assembler
(iv) Machine L-.:ruage (v) rrocessor.

(15+10) = ‘[25]

Given a vector W = (W, Wy, ... w“)', find a vector

u and a scalar B such that H.w has

(i) zeros in positions t+1, t+2, ...n
(41) wy, Wy oo wy 4 in pesitions 1, 2, ,.. 1
: n
(4i) * S in tth position, where 52 a ""12
i=t

-
Where H=1-P‘:‘p—'l

Show that H is orthogonal under ejither cnoices of S.

{10]
Using simplex aizorithm solve the following problemg
Minimize 24 + Xy + 3x3 - %y,
Subject o 2y + 3x2 - X3 +X, 2 2
tuc1 +6x2-?x3+2xh=lo
and %y, X,, X3z, X, > 0.
1 2 3 4 [15]
Assignments. [20]
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1.(a)

(b)

2.(a)

(v)
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SEMESTRAL -1 EXAMINATION
Theory and Methods of Statistics I

22.11.199 Maximum Marks: 100 Tinmes 3;‘5 hours

Note: Answer any FOUR ques*ticns. Marks allott€d to
a Question aré indicated in brackets [ | at
the erd. Practical Records and Assignments
carry 20 marks. Submit all your records and
assignments by 30.11.1991.

State and prove a result on the percentage of observations
lying within X + ks, where X is the sample mean, s is the
sample standard deviation and k is a positive constant.
Explain the significance of this result and discuss one use.

(7+3). = [10]

Define moments and Pearson's coefficients by and b2. Prove
that b, > by and by - by -1 > 0. Discuss one use of these

. inequalities.

(2+6+2) = [10)

Let F(t) denote tn¢ probability that a structure fails by
time t, and let AM(t) A (t) + 0( A t) be the conditional
probability of failure in a small interval of time At,
given that it has survived upto time t. Show that F(t) is
then necessarily oi the form given by:

1 - F(t) o exp[-sAN(t)at].
What is the model called when A(t) = A, independent of t ?
Obtain the pdf and cdf of this model, and show that it
" lacks memory' in the sense that
PT < ¢, st|T >t ] =p[Tgt],
independent of to' Explain the significance of this result.
(6+8) = [14]

If this distribution is truncated from above atc, then
show that the mean of the trunceted distribution is given

~\C
by [Mean of the untruncated distribution] -c [e—w].
1-¢
(6]

p.teo.
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(v)

&o(n)

(v)

5.(a)

(v)

-2 -

Let Xiy X5 veny X, follow 8 k-class multinomisl di stri-
bution with the parameturs n and py, pyy «eey Py Where

rp >0 s py = 1. Obtz=in the conditional distribution

of
cen, civan X b4 X, =% cesy X

X_.L1. x121 [} (ir’ -2v:n 31 = 31' 32 320 1] Js-x‘js
where 1 511 #jz* ...*ir* 31 * 32* cee & jS'Sk’ r and
s being posirtive inwgers such that r+s < k.
Let time-to-failure cf n syster follow n exponentinl model
with parameter a . Define X = ilc. of such failures in a
given time interv-l {0,T). Obtain the distribution of X
and all its first four moments.

(8+12) = [20]

Let X hitve Wie Le bty JISLelbullua wlly parsme W s moana n.
Prove that

Plt <pl = PlY 2nj,
where Y has the binori=1 distribution with pzremeters m+n-1

andp 3 0 <p <1,

Suppose the pmf f{x) satisfics the rclation,

f(x+1) _ @ + Bx .

x=0,1, 2, ..,
£(x) X +1 o '

where @ and B 2re constwnts. rFind the mode of X, E(X),
V(%) and El X - E(4)! in terms of a and B.

(8+12) = [20]

Describe stratified random samuling. Show that for strati-
fied simple random sampling an optimum allocation for n, is
given by

n, < N 5 W6,

where the symbols have their usual sienificance. Obtain
also the expression for the constant of proportionality in
terms of Ny, S5, ¢, 2nd given V or c.

Prove that V <V v and interpret the result.

opt prop < ran’

(10410) = [20]

p.t.o.



6.(a) Define the maximum likelihood estimator (MLE) amd state
some of its important properties known to you.

Suppose X has uniform distribution in the interval [0, a].
Obtain MLE of &, and show that it is a biased but consistent

estimator of a.
(b) Obtain a 100(1 - «)’/ confidence interval for o.
(12+48) = [20]

sbee,
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Note: Answer FIVE questions.

1. For each of the following statements, either give a proof
or provide a counter example:

(a) In a metric space if {An} 18 & sequence of closed sets

such that %1-1‘5%' n=1 2, ..., then nf-g %is

nonemp ty .

(b) In a metric space (X,d) 1f £:X —> X is a function such

that da(£(x), £(y)) < 32- d(x,y) for all x, y €X, then for
any X € X, the sequence x, f(x), f£(f(x)), ... is Cauchy.

(¢) If f is a continuous function: (X,d) —>(Y,P) then £ (c)

is closed in X whenever C is closed in Y.

(d) If £ is a continuous function: (X,d) —> (Y, ?) then £(U)

2.(a)

()

(c)

3.(a)

is open in Y wrenever U is open in X.
(5x4) = [20]

Show that an absolutely convergent series Ean of complex
nos. is convergent.

Prove that if Eanzn is convergent at z = 2, then I:e,nzn
converges uniformly on Izl < Izol.

Prove that £(x) = I —3—31" X is a differentiable function
a - 8 a ntial
n-1 n
on R. (6+6+48) = [20]

Define f on Ill’t3 by
£(x, vy, yp) = x2y1'+ e® + Yo -

Show that there exists a differentiable function g in some
neighbourhood V of (1, -1) in r® such that g(1, -1) = 0 end

contdeeses 2/-
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1
o

(g (Y1|y2) ' Y9 yZ)
for all (yq,¥5) ¢ Y.

(b) Find Dy g(1,~-1).

(¢) What are the volues cf k for winich g is a Ck-nmction ?

(7+7+€) = (20}

4, For a piecewise differentiable path ‘a> lying in an open
set () € R?, define
/,Fdx + Qdy
b4
where P and Q are continuous functions on O , in the

usual way.

(a) Show that if / Fdx + tdy depend only on the endooints of
72 , then there exists f on L s.t.%‘
T ox

[assume £2 to be pa*h-connected]

(b) 3now thot if 2 is ar analytic function on the open set
) € ¢ andif
s g(z) dz
of

depends on on the end points of ‘j' , then there exists an
analytic function G on £ such that F'(z) = g(z) for all

Z € Q .
(10+10) = [20]

5.(a) Let {L be an open subset of R and (u,v) : Y > 1R? be
differentiable (in the real sense). Show that if (u,v)
satisfies the Cauchy Riemann equations, then f = u +iv is
an analytic function on {L (regarded as a subset of €&

(b) Let L) ve an open subset of € and f an analytic function
on ) such that £'(z) # O for each z € 7). Prove that
) i i .
£( ) is open in € (10410) = [20)

6.(a) Prove that if f is an analytic function on () € € and, for
some k > 0, .f(k)(zo) # 0, then there exists a neighbourhood

V of z, such thatf(z),éonstandz#zo.
(b) Compute ;X
- <X2 . h)z

ibees —_——

. (10+10) = [20]
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' Frobability Theory IM
Date: 18.11.1991 Maximum Marks: 100 Time: 3 hours

Note: Answer any THREE questions from Group A
and any TWO from Group B.

GROUP_A (3x16) = [48]

1. Let X;, X5, ++sy X be i.i.d. N(i, 0°) variables. Find the
joint density of

n n
=l x aa -l :5(x-%)2
n i=1 n-1 1=1
and show that they are independent.
Also show that X; -X and X are independent.

2. (1) State and prove Chebyshev's inequality.

(11) If X follows Poisson distribution with parameter A,
show that
1

Ay 4
P(X<5)<5 and p(x:zx)_g}‘.

(111) If X is a positive random variable such that both
A

' E(x) and E(-) exist, show that n.( z) 2
B0

3. Let X, X5, +esy X, be f.i.d. random variables with common

density f and d.f. F and x(1) < ees £ x(n) be the corres-

ponding order statistics. Assume that f is continuous and

equal to F'.
(1) Find the densities of x(1) and x(n).

(11) Take £(x) -{ AEN  irx>o0

o, ifx<0.
Find the densities of X(1) and X(n). Find the Jjoint

density of x(1), X(Z) 7){(1), ey X(n) -X(n_1) and show
that they are independent. Find E(x(k)), K=1,2,.00,n.
p.teo.



4. (1) Define & random variable, density function of a continuous
random variable and conditional expcectation of a ramdom
variable given another randon variable.

(ii) Let X and Y be twe randor variables such that
E(YIX = x) = m(x) exists for all x. Show that

E(Y - g(X))? > E(Y -m(x))? for any function g.

(i1i) Suppese that ¥ is a randon variahle with finite mean ©.

Let X be ancther random varisble and ¢1(Z) = E(\'lx) be well
de fined.

Show that E §(x) =0
and V[p(x)] < v(Y).

5. (i) Let Y;'s be independent and Y~ Cozmma (a; , M),

i =1, 2, ..., K¥1. Show that the random variables
Y.
% = ﬁ. i=1,2, ., K
SeY.
N j:'\,.l

Jrintly follow the Dirichlet distribution.
[ ] )

(1i) Supnosc taat Ky, )’.2, ceny )(10\,, [)10(-:-,1, v Y08 aﬁ).
Bat 2y =3y 4 Lyy Zy = Ls + X,y 2y = X5 .

Show st (24, Z;, Z3) ~ Dy(ay+a,, A4, g5 Gg+ oo +d44)
GROUP B (2x12) = [28)

1. Let T, and T, be two random variables and @ 2 re¢al number
sucn that

P(1Ty-01 > t] < PlIT,=-01> t] for all t.
Show that E P(ITy -01) < E p(1T,-861)
for any strictly increasing function P(.) [e.g., P(x) = x2].

2. Let X be a continuous random variable having distribution
function F. Show that Y = F(X) has U(0, 1) distribution.

1.

[Hint: Defire F'{y) = inf 'i’x; F(x) 2y



3. Let Xy, Xoy +eep X, be iui.d. N(u, 0%) variables. Show
that (%, - X, X;-%, ..., X 5 - X) and X are independent.

ASSIGMMENTS 28]

:bee:



	001
	002
	003
	004
	005
	006
	007
	008
	009
	010
	011
	012
	013
	014
	015
	016
	017
	018
	019
	020
	021
	022
	023
	024
	025
	026
	027
	028
	029
	030
	031
	032
	033
	034
	035
	036
	037
	038
	039

