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Note: Ansvier all the questions.

1. Let X x1m1and Xyq eee x2m,, be two independent samples

oI size m, and m, respectively from a 11 ,02) population.
o .
. 2 1 -2 2 m, 2
Define s, = ¥ (x,.-% ) /(m -1) and 5, = 3£3(x_,-% -
17 40 T 1 2 ® E1%s7%) /(ny-1)

m
- 2
where X, = I x,;/m = 1 x,./
*4 g2 1M * Juq 23 o,.
20 2 )
Then show that s / s has a F distribution with (m1-1 ,m’-'])
1 2 -

d.f. and derive the corresponding density function.

i 2 2
Hint: express s/ s 1in terms of two independent gamma
1 2
variables ] - hsl

Let X(4)<++ X(5) 0& the order siatistics based on an iid

N
.

sample of size n from U (0,1) distribution. Derive the
density function of the order statistics and show that it
is uniformly distributed cver the region E = {(x,]-. .xn) :

0L xy & ven X, L0 - bs]

—

3na)Show that countable union of negligible sets is ncgligivle.

b)For every fixed n, let Xyeeo¥y <_jenote the number of elements
in a multinomial .distribution with k cells X, *eetx = n. Let
n be a poisson (A) variable. Then shov that Xyeee, are
independently distributed. Are these independent vhen n is
fixed?

¢)Lot there be (N+1) urns cach containing N balls. Urn number
k contains k red and (N-k) white balls, (k=0, 1,2,...N). an
urn is chosen at random and n balls are dravn with replacement
from it. Find the probability that (n+4)th draw is a red ball
given that the previous balls drawn were red. B+3+5 = 11]

4. Explain how hypergeometric distribution can be used in a
catch - recatch method to estimate the number of unknown
fishes in a lake. fo]

pete0.



Let 3(,) = min ° x1,...xn‘,
and X(n) = max ' ‘X1""Xn".'

where N, X, X are iid J(0,1) variables.

Find P* X(,y ) a, () ¢ b Jwhere 6 ¢ a b C 1.

Hence, o1 otherwisa show that tiw veristlics n .\'(1) and
n {1 - X(r.)) are aswmptetically indspen.ant.

Hint: compute i:_:.;.w?ﬁu gy 2 C TSy ) alle

A group G 2ii bovs ard 20! giris is diviiled in% tws cquzl
groups. Find the p1.bability © the! ewch group ¢ill be
equally divided into boys and girls. Lstimate p using
Stirling's formila.

A man is given n keys of which only cne fits his door.

He tries thenm successively (seu:pling without replacenent).
This procedure may require 1,?, ...n trials. Show that
each of these outcome has probability 1/ .

Explain the foliowing terms.

1) Bose-Einstein Statistics.

2) iiultivariste rormal distribution.
3} vLLN.

Let X,,X, be iid U(0,1) variable. Find the density

of X1+3(2.

fio]
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Note: a) Give complete answers. You must gtate
any thoorem (proved in the class) that
u use.
b) The paper carries 117 marks. You may
answer as many questions as you wish.
Maximun score 100.

1.(a) Show that every open cover of [a,b)] admits a finite suba-
cover. .
(b) If £: R~ P,1] 1s uniformly covergent and g: P,1]- R

~0 !nuous then show that gof is uniformly corxv\.rgcnt. [10+7]

2.(a) Find the upper and lower limits of the sequence 2 X ‘ '
defined by - ’

= = n- = 1 .
Xp =01 Xon =52 oneq T3 %om
{b) Test for the convergence of the series
T P ( '1T - ‘_1—)
Jn-1 In
where p is a real number.
(¢c) Determine the set of all complex numbers z for which

 (2%/n') 2° is convergent. 7471

3.(a) In each of the following cases, determine the intervals
in which the function f is increasing or decreasing and
£ind the maxima and minima (if any)

1) £(x) = 20 - 3% + 6x - 10
11) £2(x) = 3% - 42 - 3652 - 1
(bdLet £2: (0,1) > R be a map s.t £'{x) exists for all

x #1/2 and 1im £'(x) exists. If £ differentiable at 1b?
X1)‘\/2

Justify your answer. K747)+7]

p.teoe
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4.(a) Show that the power series : L‘anzn 1s contimious on its

(v)

5.(a)

(v)

6.(3)
(v)

disc of convergence.

Let £ = u + iv be a non-constant map from § to ¢ sux
that u+v is.a constant. Can f be holomorphic? Justify
your answers = . RS fo+7

It SZ R" 13 open, £ : S &R has all the first

order partial derivatives on S and these are contimious
at some X £ S then show that f is differentiable at R.

If £, ¢+ =) IR are differentiable at X then show that
so is f.g. ' [10_,,7

State Inverse function and Implicite:hmction Thenrems.
Deduce the implicit function theorem from the inverse
function theorem. [+10
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Note: The questions carry 110 marks. Maximum

you can score is 100. Answer as much as
you cane

1. Virite short notes on any t‘nrer:_: (about 150 words)

a) Indexed sequential file organisation

b) Computer storage arca

¢) Quale data structure

d) Linked list , B3x5=15]
2.(a) Derive Newton's formula for forward interpolation.

(b) Find log,u* from the following table:

log 3.141 == 0.4970679364
log 3.142 = 0.4975061807

log 3.143 = 0.4973443810
log 3.144 = 0.497u825374
log 3.145 = 0.4976206498
Assume % = 3.1415926536 B+12=20]

3.(a) Describe Newton-Raphson method for finding real root of
an equation f{x)=0. Give the geometric interpretation of it.
(b) Find the real root of
3x - cosx =1 =0,
by Newton-Raphson method. lio+5=15]

4.(a) Given a new term X (x being the information part), wvrite

an algorithm that inserts X into a single-~link linear list
so that it preserves the ordering of the terms in incresing
order of their information (INFO) fields. Clearly describe
your symbols, notations and steps.

(b) Given X and FRST, pointer variables whose values derote
the address of a node in a single-link linear list and the
address of the first node in the list, respectively, write
down an algorithm to delete the node addressed by X. Clearly
describe your symbols, notations ard steps.

(c) Give a suitable scheme for representing a polynomial by a
single-1ink linear 1ist. Explain your scheme with an
example. [10+10+5=25]

p.t.o.
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5.(a) Derive Simpson's %m rulé for integration
5.2
(b) Compute the value of f 1lnx dx by thc above rules
&4
Divide tnc intervai of integration into six equal parts each
oi width = 0.2.
(c¢) write down the aljoritinm for Monte Carlo technigue for
single variaole integration.
(a) Write/a complute FORTRAN ;rogram for tee alzorithm in ()
above. [7*8'1' 5+45=35 ]

—— e e
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Note: Answer any FIVE questions. All questions
carry equal marks.

. ]
1.(a) Let X —~ Bin{?s, 5). Show that if t represents the mode
of X, then
(2s=1) x (P°8~3) v.vee x 2x 1
25%x(28-?) ve...ox b x 2

P(X = t)

(b) X is a random variable for which the rth factorial moment
defined by E[X(X=1)(X=2) «ivee (X=r +1)] =
r=1,2, % . ..., where 9 is a pésitive constant.

Find the moment generating function of X. What is the

distribution of X ? Justify your angwer.

(¢) For the random variable X in (b), show that the mean deviatior
about the mean is 26 © o[01*1/[0]t pere [6) indicates the
largest integer < 6. Use Stirling's approximation to show

; mean deviation 2 _
that in this case IS JTUSRAT > VE as e —> =

Give your comments.
: (6+7+7) = [?0]

2.(a) Let X be a random variable with distribution function

=1 .
F(x) o+ exp(-(x-)/8) , 2> 0.
Defining Y = (X - a)/B, show that

EQYIT) = 2 e+ -27=y e (r), r>n
= 2 ez (=¥ 5T, rso,
where € (r) = ¢ 3°F is Riemenn zeta function of order r.
J=1 )

Hence find the mean deviatien of X about its mean and variance
of X. Also find gy and By coei‘flcients of X.

[You can assume 2(2) = n /6 and J(s) = nh/9o].

contdesees 2/



(b)

Z.(a)

(b)

(c)

4.(a)

(p)

Sonsider the random variable X with p.d.f.

f(x) = b exp[-b(x-a)], a <X <
= 0, otherwise,
where b > 0.

Find’ the median of X.
Suppose X is a non-negative random variable whose rean exists.
Then show that

o

E(X) = 4 [1-F(x))dx.
o
(10+545) = [20]

Show that the moments for the two dénsities of 2 positive
random variable X, viz.,

-1/2 x—‘l

() exp(-(log L) ]

(1) py(x)

and  (ii) py(x) = py(x) [1+ a sin(2n logx) 1, -1 < a <1

are the same.

Suggest a distribution which has no moment of any positive
order existing i.e., for which, for every real r > 0, E(x')
does not exist.

. : < ? s
Find the moment 2enerating function of 4" with n d.f.
Considerinz approzrizte series expensions find Y] values

. 2\1/3 .
for (i) “2)1/2 wnc (ii) ()(/')1/', correct to order 1/\/n .
Comment on the relative rates of approaches to normality

for the variables, )(?' , ()(2)1’/?' and ()(2)1/3.
(5+5+10) = [20]

yq and y, are independently identically distributed random
variables, each following a X2 distribution with n d.f.

Ya -y
Show that —{-L.—1—__3—' follows a t distribution with n d.f.

Y1 Y2
X, ~ G(a,pi), i=1,2, ...n. X/'s are independent.
Find the joint distribution of

X4
¥y = i=2,3 +¢en

X1+X',+...+Xi'

X1+X2+...+)(n.

and S

contde..oa 27



(c)

5.(a)

(v)

6.(a)

(v)

(c)

sbhee:

Let X ~ B{a,b) and Y ~ B(c,d). X and Y are independent.
Find the distribution of XY when a = ¢ +d.

(7+7+6) = [20]

Let Xy ~ N(ﬁi ,1), 1 =1, 2, «...n. X{'s are independent.

2

n
Find the distribution of Y = .1:1 Xi‘ .

If xi's(.t =1, 2, ... n) constitute a random sample from
N(K, 02), show that

(1) % and s? are independently distributed.
(10) /2 (g =D/ - FBp 4y -7} /in-2)

follows a t distribution with df = n-2.

(10+10) = [20]

What is a Hermite polynomial of degree n ? If Hn(x) is a
Hermite polynomial of degree n, then prove that

(1) DH(x) =n H 4 (x), n >1

and (ii) T Hy(x) Hp(x) #(x)dx =0, if m+*n
- m},1if m =n,

where @#(x) = (?.n)"1 /2 ex (—x?'/2) .

let X be a standardized random variable with p.d.f. f(x),
—® X ¢C®,

-]
Assuming f(x) = ¢ ey ¢i(x). derive Ed-:eworth's foru of
i=0

Type A series, viz.,
k,0* K, D
f(x) = exp[- 4 e—

oy o + aeses ] B(x), where K, is

the cumulant of order n of X.

Let t follow t distribution with n d.f. Find Edgeworth
expansion form for the distribution function of t correct
to order 1/n.

(7+6+7) = [20]



(5957 1550

INDIAN STATISTICAL INSTITUTE
M.STAT.(M-Stream) I YLAR 1993-9a
SEMESTRAL-I EXAMINA
LINEAR AL(:EBRA

Date: 24411.93 Maximum Marks:S50 Time:13 hours

Note: Answer any two questions. Marks
allotted to each question are
given within parentheses.
4.(a) Define similarity of matrices. Show that similar ratrices
have the same determinant, same characteristic eciaxtion
and sume characteristic roots. Do they have the s:::e charac-
teristic vectors®

(b) Show that the following matrix A is similar to = 4diagonal
matrix D ’ ;

{3 -5 -4
A = }--5 -6 -5j .
-4 L. =5 3 (10+15)= b5 1]
2.{a) Find a basis for the row space, a basis for the ~>lumn
space and the rank of the matrix A where

1 =3 2 2 1

A= [0 3 [ o =2 .
2 -3 -2 4 4
3 =3 6 6 3

5 =3 10 10 5
2.(b) Also find a conditional inverse A* of the matrix A.
+*
Obtain the characteristic roots of the matrix (I - AA ).

{10+15)=[25]
3.(a) 1t s g1
£ = 1 2 , show that
LY Lo
e Lo -1 .
PEL = 0Tqql e 12gp = By By Egp
where 1:11 is non-singular.
(b) Show that -
(1+MN) = I-M(I+NMN
(¢) Show that
1T -1 = I~ 0NMI. (8+15+5) = b5]

peteoe
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4o Find a rezl nen-sirgelar linecar transformation that reduces
the quadratic forms
6x2+3 2+1 2+b X+ I8 X, X, +4X,
133 P hxg A, X5 2 18 X5 X TAX X,y
2x2r5:Gs2xgx +bxy X,
siml taneously to the forms
§2 + -?2 +f2'
.2 2 2
}\:” + 1 7[ +) M

ks1

respectively, where A, p and ) are constants.
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nl=

EITHER
1. let (Xi, Yij)" J=1,2, eeey n;, 1=1,2, ..., k be
n=amng +ny+ e Ny pairs of observations. Let

ny

¥.= =® Y

4 & 13.'. 1=1,2, ..., k.

(a) Express the correlation coefficient using the n pairs of
observations (X; , Yij) in a simplified form.

(b) Express the correlation coefficient using the n s airs of
observations (71 , Yij) in a simplified-form; show that it
is always non-negative. o
(¢) Show that
O AL )2
£ % (Y,.-Y, > £ I (Y,, - a=DbX
i=1 j=1 = e T 13 1

for any a and b.

(d) Hence, or otherwise, ' stablish an inequality between the
correlation coefficients computed in (a) and (b).
(L+5+2+6) = [18]
OR
2. Show that

Tip = Mz Tox

(a) !:1 2.2 =

V (1-r3)(1 -rzz_,)

2 2 2 2
(B 1Ry p L = (1) Oryn p) wevee (oryp . 5o1)
(Symbols have their usual meanings.)
(9+9) = [18]
EITHER

3. Define rank correlation. Derive an expression for the
Spearman's rank correlation coefficient when ranks aie not
d.

tie [12]

contd....s 2/-



OR
4.

EITHER

Let (Xyq s Xogs »oes Xpa), a=1,2, «.., n be n observationg
on (X, X5y eesy Xp). Also let

2

n
EE‘I\:

n -
s -a - Xoy= coa= — )y >
o e B12.3...p X2 Bip.2..p7 ) 2 5,
for any @, B4y o2, . . ToTTH..op, i =2, ..., p, where
Big = Xg = a=D100%,, pXoa = 00 = Prpaip0 "Xl

Tompute the correlation coefficient using the n pairs (xm , l:‘.1 q)
a=1,2, «vs, n, and state the use of this correlaticn.

(12)

5.(a) The correlation coefficient between the heights ¢ father and

his eldest son was observed to be 0.14 on the basis of a sample
of size 28. Test if the heights are significantly correlated.

(b) In an attempt to fit the linear regression equaticn

Y == + X

on the basis of 16 pairs of observations (X,Y) fron a bivariate
normal population, the following statistics were computed.

Sample means : X =233, ¥=0.75
Sample variances Sx.x = 4.10, Syy = 2,20
Sample covariance : S, = 2.85.

Xy
Construct a % /. zonfidence interval for B.

(8:12) = [20]

The following matrix was obtained from the sample vaiiance -
covariance matrix of (X,, X,, X, X4) by the method of pivotal -
condensation. The entries in the parentheses on the diagonal
and below the diagonal are the latest elements in thz sweep-out
process.

Xa X2 Xy %
Xy : 1(0.50) 2.00 .85 -x1.12
Xy | 0(1.00) 1(0.18) .00 -5 .54
xL ’ 0(1.92)  0(0.5%) 1(0.045) 10.80
Xy | 0(-15.56) 0(-0.97) 0(0.49) | 1(3.28)

contd..... 3/-



The sample variance of X1 was computed to be 496.23.
(a) Write the values of the following directly (from the figures
given above)s

Spar Pazs Byzos by o
(b) Compute the values of the following i

2
Ry,osy 0 Praons Tiy,.0%
(2x b+>+3+6) = [20]
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Note: Attempt all questions.

1.(1i) Show that Laspeyres' and Paasche's Price index nuabers
can be obtalned by the method of averaging pricc relatives

as well as by the aggregative method. State with reasons
one advantagec of the Laspeyres' index over the --asche's

index in czse revisions of an index number are t. be made

from year to year. f0]
(i1) Show th.t Laspeyres' formula has an upward bias. [10]
(iii) Using Fisher's 'ideal' formula, calculate the o ntity
index number from the following data
Commo-  Base year Base yecor Current year Current year
aity rrice (Rs.) Quantity(Kg.) Price (Rz.) & mtity{Kg.)
A 5 5C 10 56
B 3 100 4 120
[of L 60 6 60
D 11 30 b 24
E 7 4e 10 36 (10 ]
2.(i) Discuss how you will Acternine trend in a2 time s:ries
by fitting =~ Pelynemial of a suitable degree. [10]
(1) Fit a straight line trerd i the following datc ind show
how you would obt.in the munthly trand values [~m the
trend line fitted to the yenrly values, and obt.in the
trend values for December 1950 and August 1949.
Year 1946 1947 4948 1949 1950 1951 195> 1953 1954
varage .
onthly 6.3 7.4 9.3 7.4 8.3 0.6 9.0 8.7 7.9
rofits
piliion hs ]
3.(1) Describe the ratio to moving szverage method of leter-
mining seasonal indices from a series of quarterly
figures assuming the multiplicative model for tine
series. [17.]

RERTLT
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3.(11) Conpute the avercye scnsen d novererts by the r wiod of
quarterly average for th: folicwing series of ¢! -orva-
tiorns.

Total M ustion 55§y er (thousand tons)

Jdurters
Year I . 11 I1L v
1951 37 38 37 ¥
1952 41 34 25 31
1953 35 %7 35 4 bi3]

4. Write short notes ont
1) Chcir b.se method of cunstruction of index numbere.

i1) JAgricultural siitistics in India. bl

e e e e
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Note: Tne questions carry 110 marks. Maximum
you can score is 100. Answer as much as
you can.
1. Write short notes on the following:
(a) File organisation
(b) Computer memory
(c) stack
(d) Queue [uxs5=20]
Define absolute and relative errors in computation.
Let N=f(u 4ot re e ) denote any function of several indepen-~
dent quartities Uy gl ge sy,
. vwhich are subject to errors Du,l ,412,...,1\1,“

N
.

respect:.vely. Derive the general form of absolute .r.d relative

errors in N. What will be the general ferm of errors if N is

K.am.bn-cp
drer

of the form N » K= constant. Apply this result to

the fundamental arithmatic operation like addition, subtraction,
multiplication and division. . bo]

3.(a) Derive Lagrange's interpolation formla.

(b) The following table gies certain values of x znd corres-
pondling values of log“’;. Compute the value of l0g323.5.

X 321.0 | 322.8 324.2 325.0

log, 5 | 2.50651 | 2.50893 | 2.51081 2.51188 [10+10=20 ]

4.(a) Describe Newton-Raphson method for finding real not of an
equation £f(x)=0. Give the geometric interpretatior of it.

(b) Using above metriod find the real root of
¥+5 sin x = 0. [0+5=15]

5. Write down the procedures for insertions and deletions in a
doubley linked linear list. Write clearly all your symbols,
notations and steps. [r0+10=201

p.t.o.
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6. A mamufacturing firm produces two machine parts using lathes,
milling machines and grinding machines. The different machining
times '‘required for each part, "the machindirig times available on
different machines and the profit on each machine part are give
in the following table. '

Machining time Maximur: time -
Type of required for the available per week{my
machine machine pert{iin.)
I IX
La)hes 10 5 2500
Milling machines &4 . 10 2000
Grinding machines 1 1.5 450
Profit per unit Rs50 Rs.100 N

- We have to determine the number of parts I and I to be
mamifactured per week to maximize the profit.

Formulate the above problem as a linear programming problem
and solve it graphically. e
7.(a) Draw a flow-chart for solving a quadratic equation.

(b) Write a compléte FORTRAN program for the problem in (a)
above. 5+10=15
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Nule : Tlis paper carries questions worth a total of 140 points. Marks for each

question are given on the right margin. Answer as mueh as you can.

The waxitmmn you ¢ an seore is 120 points,

1. {a) State Monotone Class Theorem.

(*yLet 0=(01], A=Borl 3 fiell on Q and P = Lebesgue measure on 9.
Cunsider the funetion f on @ defined as f(2) = — log r and denote by u the
measure indueced by f.

(1) Find p(f) for iutervals I = (o h] CR.
(i) Show that 3 a nan-neygative measurable funetion ¢ on R such that for
every Dorel set B, n(BY) = [o(u) du.
(iii) Dednee that for iny bounded measurable function b on R,
J Muw)e=vdu= [ (=logr)ds.
e i ( 2+(4+747) )={20)

2. («) Suppose X is a real randean vaniable such that E(cos 3.X) = 1. Show that,
with  probabiliy 1, X must  take  vidues in the  conutable  set

(L) State Monoton Couvergence Theorem.

Let X be a real ranelom variable and, for each n 21, It X = min{X n}.
Show that, if EX exists and is > =0, then X, is integrable for each n and
EX,1FX asn— .

(<) Let X be a pon-pegative raudom variable with finite expeetation. For each
a0, let ¢(n) = E(="""). Show that Jim, 0 [ —“5(;") ] exists and equnals
E(.X). ( You may wie the inequality : 1=e~Y <y for y>0.) ’

( 6-+(245)+7 )=[20)



3. (a) (i) Briefly explain how the product of two probability spaces (£2,.%,,P,) and
(02,.9,.P,) is defined, ( No Proufs Reguired! )
(ii) State Fubini's Theorem.
(b) Let X and Y be independent random variables, and B C R? i Borel set. For
cach r e R, let h(r) = P((+Y) € D).
(i) Show that P({X.Y) € D) = E()(X)).
(ii) Deduce that if ¥ has a non-atomic distribution, then so also does X 4 Y.

((643)4(3+6) )=(20]

4. (a) For a prohability space (LUP), define the classes Lop =1
(L) State Holder™s ineguality and show that L, C L, if r < s,
(¢) Prove that if X € L;. then l" NdAP — 0 as PlA) — 0.
{31(34:6)+8 )=[20]

5. (a) Define convergence in prohability.

(b)Show that 3f X, 25 X, and, if [ X, 1< ) for all n, en | N} <€ 1L sl
1.

N, X
() Show that if .\',_—':o N oand i LR— R is o continuons function, then
JIX) 5 SN,

{3+10+12 )=[25]

6. (a) State Nolmogorov's Zero-One Law.
(LYLet { X on 21} L asequence of independent random variables. For each of
the following events, say whether it is a tail event or uot.
(i) {w:N,iw) 2 =5 for infinirely many a's}.
(1) {w: X, (w) is now-decreasing ).
(i) {w: » N (W) vonverges (o 0}.

(iv) {w:f

=
5_':..\',(1.:) converges to 0).
(¢) (1) State the twa Borel- Cantelli Lemmas.
(1) Let (X)) beasequence of i rosdon variabdes, Show that if
P(X,>0) >0, then PIT X, converges) = 0.

(5+(4x4) +6 1S )=(33)
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Note: snswer any four questions. All questions carry
equal marks.

1.{(2) Let po(x) represent the p.d.f. or frequency function of a r.v. X. What
do you mean by a UMP test of }:{o: 0: Oo against 111: 0\’_03.

(v

~

Suppose po(x) in (a) has montone likelihood ratio in T(x). Show that
the size ~{ MF test of Ho'. 4] =°o against H1: ] =01, 01 ~ 00 is UMr
for the testing problem in (a).

() What do you mean by unbiasedness of a test? Show thut the UMP test in (b)
is unhiased.

(d) wnat i a UMPU test? Suppose a random sample ef size n is drawn from
an exponential distribution with mean @. Find UMFU test of H : 0 = e,

against the alternative Hi: 0 20,. (24944+410) =(25)
2.(a) Define a 'onejparameter exponential family of Qistridutions'.
Ir X1. xz......xk are i.i.4. r.v.'s belunging to a one - paraceter
ex~ponential family, ocvmment orn the distribution of the random variable
L= (x1,x2,...xk).
Show that Cauchy distributisn with location parameter 0, -~ <0~
does not belong to the aAne-pirameter exponential family.

(b) Show that if po(x) (representing the p.d.f. or frequency function
of a r.v. X) belongs to a one-parameter exponential family, there exists
a parametric functior, say g(0) for which an unbiased estimator has the
variance given by Cramer-Rao lower bcund.

(c) Let Y follow negative binomial distribution given by the frequency function

7myy-1°

: ) =

P \\ o1
-

= C, othe;wise » .mstven.

» m . " N
qyp » XY =002

Does the distribution of Y belong to ene-parameter exponential family?
Find the uniformly minimum variance unbissed estimator (:’"':L‘E) of 1/p ?

Does 1ts variance satis{ly Cramer-Ran lower dound? Justify your anauar.(&7+1ﬂ)'=25

p.t.o,
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3.(a) Let X follow the truncated exponential distribution given by

N X
Po(k=x) =37 o=/ (13, X2 Seeeeens

"= 0, ctnervise.

Suppose a2 rundom sample of siie n is drawn frem this distribution,

Find the uniformly minimum veriance unbiused extimetor (umvue) of ...

(h) Consiier 2 rardom sanple of size n  fraa the twe pirameter exponentizl

distribution given by the p.d.f. y e 12 (x=x )
o{x) . , X
230, - < <wo

= 0, othuorwice.

Fird a minimed sufficient statistic.

assuming completeness, find the umvue of (i) % and (ii) 3.
(¢) Mind the U@ test for K (v= %,) against H, (2. %£,) assuming,:
to be known, for the problem in (h). (6+1148) =(2%)

4.1a) Let pg\x) represent the p.d.f. or frequency function of a random
voriable X, © € {1, Define 4 statistic T(X) as follows:

. pg(x)

T{«) =T(y) if and only if -

ro(y)

— is free from @ for 211 @ = ...,

Show thzt T(X) is minimal sufficient for the family of distributisns.
{b) & random Sample of size n  is drewn from z popul:tion characterited

—lxogi .
e L x-6 T - I -

. i
by the p.d.f. 19(x) =5

Find . minimel suificiert statistic for 0.
Hence or ntherwise, find o minime) sufficient statistic for the
location family of ull dentinuous distr%hutiens with locatien purameter 6.

Justify your unswer.
+«3

(¢) For the linedr model Yot = X“xp e px1

s 2
?x1' *‘Np(o.a' 1)
vhere X i3 a given non-stochastic matrix and (:, is a vector of
purameters, D€ Rp, show that

2, where T = Rank (X)

(A+6+11)=(25)

contd. .5/

y‘(r_x(.ux)'x-)!/(n_r) is the umue of



-3

5.(3) (1) wnat do you mean by a complete family of distributions?
Suppose P and P, are tw families of distridutions with By <Py,
Give an example to show that Po is complete does not necessarily imply

that P1 is complete..
(ii) Find a mintmal euffioient statistic for a random sample ef eize n from

TO -4 049 - <0<

Show that the minimal sufficient statietic is not complete.
(b) (1) what do you mean by consistency of a sequence ef estimators.

Show that, 1f T~ i8 a sequence of estimators of g(6) with

ab('rn)-’g'(b)--po and Vax (T, )—>0 as n—>cc for all 6,

then 'I‘n ie coneistent.

(i1) Find an unbiased estimator of 6 based on the winimal sufficient
statistio for the problem in a (u). Prove consistency of the estimator
proposed by you. (5474647) = (25)
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1.

let # . be a simple random walk starting at x.

(a) ComputePIS§=y; (6]
(b) Let 7 =in{ n._>‘1 S‘;f=x'."
’I’;vinf n>o0 SZ]:=yI

Show that P ﬂx=k!s‘x=x+1f = P"I‘x;1=k—1',k_>_2,

(61

(¢) Show that F ',nxmn_-( = ?min';p.q' . (7]

7

let ()g,l)n s o be a Markov Chain with transition probabilities
((pij))'

(a) State and prove the Markev property for (X,). (5]

(b) Describe P; 3 in the ocase of a simple random walk on

§= i0,1, ?, «o.n with reflecting barriers at 0 and n.

,

Is this chain irreducible ? aperiodic ? Does it have a
unique invariant measure ? Justify your answer for each

one. (3Hhal) = [11)

Let 8= 70,1, «.on ; and let
_¢sny, i J 1\Pd s s
pij-(,j)('ﬂ) (-2) 0<i, jgn
(a) Show that ((pij)) is a transition matrix on S for which
0 and n are absorbing states. M
(b) Show that every state O < i < n is transient. 5]
(¢) For 0 < 1 < n, compute the limits

(m) (m)
nt, Pio * Py ol

(a) Define a pure birth process and derive the forward equa~
tions for its tronsition probabilities. [3]

ocontd.ices 2/=



(v)

(a)

(v)

(a)

(v)

sbeee

Suppose (X%) is the size of a population at time t, which
evolves as a Yule process with parameters }\n =nB, B >0,

and X’g % m. Suppose the evolutions of the orXfspring ol

the m individuals at time are independent and witnout
interaction. Compute 2.plicitly Pn;jl‘t)’ J > m.
(You may use the fact tihat
- - n-1
pixL =n) = Pt . &P . n>1)

{10]

Compute the staticnary distribution of an « - server queue

with paremeters ‘\n =N ¥n and Ho=ni, 1> 0.

(5]
Let (X,) be a hirth and death chain on S = -0,1, 2,...°
with parameters '\m and K. Suppose that O is an absor‘b'in;
state. et + = inf .;_s>O:XS=0’5 and u, o=
Bikg=m, . <=
A1 pm

= B b e . ]

Show that uy X Yt PR Yne (10}
m m m n

Let (Sn)n_zo be a simple symmetric random walk, 5, % 0.
n_ 1 - - . .
Let Xy = ﬁ :'[nt]’ t > 0. Fer fixed 0 < t; < t, determjne

the limiting distribution of (X3 , X} ). )
k] 2 (0]

State the reflection princinle fcr Brownian motion. If

(Xt) is a standard Brownian notion, XO =0, My = max X
Ocsgt
and Y, = My - X, find the joint distribution of (l"It , Yt)
(101
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Note: Answer any FIVE questions choosing

AT LEAST TV0 questions from each group.

1. Consider a linear model (Y X8, °21) wvhere Y is an (nx1)
random vector, X is oa (o xk) matrix of known constants of
rank r( <min(n, k)), B is a kx1 vector of unlnown parareters
and 9”7 is unkriovm comaon variance of tne components of Y .

(a) Show that the normal equations for estimating B by the
method of least squares admit 2 solution.

(b) Obtain a necessary and sufficient condition for a linear
function A' B to be estimable and obtain its BLUE.
(8+12) = [20)

2.(a) Let Y bea Nn(g, I) random vector and let
' k K .
XX'=;.‘E{IA1X’=‘faiwhereR(Ai):ni,‘lf_l_g_k.
Show that a necessary and sufficient condition that Qp,...,%,

2
are indevendent and Qi has the X~ distribution on ng degrees
k

of freedom for 1 < i ¢ kis I n; =n.
1

(b) Hence or otherwise show that a quadratic form Y' AY has the
A~ N

2
A” distribution with degrees of freedom equal to R(A) if A

is idempotent.
(15+5) = [20]

3. In the set up of question (1) suppose Y is Ny, € X8, 021 ).
Let N\ B, where A is an (mx k) matrix of rank m be a set of
estimablg parametric functions. Derive a test for the
hypotnesis AE: = 0 against the alternative N er'-‘r-O

(State precisely the results you use). [%0]
20

p.t.o.



4.(a) Show that in a usual two way classification layout the
presence of interaction cen not be tested unless the number
of observations is more than 1 in at least one cell.

(b) Derive a test for the hypothesis that there is no interaction
between the row effects and colurn ~ffects in a two way
clacsification with n{ >1 ) observations in each celi.

{10+10) = (20}
GROUP_- 5
5.(a) Let anz be a sequence of ramndom varialles conversing in
quadratié mean to a random varisble X and let $Y 1 ve a
sequence of randoi variavles such that ;-)L_\-Yni convers’es
in probapility to O. Snow that the sequence 1 "’nl converses
in distribution to X.

(b) Show that if a seguence 5)%'} of random variables converges
ir probability to X, the sequence would converpe in distribu.-
tion to X. Show that if X ; converges in distribution to
a degenerate random variable X ® C, then {X1"1 would converge
in probability to C.

(10+10) = [20]
6.(a) Let t‘\'x-;' be a sequence of independent events and A = limsup A,

Under suiteble non-trivial conditions <o be stated by you,
show that P(A) = 1.

(b) Let l)%\ be a sequence of independent identically distrj.)butﬂd
random variebles with finite mean M and finite variance o .
n
Show that X = 1y converges alwost surely to & as n —> o,
n 4 4
(10+10) = {0]
7. A random sample Xy, «.s, X is drawn from a population with
density function f(x, @), where 6e () < R is wnkown. Show
that, under suitable conditions to be stated by you, that the

likelihood equation has a unique consistent solution with
probability going to 1 as the sample sizc tends to .

(?0]

sbee:
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Answer Group A and Group B in
separate answeor books,

GROUP A & Semplc Surveys Max.Marks: 50
Attempt cll questions,

1,(a) Distinguish between 'sampling crrors' and 'non sampling
errors', Mention briefly the sources of non-sampling
errors in a survey of production of mangoes in a district
and the stcpe you would take to asses them.

(4+5+3212)

(b) 4 simple random without replacemont sample of 34 students

was sclected from a hostel consisting of 321 studonts.
It was found that 8 of them spond more than 20 hours per
waeek in extra-curricular activitics. Estimatce the propor-
tion of students in the hostol who belong to this catuogory,
/lso obtain an c¢stimoto of the sampling error,

(345 = 8)

2.(a) In stratifiod simple random sampling with raplagcement, lot
CO be the overhead cost and Ci be the cost per unit in the
ith stratum, i =1,2,..,k. Derive an optimum nllocation of
a total sample size to strata spch that with a lincar sost
function of the form C = C0 + gcini, the veriancy of the

a
estimatod mean Yst is a minimum for a specified cost C,

what docs this allog¢ation roducc to whon Ci are all osqual ?
How do you actually obtain this allocation in practice ?
(10+2+3 = 15)
3. An oxperienced tutor makes an cstimato of scores in a test
of 2ach student in a collego of N = 200 students. He finds a
total score of X = 11,600, Affer ths tost, a simple random
(without raeplacement) of 10 studunts was sclected and the
following rasults werc obtained 3

‘Pateo.
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Student Numbor .
A .2 34 .5 6 ..1..8 9 10

Actual

Score 62 42 50 58 67 45 39 57 71 53
A ————
Eetimatud

Score 59 47 52 60 67 48 44 58 76 58

X3
A —
(a) Find the regroessicn .stimate Y of ¥y the average score for
the pcpulation and estimate its sampling urror.
(b) Supposing that th. sample has b..n sulected with probabi-

1.(a)

(b)

lities of selection of stud-nts proportional to their
ostimatod scores Xy and with roplacement, obtain an usti-
mate of Y.

(8+4+3=15)
GRGOUP B raaxeMarks t 50

Design_of fxporim:ints

Answer all questions,
What arc tho advantages of particl confounding over total
confounding in a factorial experiment ? Explain bricefly.
Aan experiment is to be performed to study the offccet of
acid concentration (,\), catalysf coneentration (8) and tom-
peratura (C) on the rate of a chemical process, n,3,C have
3 levels vach and the experiment is to be run in blocks of
size 3.
Suggest a suitable confoundiny schome for the oxpcriment.
For r replicaticns of your dosign : (c) give tho partition
of the degroes of freedom in the analysis of variance tablec,
and (d) give the roelative cfficiencics (w.r.t. on unconfoun-

ded design) for cach effogt.
(3+3+4+4=14)

2, The effeet of 5 differcnt mixing methods on the strangth (Y)

of

an alloy is to be studiedy Therao are 5 botchoes of raw

material and 5 chemists to cerry out tho experiment. It is
decided to run the experiment as a Latin Square.

(a) Justify this decision.

(b) Suppose that the first chemist forgot to racord tho obsor-

vation from batch 1 when h. was working with mixing method
2. Derive a formula for estimating this missing value x sO
that x will have a minimup eontribution to the error sum
of squarcs.
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2.(c) Suppose in (a), it is docided to carry out an ANCOVA with
the Latin Square design and 2 concomitant variables
A and Z. Give an cxpression (in tcrms of the observed
values of Y,X and 2) for estimating thc difference botween
the effocts of method 4 and 5. (no proof required ).

(3+9+4 = 16)

3. The following is tho layout (in usuzl notation) of a design
whuen a2 23 exporiment is porformod in 2 replicates, cach ropli-
cate having 2 blocks. The data is given with cach treatment
combination. Analyse the data.

(20)
Rop, 1. Rep 2
(1) -3 a 0 (1) -1 ]a 1
ac 2 b -1 b o] c (o]
bec 1 c -1 ac 3| ab 1
ab 2 |abc 6 abc 5 | be 1

Given : Total (eorrected) SS = 78.00,
Total of 8 observationsfrom Rep 1 = 6,00 and from
Rep 2 is 10.00.

Fl,s(O.l) = 16,26
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1.(a) Define a population census.
(b) Discuss the relative advantages and disadvantages of the
various methods of enumeration in census operations.
(c) What are special features of the 1991 census of India as
compared to the immediately preceding census? [+10+8=20]

2.(a) Describe various errors and biases in the age returns
from a census.
(b) Dizcuss Chandrasekar's method for evaluating age data
glven by single years of adge.
(c) Define joint scores for evaluating age data given by

quinquennial ages and also indicate their possible ranges .
to measure the degree of accuracy of the data- 5+10+2+3=20]

3'(9) Define and derive the logistic law of populection growth.
(b) Interpret the parameter in a logistic law.
(¢) Why do we prefer the logistic curve to other curves for
describing population growth? B+g+s J=20

4. Following demographic information is available in a year:

Item Country A Country B Country C
A C
Population by age Px Pf( 4
Decaths by age D‘; Di -
C_onC
Total population phgph PPy PP pOzp]
Total deaths DA=ED§ DB=‘£D?( Dc

4.(a) Estimate crude death rates for these three countries,
what can you say about the relative mortalities for
these three countries through crude death rates?

(») Suggest and derive methods for comparison of mortality
between these three countries. (B+5+12=20 ]

p.tvo.
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5.(a) Define crude birth rate and totel fertility rate.
(b) Find thc rel tianship betwacn ticze two rotess
(c) Interpret the situations:
(i) MRR=1, (1i) IRR ) 1 ana (4ii) NiR € 1. [-+10+6=20)
6.{a) Stow tn~t for five consccutive vilues of 1y
estimate My by
1)

%2 x+2’

\—
8k L
121,
where 1 and p have their usund meanings.

(b) For a certain ponulation

1/2
1, =10.000(121-x) " .

Find (1) s (i1) q, and
(11) the prob-bility thit a person aged O will die betwesr
apes 21 and 40,

(¢) irove that

d
m = - L.
x Ex a; x

using tnis result, show that

m
X

ux,l_%-
Mote' all symbuls have their usuzl meanings. [5+9+6=20]

7-(5) The Force of mortality in o particular population follows
tie Makchor's Law and n, = A+,
. oX
Prove that : 1, =k s%g° .
vhere k,s and g are constonts.

(b) Deseribe a procedure to fit the curva:
b'e

1, = ks* g% [10+10=20]

to observeddata.

8.(a) Define nuptislit;. Deccribe and derive various columns
of a net nuptiality table.
(b) Descrive a pProcedure for projecting regional popul~tion
cf a country. [o+10=20]
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1, Let if: 1be a simple random walk starting at Xe
Let T = f 0: s* =y} .
inf Ln 2 n y }

Yy

(a) Compute the probabilities P {r X ¢ Tcx}and P{T:( de}

d
for ¢ < x < d and péd q. [10]

(b) If p = q = 1/2, then prove that every point y € 2 is

recurrent for anx }.

L " [10]
2.{a) Define a Markov Chain. [4]

(b). Construct a Markov Chain which describes the size ofl a
population at times 0,1,2,....., stating your assumdtions
on the reproductive m.chanism, 1 [

61 =

(t) Write down the transition probabilities for a simple '
random walk with absorbing boundaries on S = 0O,l,sses D o
What are the distinct equivalence classes of essential
states ? [6]

3.(a) Let (xn)nzo be a Markov (hain with transition probabj-
lities ((py;))e Let Ny = 4 Tk X, = J} . Lot Gy = Ey ().
Show that G, = £ pi(g‘). . .
n=0 [5]

(b) Show that a state j is recurrent iff G(j,j) = = and tran-

sient iff G(j,j) < o
v [12]
4.(a) Let (xt)t20 be a continuous time homogeneous Marko

h tab t S. t
Chain on the countable se Let pij( ) _ P[Xt=J|X0=1]
and P(t) = ( p,,(t))) « Show that P(t+s) = P(s)p(t) and de~
rive the forward equations for P(t). (8]
1

p.t.0,
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4,(b) Let (X be a Poisson process. Let W< ¢t and k < n.

)50
Given that n events have occurred during [O,t], find the
probability that exactly k of them have ocecurred during

[o,ul.
’ 5]

(¢) Let (x,c)t_z_0 be a Markov Chain with Xyzi.

Let Ty = inf ft 0, X, * ij. Find the distribution
~

of T
00
[8]

5, Let (Xt)tzp be a birth and death chain with parameters A ,u .

(a) Derive the forward equations for (Xt).
[10]

(b) Derive an expression for tho stztionary distribution of
(Xt) in terms of Ay and By whenever it exists,

[10]

6. Lot ()(‘,')t.20 be a standard Brownian motion, X, = 0

(a) For a £ 0, let Ta=inf-ts . Xs = a}'- Compute the distrie
bution of Ta.
(8]

(b) Show that Y, = tX(¥Y) , t > O has the same finite dimen—
sional distribution as <xt)t>0'

(sl
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Note: Answer any FIVE questions choosing AT LEAST
TG questions from each group.

GROUP - A

1, Consider a linear medel (Y, X6, °?'I) where Y 1is annx1

random vector, X is an (nx k) matrix of known constanis B is
a kx1 vector of unknown paraweters and 0? is the common
unknown variance of the components of L .

(a) To estimate £ by the method of least squares, show that the
normal equations always admit a solution. When do the normal
equations have a unique solution ?

(b) Whether the normal equations have a unique solution or not,
show that a solution of the normal equations minimizes the
error sum of squares. Obtain an unbiased estimator of 02.

(10+10) = [?0]

2.(a) In the linear model described in question 1, suppose
R(x) = p (< min(n, k)). Show that there are only p linearly
independent linear functions of £ which are estimable.
e

(b) Define the error space of the model and show that the least
squares estimator of any estimable linear parametric function
is uncorrelated with any linear function of observations in
the error gpace. What is the dimension of the error space ?
Justify. (10+10) = [20]

z,(a) let Y be Nn(o , I) random vector and G = X' A Y . Show that

a necessary and sufficient condition that @ has the )(?‘ distribu-
tion is that A is idempotent, in which case the degrees of
Ireedom is R(A).

(b) Let Qi = Z/' Ay Y ,1=1,2, vhere Q has the )(2 di stribution

with a degrees of freedom and Q, has the X? aistribution with
b degrees of freedon. Show that a necessary and sufficient

condition that Q and Q, are independent is Ay A, = Ay A = O.

{10+10) = [20]

p.t.o.
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5.(a)

(»)

(b)

(a

~

(b)

In order to test the equality of k treatment effects, n;
observations are made on ith treatment 1 <i< k. Derive a

test for testing the hypothesis stating clearly the assumptions
you make and the main rezults you use. Write also the ANOVA

table in this case. (20]

Let 'le-l\ be a shquence of rardom variables convergine in
distribution *o a random variable Z and i"{nl‘ be a sequence

of randon variables convarging in distribution to a constant

¢ # 0. Show that %;P-i converges in distribution to -();( .
 'n

G

Show that a sequence Y1 of random variables which converaes
to a random variable X iz? rth mean, r > 2 converges to X (i)
in sth mean for 1 < s < r. and (ii) in probability.

(10+10) = [20]

let X,I s eney Xn be independent random variables with

E(X;) =0, V(%) = c’i' 1 < ¢ <n. Show that
i 10 2 '
P( max 11X ,1>6) < =555 9" for any 6 > 0.
FIANIE S 621 i

Let 3\)% be a sequance o1 independent 1de2tically distr%'.‘ou'tz':d
random variables with mean O and variance °° . Show that n }:xi
converges to O almost surcly as n=>o .

vio+10) = [20]

Let Zy, -.o, X, be a random sample from a population with
density function f(x, ©), where

Eg(x) = 9¢e (H) IR is unknown.

_ n
Show that %, = I X; converges in Pg-probability to @

as n-->® ,

Under suitable additional conditions to be statcd by you show
that the maximum likelihood es*imator of & obtained as the

solution of the likelihood equetion is acymptotically normal.
(You need not show the cxistenc: of a sclution of the likeli-

hood equation). (10+10) 0]
o+1¢) = L 0

—— e
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Note: Answer ALL the ~vestions.

1.{a) X is distributnd eccording to a distribution from the family
& p
J-%FO,Oe.ﬂJé. .
Let T(X) ve an estimator with E,(T"(X)) < ¢ for all @€S5i- and

: 2
UL derote the set of estimators u(X) of zero with Ee(u (X)) ¢
for all 8¢ SL. . Show that a necessary and sufficient condi-
tion for T(X) to be umvu estimator of its expectation is that

Eg(T(X)u(X)) = 0 for all u(X) €
and all @¢ §y .
(b) Consider the following linear model
E(yij)= 2Q+'.z¢y i=1,3=12 «.oyn
2 -2, 1i=2,3=21,2, ceopn

Let y* = (y4 - Yan Yo eer Yp,), then Dly) = "I and
y is normal.

Find umvue's o£ ¥, @ aad o”

{c) Let X be a r.v. with the following distribution:
P(X=%) =p, K=-1
=Ap2,"(1—p)2, K=0,1, 2 .
= G, otherwise, O<p<1.
Show that the only parametric functions having umvu estimators
are a+b(1-p)? where a and b are any real numbers.
(741246) = [5]
2.(a) Consider a random sample of size n from the distribution given
by the frequency funotion
£4(x) =-1§,' x=1,2, ... 0 ,0isa
= 0, otherwise, Ipositive integer.
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(b)

c)

3.(a)

(b)

(c)

h.{a)

(v)

Show that the maximum observation is sufficient for 6

“(n)
Show that X(n) is also complete

Find a umvue of ©.

that is an ancillary statistic ? For & Family of distributions

= {fg» 9c 4% of ar.w. X surpose T(¥) is a complete
sufficient statistic and U(X), an ancilla:y statistic. Show
that 0(X) and U(X) are independently distributed.

For a randen samle of size n from U0, ), suppose X1y
represent the nininum and X(‘Al)._ the maxinw: deservaticn..

Show that A(,l) /X(n) is an ancillary statistic.
Show that X(n) and X(1)/X(n) are independently distributed.
(9+749) = [75]

Let pg(x) represent the p.d.f. o frequency function of a r.v. i
Yhat do you mean by a UMP test of Ho 1 e > 90 against }11: 0<90.

Suppose pg(x) in (a) has montone likelihood ratia in T(x).
Show that the size « MP test of H,: O = @, against H4: @ ERREH
@) < 8, is UMP for the testing problem in (a).

7

From a randem sample of size n from the distribution given by
the p.d.f.

iy v ’
a0 = PO

s¢x 2o, >0,
= 0, otherwisa <LL —eg O o¢ W
Construct a UP test for Hy (%= v ) against Hy (¢+ o),

assuning 5 to be known. Derive an expression for the power

function of the test.
(210:12) = [25]

el
Congider 2 random samrle of size n frc:ia N(0,07), -2 < @ ¢ o,
Find a minimal sufficient statistic ar. prove that it is not
complete.
From a random sample of size n frox N (9, 02) with o? known,
~© <0 <®, find the umvue of P((w-0)/0), waere u is given.

Prove consistency of the umvuag.

«¢) Suppose X4, X5 +ev, X are f.i.de ruov. s with variance 0 ¢ oo,

:ibee

n - s
Show that %?' ='r'x_11' 151(zi-x)213 sonsistent for 97,

[State clearly the converger-~e thsorems in prohabllity you may
be using in your proof] (90r7) = [5]

’
H
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SAMPLE SURVEYS AND DESIGN OF EXPERIMENTS
SEMESTRAL-II BACKPAPER EXAMINATION

Date:24.6.94 Maximum Marks:400 Time: 3 Hours

Note: Answer Group A and Group B in separate
answer scripts. ’ .
GROUP=A

Sample Surveys Maxitmum Marks:50
Note: Attempt all questions.

1.(a) What are.'non~sampling errors'. Discuss briefly the method

(v)

2-(3

(v

(e

)

)

~

of assessment and control of non-sampling errors in a survey
relating to the expenditure of students in an educational
institution. (4+8)=(12)
From a population of 492 Hatkar males with C.V. of 0.2774

for a characteristic y, how many members should be chosen

in order to estimate the population mean ¥ by simple random
sampling without replacement design such that the C.V. of

~

¥ ig 5% 7 (8)

Describe 'linear systematic sampling' (Lss) and 'Circular-
systematic sampling' (CSS) procedures. What are the advantages
of CSS over LSS 7

Explain why on the basis of a single systematic sample it is
not possible to estimate unbiasedly the variance of the
estimator of the population mean. Suggest gny two procedures
for overcoming this difficulty.

Yields based on two independent circular systematic samples
of size 4 each were found to be

sample 1 : 247, 238, 359, 125
sample 2 ¢ 256, 214, 368, 141
Egtimate the population mean and its sampling error.
‘ 3+(5+2)+(2+5) = (45)

pet.o.



2=

3. An experienced farmer makes an eye estimate of the weight of
peaches Xi on each tree in each of the 25trata of an orchard
with 100 trees each. He finds a total weight of X =500" and

=660 kgs. respectively in each stratum.
The beaches are then picked and weighed on simple random
samples (without replacement) from sach stratum of 5 trees each
and the following results are obtained:

STRATUM
1 2
Tree 1.2 3 4 5 12 3 4 5
Actual 61 42 50 58 67 45 39 57 71 53
weight Yy
Estimated,
ight ) W7 52 60 67 g Lh 58 76 58

Find the regression estimate Y of Y, the total weignt of praches
in the population and estimate its sampling crror. (8+7)=(45)

GROUP-B :Design of Expt.Maximum Marks:50
Note:!: Answer all questions.
4+(a) For a randomised block design with b blocks and t treatments,

suppose two observations are missing from the same¢ block.
Derive a general formula fir estimating this missing obser-
vation.

{v) How is the latin square used to eliminate two extraneous
sources of variability?

(¢) How can you modify the Latin square design if there is one
more source of variability? (10+3+2=15)

2.(a) Explain briefly the principle of confounding in a factorial
experiment.
{b) Construct a factorial experiment for 2 factors each at 3
levels in blocks of 4 using a suitable confounding scheme.
(c) For r replications of the design constructed in (b),
calculate the relative efficiencies of the different effects
compared t0 an unconfounded design. (3+8+L=15)

3. An experiment was ¢arriecd out as a RBD in 9 blocks with 5
treatments and obse@rvations were taken on the variable of
interest Y and one ¢oncomitant variable X.

(2) Write the appropriate model for enalyzing the data obtained
‘from this experiment.
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3.(b) The following data were obtained. Complete the analysis of
covariance and draw conclusions.

Sum of Squares and Products

Source of
Varigtion Y X X
Blocks 12 2 6
Treatments 8 1
Error 14 6 7

(5+15=20)
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PROBABILITY THEORY II
SEMESTRAL-II BACK-PAPER EXAMINATION

Date: 27.6.%4 Maximum Marks:100 Time: 3 Hours
1. (a) Explain clearly what is meant by a real random variable

and the probability distribution of a real random variable.

(b) Prove that two real random variables having the same dis~
tribution function must have the same probability distri-
bution. B+12]=20

2. {a) Wnen are a finite number of real random variables said to
be independent?

(b) Prove that 1f X,Y,2 are independent random veriables,
them X+Y and Z are independent. © [i+123116

3. Let X be a random variable and F is gny probability distribution
function.

(a) Snow that, for each real number a, F{a-X) is an integrable
random variable.

(b) Show that G(a) = E(F(a-X)) defines a probability distri-
bution function on IR. B+12 =20

4, (a) Define convergence in probability and a.s. convergence-

(b) Prove that Xy 833 X 1f and only if,

sup A4x, -x§ —= 0
kn

(¢) Deduce that a.s. convergence implies convergence in
probability. [B+12+6 )2t

5. (a) State the two Borel-Cantelli Lemmas
(b) show that if {)gn} is an i.i.d. sequence of random
variables and if 0 {P(X,<& 1)& 1, then P (X converges) =0.

(¢) State Kolmogorov's Maximal inequality. [+10+4 Js20
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