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Note: Answer all questions.
Note: Throughout, R is the L-dimensional Euclidean space. Let
Rﬂ‘ = {;r = (zy,- - ,2L) € RY:z;, >0foralll1 <i< L}

and

]Rl'

oy = {a = (e wL) € RY i@ >0forall 1 <i< L}.

Q1. Let > be a preference relation over a non-empty set of alternatives X. Supposc
also that = and ~ are the strict preference relation and the indifference relation

respectively associated with =.
(i) Show that > is transitive. [3]

(ii) Suppose that > is rational and U : X — R is a utility function.r.eprcscnt?ug
> that is, z > y @ U(x) > U(y) for z,y € X. Show that “U is a uL111L3: function
representing > is equivalent to “z > y < U(x) > U(y) for any z,y € X" [4]

(iii) Prove or disprove: Suppose that X has only finitely many (.)10!”(31115. For
any non-empty subset /3 of X, let | B| denote the number of elements in B. ’Assumc
that. % denotes the collection of all non-empty subsets of X. Define choice rules

C(-) on %4 by
. 1
C(B) = {7: € Bz~ yforall y € A for some A C B with |A] > ngl}.
(3]

represent = then there is a strictly monotonic

2]

Then (A, C(-)) satisfies WARP.

(iv) Prove or disprove: IfUand V
function f : R — R such that Viz) = f(U(z)).

Q2. Answer all questions.

re the existence of a ra-

(3]

(i) Show that WARP is not a sufficient condition to ensu

tionalizing preference relation.
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(i1) Show that for a demand function x : RI;_+ x R4y — RY satisfying Walras’s
law, WARP holds for all compensated price changes if and only if for any compen-
sated price change from (p,w) to (p’,w’) = (p’, p’-x(p,w)), the following inequality
holds:

(p/ - p) : [I(plvwl) o I(p, 'lU)] < 07
with strict inequality for z(p’, w') # z(p, w). 5]

(iil) Suppose that X is a non-empty set of alternatives and (&4, C,(-)) is a choice
structure of X that satisfies WARP. Consider the choice structure (4, Co(-)), where
# - {Ci(B) : B € #A). Show that if (8, Ca(-)) satisfies WARP then (%, C(-))
must satisfly WARP, where C(B) = C3(C;(B)) for all B € &. [4]

Q3. Answer all questions.

(1) Prove or disprove: Let (#,C(-)) be a choice structure. The strict revealed
preference relation >~ is defined by = > y < 3 B € # such that 2,y € B,z €
C(B)andy & C(3). If (B,C()) satisfies W ARP, then »* is transitive. 12]

(i) Suppose that X is a non-empty set of alternatives and (8, C(-)) is a choice
structure of X that satisfies WARP. Show that >* and >** are identical, that is,
forany 7,y ¢ X, x> y & x >** y, where =" is the sirict revealed preference
relation, @ >"* y <> o >* y and y #* x| and »* is the revealed preference relation.

)

(iii) Let X = {x,y,2} and # = {{x,y},{y,2}. {2, 2}, {z,¥,2}}. Suppose that
Cl{e,yh) = {=}, C{y.2}) = {n, 2}, C({z,2}) = {2,2} and C({z,y, 2}) is a non-
emply subset of X. Does C(-) satisly WARP? Justify your. answer. 3]

(iv) Let (48, C(-)) be a choice structure. If a rational preference relation > ratio-
nalizes C(-) relative to 4, then show that C(B1UBg) = C(C(B1)UC(B3)) for every
By, B € % such that BiUB; € Z and C(B;)UC(B,) € B. 15]

(v) Show that if a demand function z : R, x Ry, = R% satisfies WARP then
it is homogeneous of degree zero. 12)
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. Geometrically interpret 2 x 2 contingency tables with given constant margins.

8]

Let X and Y be identically distributed categorical random variables. Suppose
both X and Y have k categories Ci,...,C, with probabilities py, ... . Pk, and
joint distribution of X and Y is defined by the conditional probabilities

P(YVZCJ;X = C1> =(1 —a)pj-%-cvl(i:j). t,j= 1,....k,

where I(: = j) is the indicator and 0 < a < 1. Find 7y|x, Goodman and
Kruskal’s 7, as a function of a. (8]

Let X and Y be two nominal categorical random variables with I and J cate-
gories. Define 7;; = P(X =G, Y = Dy),i=1,...,[; j= 1,...,J. Define the
measure of variability V(-) as the probability that two independent guesses are

wrong.

(a) Find V(Y). |
(b) Find the measure of association Ay|x as the proportional reduction of t};e
variability of Y with the knowledge of X. [4]

[4]

(a) Derive the joint asymptotic distribution of log odds ratios in a 2 x 4 cont;{gi
gency table.

(h) Find the P-value of the test for independence for the following table by
Fisher’s conditional test procedures against one-sided alternative.

Guess poured first
Poured first Milk Tea
Milk 6 2
Tea 2 6
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(Answer as many as you can. The maximum you can score is 60.)

1. Use the acceptance-rejection method to generate observations from the following distributions with
p.m.f./p.d.f. given by [6 x 2=12]

(a) f(z)=+£5; z=1,2,...

(b) f(z)= Tll/g-)e_z =23, >0

2. Consider a non-negative bounded continuous function f : [a,b] — [0, fo]. In order to estimate
0 = f: f(t)dt, a student generated n independent observations (x1,1), (z2,%2),- .-, (Tn,yn) from
U(a,b) x U(0, fo) and proposed the estimate §; = LE:,%)@ Yon I(yi < f(z:)). Another student

generated n independent observations zi, 23, ..., 2, from U(a,b) and proposed the estimate by =

b=a 5% | f(z:). Which of these two estimates will you prefer ? Justify your answer (8]

3. Let F be a continuous distribution with finite second moments. Let T(F,) be an estimator of
T(F) = [ |z| dF(z) based on n independent observations X1, Xa,..., Xn.

(a) Find the jackknife estimator of Var(T(Fy)). (4]
(b) If this jackknife estimator is denoted by Vjack, check whether Vjack/ Var(T(F,)) converges to

1 almost surely. (6]

(c) Show that the bootstrap version of T'(Fy) can be expressed as -};Z?,__l W;| X;|, where

G 1
(W1, Ws,...,W,) follows a multinomial distribution with parameters (n, L1l 0 |

4. Consider an auto-regressive model X, = 0X;—1 + €, where Xp=1,t=1,2,...,n, and the ¢’s are

i.i.d. with mean 0 and variance 1.

. _ 9

(a) Find the least square estimate of 6. 2]

(b) Describe the residual bootstrap method for constructing a 95% confidence interval for 6. 4]

5. Show that the influence function for the mean of a univariate distribution is unbounded but that
(3+5]

for the median is bounded under some appropriate assumptions.

— =107b
6. Let z1 = 20.9, zo = 13.1, z3 = 11.7, 24 =98, =5 = 7.6, z6 = 12.2, z7 = 17.4 and zs = 10.7 be

n = 8 observations from a univariate distribution F'.

. 8 8 o this minimizer unique?
(a) Find a value of # that minimizes 2Zi=1 |zi — 6| + Ei:l(zl 0). Is

[4+4]
Justify your answer. | based
i i d squares (LTS) (based on
(b) Find the least median of squares (LMS) and the least trimme oro

[n/2] + 1 observations) estimates of location of F.
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Note: Answer as many questions as you can. Each question carries 10 marks.

1. A bob of mass m is hanging from a rigid support by a spring of self-mass M having
uniform linear density and spring constant k. Using Lagrangian formalism, show that
the time period of small oscillation for such a system, if displaced from its ground
state, is given by

m+ M/3

T =2r p

[10)
2. (a) Derive Hamilton’s equations of motion using variational principle.

(b) Using the standard Poisson bracket, prove that any physical quantity that com-
mutes with the Hamiltonian of a system leads to a conserved quantity.

[5+5=10]

3. For a central force field the potential energy of the system is a function of tl.le radial
coordinate only. Using Hamiltonian formalism find out the equation of motion for a
particle moving under such a field. Hence identify centrifugal force of the system.

[(7+3)=10]
4. The Hamiltonian of an oscillating system with mass m and force constant k is given
by
2
p 1,
= — + —kq*,
om T 27

where {q, p} is a set of generalized coordinate and momentum. Qonsider a generating
function F = ug®cot Q (where @ is the new generalized coordl_natfa), show that the
motion of the system can be described by simple harmonic oscillation.

[10)
5. (a) Show that for a one-dimensional free particle wave functign
2
B * ) - ‘Z)i' h x d T
(a0 = a2 [ o [ (pas - Zot) 1] ool
where

the expectation value of the momentum (p;) does not change with time,
the symbols have their usual meanings.

pTo



(b) Prove that (zp,) and (p,x) are both non-Hermitian operators. Can you construct
a Hermitian operator out of these two variables?

(6+(3+2)=10]

6. For a quantum linear harmonic oscillator, show that the energy is quantized. Hence
define ground state energy of the system.
Hint: You can make use of the dimensionless variables A = 22, ¢ = z/mw/h and
the wave-function ¢ = exp[—(2?/2]H(¢), where H(() is the Hermite polynomial. The
symbols have their usual meanings.

[10]
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1. (a) When is a set said to be countably infinite?
Show that Z* x Z% is countably infinite, where Z* is the set of
positive integers.
(Show all the steps)

(b) Give an example of an uncoutable set. Prove that the set is un-
countable

(c) Show that any two closed intervals [a, 4], [c, d] are bijectively equiv-
alent, where a < b,c < d are reals. Are they homeomorphic?

Justify. ]
[8+5+7

2. Show that the standard topology on IR has a countable basis. Hence,
or otherwise, show that the standard topology on IR" has a countable

basis (7]
3. Let A, B be subsets of a topological space X

(a) Show that AUB = AUB
(b) Prove or disprove ANB = ANB. B
(c) Show that if AC X and B €Y, then AxB=AxB
[5-+4+5]

4. Let f: X — Y, where X and Y are topological spaces.

(a) Show that f is continuous iff for every subset A C X,
f(A) € f(A).



[ ]

(b) Show that if X is metrizable, then f is continuous iff for every
sequence z, — z in X, f(z,) = f(z) in Y.

[8+7]

Let (X, d) be a metric space. Show that d : X x X — IR is continuous.

[7]

Consider the product space IR*, where IR is equipped with the standard
topology. Define a metric on IR”, that realizes the product topology [5]

. Show that if X and Y are connected then so is X x Y. 8]

(a) Let R" C IR be the set of all sequences x = (z,, zo, ....) such that
z; = 0 for i > n. Is R™ connected ? Justify.

(b) Let IR be the union of these spaces. Is IR™ connected? Justify.
(c) Find the closure of IR™ in R”.
(d) Conclude that IR“ is connected.

[3-+3+4+3]
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All notations are self-explanatory. This question paper carries a total of 35 marks. You can
answer any part of any question. But the maximum that you can score is 30. Marks allotted to
each question are given within parentheses.

1. Consider the multiple linear regression model as Y = Xf + €, where X is stochastic.

Assume that data are independent across observations. Suppose E(g;|X;) # 0 but
there are available instruments Z with E(&;|Z;) =0 and V(lZ) = of , where
dim(Z)> dim(X). We consider the GMM estimator f that minimizes
Gh(B) = [ % Zi(Y; — X{ )Wy [ B Zu(Y; — X[ B)].
a. Derive the limit distribution of VN(8 - ).
b. If errors are homoscedastic what optimal choice Wy would you use?
c. If errors are heteroscedastic what optimal choice Wy would you use?
[8 +6+6=20]
2. Consider the following panel data model:
Yie = @ + X[eB + &
Where the x;; (kx1) are time-individual varying regressors. Let x; =
(X10) X20) - Xne)'- Assume that E[gil|x,, a¢] = 0,and E[a|x.] # 0. oZ=Var(gi). € is
independent across individuals and also over time.

Provide a consistent estimator of 8. Prove the consistency.
[5+10=15]
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Answer all questions.
Keep your answers brief and to the point. Do not give an elaborate proof when
you are asked to give a brief justification for your answer.

1. a) Can there exist a Hadamard matrix of order 157 Justify your answer with a proof.
b) Obtain the elements of GF(11). [Hint: primitive root: 2]

c) Obtain only the first 3 columns of the Hadamard matrix of order 12 which can
be constructed using the elements obtained in (b) above.

d) Will an orthogonal array OA(12,11,2,2) exist? Give a brief justification for your
answer.(Actual array need not be constructed)

e) Indicate the construction of a balanced incomplete block design with v = b= 11.r =
k = 5. (No proof needed, show any two blocks of the design only). [4+2+2+2+2 = 12]

2. Answer True or False to the following statements. Give brief justifications for your
answers in each case.
a) An orthogonal array OA(24,12,2,3) will not exist.
b) Any N x k/ subarray of an orthogonal array OA(N, k,s,t) (k> k"), will also be an
orthogonal array.
c) An orthogonal array OA(25,4, 5,2) may not exist.
e) A universal optimal design for treatment effects. with 6 treatments
each block being of size 6, will not exist.

and 6 blocks.,
[5x 2 =10)

3. a) Explain the statistical significance of the E-optimality criterion.
incomplete block designs for estimating

der the usual model and in the appro-
[4+4=8]

b) Prove the E-optimality property of balanced
full sets of orthonormal treatment contrasts un

priate class.
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This paper carries 30 marks.

1. Suppose, in every generation of a certain population, a fraction o practises
self mating, while the remaining (1-at) fraction of the population practises
random mating. The initial genotype frequencies at a biallelic locus in this
population are Dy, Hy and Ry. Examine whether the genotype frequencies
reach equilibria. If so, what are the equilibrium values? If not, provide
suitable justification. [15]

2. The genotype distribution of a random set of 100 individuals at an
autosomal biallelic locus in an inbred population is as follows:

Genotype Frequency
AA 52
Aa 33
aa 15

Obtain a 95% confidence interval for the allele frequency of 4 based_ on its
maximum likelihood estimate. [Hint: Model the genotype counts in the

general trinomial framework] [15]
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Answer as many questions as you can. The maximum you can score is 35.

1.

Describe a Bayesian’s way of evaluation of performance of a statistical
procedure emphasizing how it differs from that of a frequentist.  [3]

. Let Xi,...,X, be ii.d. observations having a N(u,o?) distribution

where both p and 02 are unknown. Suppose the prior on (u,0?) is

given by m(u,0?%) o %. Derive 100(1 — )% credible regions for u and
o? based on this. Explain all your steps. 8]
Let X3, ..., X, bei.i.d. observations with a common density f(z|9), ¢ €
© = {61, 6,}. Consider a prior distribution (m,m2) for 6.

(a) Find the posterior distribution of 6.

(b) Find the Bayes estimate of ¢ for a 0-1 loss function (loss is 0 for
a correct estimate and 1 for a wrong estimate).

(c) Suppose (X, |9,)

Ey, log ———~ >0 fori# j,
%8 7 (X116;)
where 7, j € {1,2}. Show that the posterior distribution is consis-
tent at each 6;. [2+4+4=10]

State the extra assumption used in proving the Bernstein-von Mises
Theorem about posterior normality in addition to the usual assump-
tions for proving asymptotic normality of consistent roots of the }1ke!1-
hood equation. Explain mathematically the role of this assumptlzn 161}
244=

the proof. [2+

Give an example where the Bayes estimate (with respect to squared
error loss) of a parameter is not strongly consistent. Prove your an-

[4]

swer.



6. Describe the technique of Laplace approximation of an integral. Show
that using this technique one can asymptotically approximate the pos-
terior probability of the parameter (suitably centred and scaled) lying
in an interval by the probability of an appropriate normal random vari-
able lying in that interval. [3+4="7]
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1. Let C1 and C2 be two classes having the pdf’s p, and p, respectively where
pl(x) = 1/(2+¢), ifx € (-2, &)
=0, otherwise
and p2(x) = 1/(2+¢), ifx € (-¢,2)

=0, otherwise
where 0 < ¢ < 1.
Let Pi be the a priori probability of Ci, i=1,2.

a) IfpP , =P,=0.5, find the Bayes error. Is the Bayes boundary unique? Justify your

answer.
b) IfP , =0.6 and P = 0.4, find the Bayes error. Is the Bayes boundary unique? Justify
your answer. (B3+3)+(3+3)=12

2. Let f be a positive valued function defined on the interval [0,31]. Suppose the
maximum value of f* occurs only at 7. Consider a Genetic Algorithm where the string
length of the chromosome is 5. Suppose you have only the crossover operation where
the probability of crossover is 0<p.<1. If the initial population is {01011,00101},

(a) what are the possible populations in the next generatior} ? o
(b) what is the probability that the maximum value of f will be attained in this
generation ? 3+4=7

3. Let C; and C; be two circles with the same radius, say, 4, but witp different centers
that are unknown. Suppose 10 distinct points which appro?(im'ately.he on the .
circumference of each C; are given to you. Describe, with justifications, an algorithm

to estimate the centers of the circles. o . "
[Hints : First find the smallest rectangle containing the candidate centers.]

4. (a) Suppose a set S of hue values in degrees is given as S = {10,90,1 10,200,250,'
320,350}. Draw the dendrogram for single linkage clustering for the d?taset S, kc;epmg
the circular nature of the data in mind. If one wants 3 clusters, what will they be ?

i i -red patches. Describe an
b) Suppose in a colour image there are some red or near Te
alg(ogithm to change these patches to blue or near-blue, keep.lr}g the ci?lour ot;1 t,{le other
patches in the input image unchanged. Give your own definition of near-re7 " ;)r= "
“near-blue” providing justifications.



5.a) What is the full form of CCD ? How is a digital image formed by it ?
b) Name two different types of cameras each of which can form images by sensing
electromagnetic radiation outside the visible range.
¢) What is the full form of TIFF? What are its advantages over JPEG image format?
d) Define spatial and gray level resolutions of a digital image.
(1+2)+2+(1+2)+3 =11

6. a) Animage I(x, y) of size 100x100 is given. Obtain necessary expressions to compute
the pixel values of the zoomed image J(p, q) of size 150x150 by bilinear
interpolation method.

b) What is the distance of a pixel (x, y) from its farthest 24-neighbour ?

¢) Write down the name and expression of a basic image transformation which can be
used for image enhancement.

d) Write an algorithm to remove noise from a given image.

e) Write down spatial filters for extraction of horizontal, vertical and diagonal edges
from an input image.

f) What do you mean by the statement “gradient of an image is linear?

4+1+2+2+3+1 =13
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Find the sample value of the measures of association Goodman-Kruskal's 7 for
the following three tables. '

r113710]6 7]
21311017 86
1671412 1(5
of1] 9113
11671471275
0l1] 9 3
113110 7
2131107716
1271]5]6114
11{0f(3]119
6 [1]7({3]10
71261310

[6]

Let X. Y and Z be identically distributed categorical random vari.ables, Suppose
each of X. Y and Z have n categories Ci,...,C, with probabilities p;,...,Pn,

and
PIX =ClY =C.Z=C) = (1-2a)p+al(i=j)+alt= k), 1.5,k =1...m

where /(1 = j) is the indicator and 0 < « < 0.5. Find TX|Y.Z> the ;HUIcttlipcjs
association measure corresponding to Goodman and Kruskal’s 7. as a fun A
of a.
Define kappa and generalized kappa as measures of agreement. C;l;):ulato kaplp;

4 x . = = , g = 19,
for a 4 x 4 table having ny; = 5 for all 7. ny,4, = '15, 7 1, t, 3, 141 o
= ( otherwise. Explain why strong association does not 1mply

. ralized kapnpe onsicdering suitable
Also find the value of generalized kappa by consi g [4+2+4]

and n,,
agreenlent.
weights and interpret the results.



4. ?hescnbe Cochran-Mantel-Haenszel test for conditional independence. Carry out
e test procedure for the following data of a multicenter clinical trial. )

Center Treatment Success Failure
1 Drug 11 25
Control 10 27
2 Drug 16 4
Control 22 10
3 Drug 14 S
Control 7 12
4 Drug 2 14
Control 1 16
5 Drug 6 11
Control 0 12
6 Drug 1 10
Control 0 10
7 Drug 1 4
Control 1 8
8 Drug 4 2
Control 6 1

[t

5. Discuss the latent variable approach t
possible covariates. Write down the likelihood assuming norni
variable. How can you model
approach where one variable is ordin

Write down the likelihood in this context.

6. Five groups of animals were exposed to a d
centration. Let 11, be the number of animals and y;

the ith concentration.

Describe the fit of an appropriate logistic 1

Concenlration
1x107°
1x107*
1%x1073
1x 1072

a function of 1og10(concent,ra,t.ion). [Discuss A ’
How can you test for LDsp in {his context!

procedure in this context. ]

Yi

~

0
1
4
6
6

10del for w;
the applicahility of Newton-R

al categorical and the other is continuous:

[4+8]

o model ordinal categorical variables with
ality of the latent
a bivariate response vector using latent variable

?

(32444

angerous substance in varving con-

be the number that died n

(probability of death) as

aphson
[5+4]
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1. Suppose, given 6 € (0,1), X,,...,X,, are iid Bernoulli(#) random vari-
ables. Assume that § has a uniform prior distribution on the open
interval (0,1). Show that the probability of the event {X,11 = 1}
given that X; = 1 for all 1 < ¢ < n, increases to 1 as n increases to
infinity. (6]

2.

(a)

Suppose Xi,...,X, are iid with common density f(z|¢), where
6 € R. Suppose 8 is assigned a prior distribution m(¢). Suppose
0 = 6y is the true value of . Assuming appropriate conditions
and using an appropriate version of the asymptotic normality of
posteriors under such conditions, prove that \/n(6, —b,) — 0 with
probability one (under Ps,), where 6, and 6,, denote the posterior
mean and the MLE, respectively.

Suppose now that X, ..., X, are iid N(f,1) and 0 ~ 7(6). Sup-
pose 6 = 6 is the true value of 6. Prove that under appropriate
conditions to be stated by you, the difference between the pos-
terior mean and the MLE, upon proper rescaling, converges in
distribution (under Py,) to a non-degenerate limit. [6+12=18]

3. Define the Jeffreys prior. Describe in a few sentences the justification of

thinking of Jeffreys prior as a noninformative/low information prior. (6]

4. (a) Argue that use of improper non-informative priors in model selec-

tion problems may lead to Bayes factors which are deﬁned.only
upto arbitrary multiplicative constants. Can thej use of diffuse
proper prior be a solution to this problem ? Explain your answer. .



(b)

Consider the general model selection problem and derive the in-
trinsic prior determining equations starting with Arithmetic In-
trinsic Bayes Factors. Argue that in the nested model selection
problem, the solution suggested by Berger and Pericchi to these
equations indeed satisfies the equations. [(24+5)+(6+4)=17]

5. Consider p independent random samples, each of size n from p normal
populations N(0;,0%), j = 1,...,p where o? is known. Our problem
is to estimate 6;,...6,. We assume that 8y,....6, are iid N(m,m),
where m € R and 7, > 0 are unknown constants. Find the Parametric
Empirical Bayes (PEB) estimate of the vector of ’s. Explain in what
sense this estimator might be more appealing than the simple vector of
sample means as the estimator of the vector of €’s in this setup. [6+2=8]

6.

(a)

(b)

Suppose our task is to evaluate E¢(h(X)) = [ h(z)f(x)dr where
f is a probability density such that it is very difficult to sample
directly from f. Describe how the Importance Sampling technique
can be used to approximate E¢(h(X)). Suppose now we are given

the class of importance functions u(z) such that E, [h’(X) %] <

0o. Show that among this class, the importance function u which
minimizes the variance of the importance sampling estimator (

for any given value of m, the number of samples drawn for the
approximation) is given by

= (g) = BN ()
M= TR e

Suppose we have a random observation X from a N(#6.1) distribu-
tion and 6 is assumed to have a Cauchy(u, 7) distribution where
both 1 and 7 are known constants. The problem is to approximate
the posterior mean and variance of 8 given X. Describe how one
can approximate these quantities using the teachnique of Gibbs

sampling. [(2+6)+7=15]
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1. State whether each of the following statements is True or False and justify your
answer clearly in each case: . [3 x 6 =18]

(a)
(b)

(c)
(d)

(e)
()

(c)

(b)
(c)

(e)

A Hadamard matrix of order 2(s + 1), where s is an odd prime power, always
exists.

There does not exist a symmetric balanced incomplete block (BIB) design
with 15 treatments and 15 blocks, each block of size 7.

An orthogonal array 0A(32,16,2, 3) exists.

If a design d is D-optimal for inferring on a parameter  in a class D, then it
need not remain D-optimal in D for inferring on a non-singular transformation
of 6.

A 3x4x 2 factorial experiment will lead to 24 independent contrasts belonging
to the 3-factor interaction effect.

In a factorial setup, treatment contrasts belonging to any two distinct inter-
actions are mutually orthogonal.

Give an example of an experimental situation where you would recommend a
row-column design.

Write down the usual model for analyzing row-column designs.

Suppose a row-column design is to be planned with ¢ treatments, 2t rows and
g columns, g < t. Then, under your model, identify a possible design which,
if it exists, will be universally optimal for treatment cffects in the class of
all row-column designs with these parameters. Prove your claim. (You can

assume the form of the C-matrix, construction of the design is not needed)
[24+2+8=12]

What are the necessary conditions on the design parameters for a strongly
balanced crossover design to exist?

Are the above necessary conditions also sufficient? Justify your answer.
Construct a strongly balanced uniform crossover design with 3 treatments and
the minimum possible number of subjects and time periods.

Construct a strongly balanced crossover design with 3 treatments, 4 periods

and the minimum possible number of subjects.
hat (in usual notations)

* trongly balanced uniform design. Show t
Let d* be a strongiy [3+4+2+2+4=15]

Cg12 = 0.(Assume the form of Cy~12 without proof.)

peTO



4.

(a)

(b)

(c)

Consider a s; X $2 X ... X s, factorial experiment run as a connected design d.
Prove that if BLUE’s of every two mutually orthogonal contrast belonging to
a particular main effect are uncorrelated, then that main effect is balanced.
Show that if d has balance and if also the BLUE’s of contrasts belonging to
distinct interactions are uncorrelated, then the C-matrix must satisfy a certain
algebraic form to be specified by you.

What is meant by a N-run resolution (2,3) plan in the set upofa 2 x 3 x 4
factorial experiment?

An optimal main effects plan is required for a factorial experiment in 5 factors
with each factor at 2 levels. Indicate the construction of such a plan with the
smallest possible number of runs. [4+4+3+4=15]
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1. (a) Let A be a proper subset of X and B be a proper subset of Y. If
X and Y are connected spaces, then show that X xY - A x B is
connected.

(b) Show that IR and IR® are not homeomorphic. [7+4]

2. Let X be a compact space and let F be a family of closed subsets of
X with the finite intersecting property. Show that Nser F' # ¢. [5)

@

(a) Show that a path-connected space is connected.
(b) Let A C IR? be a countable set. Show that IR? - A is path-
connected.
[5+7]

4. (a) Show that a non-empty compact Hausdorff space with no isolated
point is uncountable.
(b) Show that a compact subspace of a Hausdorff space is closed.
[7+7]

.C,"\

Let (X, d) be a compact metric space and f : X — X be an isometry.
Show that f is a homeomorphism. 8]

6. When is a topological space said to be normal?
Show that a regular, second countable space is normal 9]

1id A, B are two disjoint closed sets in X,

) that if X is metrizable ar _
iy such that f(A) = {?}]
5

then there is a continuos function f: X — [0, 1]

and f(B) = {1}.



8. Assume that the uniform metric g on R is complete. Show that

10.

C[0, 1], the space of real-valued continuos functions with the sup metric,
is complete. (7]

. Consider IR with the usual topology. Show that a countable intersec-

tion of dense open sets in IR is dense.

Hence, or otherwise, prove that Q, the set of rationals, is not a G set.
Is there a real-valued function which is continuos precisely at the ra-
tionls? If not, why not? [10+6]

Let R be an cquilalence relation on a topological space X. Define the
quotient topology on X/R

Let P> denote the projection of X onto the quotient space X/R. Show
that if P is open and R is closed in X x X then X/R is Hausdorff.
[3+5]
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1. (a) Derive Lagrange’s equation of motion using variational principle.

(b) Show that if Lagrangian of a system is independent of time, corresponding total
energy of the system is conserved.

[9+6=15]

2. A small solid homogeneous cylinder of radius r rolls without slipping inside a sta-
tionary large cylinder of radius R.

(a) Using Lagrangian formalism, show that for small angular displacement, the pe-
riod of oscillation of the rolling cylinder is given by

_ [671'2(R - r)}‘/""
g
(b) Verify your results using Hamiltonian formalism as well.
[8-+7=15]

3. (a) Check if the following transformation is canonical :
1
=-; P=qp
¢ p

where {g, p} and {Q, P} are two sets of generalized coordinates and momenta.
(b) The Hamiltonian of a system with mass m and force constant k is given by

2
D 1, ,
= —— + =k¢?,
H=5ntak
where {q, p} are generalized coordinate and momentum. Cousider a generating
function F' = pgZcotQ (Q is the new generalized coordinate), show that the

motion of the system can be described by simple harmonic oscillation.
[7+8=15]

4. (a) Two objects A and B travel with velocities {c and $c respectively (with rﬁspe.ct
to a stationary observer sitting on the earth) along tl%e same straight line uig
the same direction. How fast (with respect to the stationary observer)ds}éo
another object C travel between them, so that it feels that both A an are
approaching C at the same speed?

PO



(b) Using 4-vector notation, prove that the mass-energy relation of a relativistic
point particle is
B? = p* + mict,
where the symbols have their usual meanings.
[7+8=15

5. (a) Prove that #p, and p,& are both non-Hermitian operators.

(b) For a one-dimensional quantum linear harmonic oscillator, the Hamiltonian op-
erator is given by
H= b + }-mwza‘?
2m 2 ’

where Z and p, are two Hermitian operators satisfying the usual commutation
algebra. Using raising and lowering operators

o b Ps . (mw\1/2
ai_:F\/i [(mhw)lﬂiz( I3 ) x]

find out the energy eigenvalue of the system.

" [(3+3)+9=15
6. (2) In Dirac equation, the Hamiltonian for Fermions (say, electrons) is given by
ﬂ = co;P; + Bmocz.
(i) Prove that o; and 3 are Hermitian, traceless matrices with eigenvalue = 1.

(ii) Show that the probability density of such particles is positive definite.
(b) What are the major differences between Bose-Einstein and Fermi-Dirac statis-
tics?
[(5+6)+4=15]

7. (a) Derive (i) Gauss law and (ii) Ampere’s law from the electromagnetic field tensor

0 E.Jc E,Jc E./c
—E;/c O B, -B,
- !//c ;Bz 0 B,
-E,/Jc B, —-B, 0

where E; and B; are the components of electric and magnetic fields respectively.

(b) S.how t.hat covariant derivative of a Rank 1 tensor is non-commutative and it
gives rise to a Rank 4 tensor, called Riemann curvature tensor.

i

F,,

[(4+-6)+5=15)
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1. (a) Let 0.3762, 0.7198 and 0.1505 be three random numbers independently generated from the
U(0,1) distribution. Using these random numbers, generate a random vector (X1, X3) from

the bivariate distribution with cumulative distribution function given by

F(z1,22) =1 — exp{—z1} — exp{_—:z:2} + exp{—z1 — 2 — 0.5z122}, where 1,2, > 0.

(6]

(b) When a coin is tossed, ‘Head’ and ‘Tail’ appear with probability p and 1 — p, respectively
(0 < p < 1). Using this coin, is it possible to generate an unbiased estimate of 1/p ? If you
think it is possible, write down the algorithm. If you think it is not possible, give reasons. [4]

2. Let X, Xa2,..., X, be independent and identically distributed as U(0, ), where § > 0. Define
X(n) = max{X1,Xa,...,Xn}. Let {X{,X3,... , X} be a random sample of size n drawn from
{X1, X2,...,X,} with replacement and {X;", X,..., X'} be a random sample of size n drawn
from U(0, X(n)). Define X, = max{X},X3,..., X} and Xty = max{X]", X5,..., X}}. Check

which of the following quantities converge(s) to zero as the sample size n diverges to infinity.
(8) sup, | P(Xy < 2) ~ P(X(my < 2) |

(b) sup, P(———————K—Ln(x(")—xt‘ ) < :c) - P(———J—L"w—g(" ) < x)

X(n)
n(X n _X‘n ) n(e"x n ) I 4+4+4
(c) sup, P(-——iﬁﬁ—l— < z) —P(——f—l— < ac) [ ]

. _ i
3. Consider a data cloud of the form {(zi,%), i = 1,2,...,21}, where z; = i — 11 and y; = 2127 +

11z; +8fori=1,2,...,21.
(a) Show that the regression depth of any linear fit cannot exceed 8. Find a linear fit y = a+ Bz,
which has regression depth 8. Is this choice unique ? Justify your answer. [4+2+2]

(b) Derive the limiting value of the Nadaraya-Watson estimate of the regression function f at

z = 4.5, when the kernel K is Gaussian and the bandwidth & shrinks to zero. [4]

i i i =45
(c) Find the limiting value of the local linear estimate of the regression function f at z = 4

. . o 4
when the kernel K is Gaussian and the bandwidth & diverges to infinity. [4]

piro



4. Prove or disprove the following statements.

(a) LMS (least median of squares) and LTS (least trimmed squares) estimators of location are
one-dimensional analogs of MVE (minimum volume ellipsoid) (based on 50% observations)

and MCD (minimum covariance determinant) estimators of location, respectively. 4]

(b) Let to < t1 < ... < tx be a set of points in R. Consider a function f defined on [to,tx],

which is continuous and linear in [t;—1,%;] foralli=1,2,..., k. Let C be the class of all such
continuous functions. If fo(t) = 1, fi(t) =t and fi(t) = maz{0,t — ti—y} fori=2,3,...,k
and all ¢ € [to, k), then fo, f1,..., fx form a basis for C. 5]

(c) Consider a logistic linear regression problem involving a binary valued response variable Y
and a p dimensional covariate X. Let S; be the convex hull formed by the X-observations
with Y =4 (i = 0,1). If Sp and S; are disjoint, the maximum likelihood estimate of the

parameters of the logistic regression model will not exist. (5]

5. Give examples to show that

(a) Small reduction in impurity value is not always a good choice as a stopping rule when a
regression tree is constructed. (3]
(b) For fitting a linear spline with power spline basis, placement of equi-spaced knots may not be
a good option. 3]
(c) Spatial median of a continuous distribution can lie outside the support of the distribution. {3]

(d) Half-space median of a two-dimensional continuous distribution can have half-space depth
smaller than 0.5. 3]

6. (a) Let z1,z2,...,z, be n observations generated from a mixture of three univariate normal
distributions N(0, 1), N(1,1) and N(—1,1) with mixing proportions p?, 2pg and ¢* (p+q = 1),
respectively. Use the expectation-maximization (EM) algorithm (clearly state the choice for
the initial value of p and the convergence criterion) to estimate p. [5]

(b) Show that the EM algorithm can be viewed as a special case of minorization-maximization
algorithm. (4]
(c) Show that the iteratively re-weighted least squares method used for LAD (least absolute

deviations) regression can be viewed as a majorization-minimization algorithm. 9]

(a) Describe the Metropolis-Hastings algorithm for generating observations from a target distri-

bution 7. Show that if X, ~ =, all subsequent observations generated by this algorithm will

follow the same distribution. [2+4]
(b) Use the Gibbs sampling algorithm to generate observations from the following distribution.

F(@y,2) = Co y™ % )(1 + y) 10+, r=012,...,10,0<y<1,2=0,1,2,...,

where Cy is a normalizing constant.

8. Computer Assignments
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Answer all questions.

Question 1

1. Consider the following genotype data at a biallelic locus on 200
randomly chosen individuals in each of three populations:

Genotype Population 1 Population 2 Population 3
AA 25 30 30
AB 95 95 100
BB 80 70 70
Do the above data provide evidence that the allele frequencies at this locus
differ across the three populations? [10]
Question 2

(a) Consider a recessive disorder controlled by an autosomal biallelic locus.

Suppose 100 nuclear families each comprising two unaffected parents and
one offspring and 60 nuclear families each comprising exactly one parent
affected and one offspring are randomly selected from the population. It was
found that in the first group of families, there were 10 affected offspr.mg
while in the second group of families, there were 18 affected offsprmg.
Obtain the maximum likelihood estimate of the prevalence of the disease

based on the above data.

(b) Suppose the initial genotype frequencies at an autosor.nal biallelic locus
are according to Hardy-Weinberg equilibrium proportions. If the ftltr.le.ss
coefficients corresponding to the genotypes are proportlon.al to the initial
genotype frequencies, explain whether the allele frequencies at the locus
reach non-trivial equilibrium values. . [7+ 5]

P.T.O.



Question 3

What is the probability that an uncle and a niece have different genotypes at
an autosomal biallelic locus with minor allele frequency 0.3? [8]

Question 4

Consider two autosomal biallelic loci with alleles (D,d) and (M,m)
respectively. The following are the genotype data on two nuclear families:

Family 1: father is DM/dm, mother is Ddmm, offspring are DDMm, DdMm
and DDmm

Family 2: both parents are Dm/dM, offspring are DdMM, DDmm and ddMm

Test using the LOD score approach whether the two loci are linked. [10]
Quesfion 5

(a) Compute the expected identical-by-descent score of a pair of sibs, both
heterozygous at an autosomal biallelic locus with equally frequent alleles.

(b) Consider L ordered loci such that the recombination fraction between

locus 7 and locus j is &5; i< ij < L. Show that the recombination fraction
between locus 1 and L is given by:

L-1
%(1- (12 6.} [5+5)

1=

Question 6

Given genotype data on a random set of individuals at two autosomal

bialleli.c. lqci, explain how you would test whether there exists linkage
disequilibrium between the two loci. [10]



INDIAN STATISTICAL INSTITUTE
Semestral Examination: 2015-2016
M.S. (Q.E.) II and M.Stat. Il Year

Econometric Methods II/ Econometric Methods
Date: £6°11:1§ Maximum Marks 100 Duration 3 hours

All notations are self-explanatory. This question paper carries a total of 110 marks. You can
answer any part of any question. But the maximum that you can score is 100. Marks allotted to
each question are given within parentheses.

1. Lety,=u+ &, & =u; X (@ + a;e2_1)*>, u;~i.i.d.N(0,1), ay > 0,2, 2 0.

a. Compute the first and second moments for y, (i) conditional ony,_;; and (ii)
unconditional.

b. Write down the likelihood function based on 7'number of observations on y.

c¢. Do you feel that the ML estimator of u will be more efficient than that of the OLS
estimator? Give the intuitive reason.

d. Describe how wauld you test for Hy: a; = 0.

e. How will you estimate all the model parameters by GMM? Write down the-

moment conditions appropriately.
[(2+6)+7+5+7+8=35]

2. Lety,=u+Ahy+&, g=u X (a+ o €21)%5, u~i.i.d.N(0,1), ag > 0,a; 2 0.
a. Derive the unconditional mean of y;.

b. Show that y, is auto correlated. Derive the autocorrelation structure.
[6+9=15]

3. Define temporal aggregation for an ARCH process. Show that as the sampling interval
gets larger, the ARCH effect dies out. [3+12=15].

4. Consider the dynamic panel data model: yir = @i+ p Yi¢-1 + Bxie +

. . . ¥
it t=12..T;i=1,2,.N+ Eit is i.i.d. with all ideal conditions. x;; 18 purely exogenous. ;S

are i.i.d. random variables with mean & and variance ol ' ' '
a. Show that the OLS estimator of p is inconsistent for finite number of time series

observations. N . |
b. Propose a GMM estimator of p . Write the moment conditions appropriately.

Show that the praposed GMM estimator is consistent even when T is fixed.
[9+(4+12)=25]

5. 'Write down the advantages of having panel data. [5]

P.T.O.



6. Consider the panel data model: y;; = a; + fx;s + €it t=12,.7;i=12,.N- Ei¢ IS 1.i.d. with
all ideal conditions. ;s are iid random variables with mean a and variance 62. Suppose
that you are not sure whether Efe;; |x;] = 0 or not.

a. In such situation, propose an consistent estimator of 3. Prove your results
analytically.

b. How will you test for Hy: E[¢;; |x;;] = 0? Discuss the test procedure clearly.

[7+8=15]
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Attempt all the problems. Please use a new page to answer each problem and make sure
that the problem number in the margin can be read, even after stapling. If you attempt the
same problem several times, please strike out all the attempts except the correct one before
submitting your answer script. Justify every step in order to get full credit of your answers.

All arguments should be clearly mentioned on the answer script. Points will be deducted for
missing or incomplete arguments.

(1) Let H be a Hilbert space. Find the closure of the space of compact operators K(H)
in L{H) with respect to the strong operator topology. Prove it.

[6 marks|
(2) The Volterra operator V' : L*[0,1] — L?[0, 1] is defined by

Vf(z)= / f(y) dy for all f e L?[0,1].

0

Ty E=yn LneN
a) ShOW that V"’f (;L‘) = f(y) Wdy fOI' alin € .

0 .
b) Show that o(V) = {0}.
c) Show that V' is a compact operator.
d) Find V™.
[5-+4+2+2 = 13 marks]

(3) Consider bounded linear maps S and T': L?[0, 00] — L?[0, 00] be defined by
(Sf)(x) = f(z+1) and (Tf)(z)=f(z) + flz+2)
hat o(S) ={z € C: |2| <1} .
8 g‘tllr(l):lv ;(;) ‘(7\((01)1 mi; assume that o(p(S)) = p(c(S)) for any polynomial D).
[(5+3)=8 marks]



(4) a) Show that an idempotent operator on a Hilbert space is compact if and only if
it has finite rank.
b) Show that if T: H — K is a compact operator and z, — x weakly in H, then
Tz, — Tz in || - || of K.
Hint: If X is a Banach space and {x,}, is a sequence in X which converges
weakly to * € X such that every subsequence {xn,}r has a norm-convergent
subsequence, then show that {z,}, converges to x in norm of X.

[(5+5)=10 marks]

(5) For all n € N, define p,, : I}(N) — [0,00) by p.(f) = |f(n)| for all f € I}(N). Show
that:
a) {pn : n € N} is a separating family of seminorms,

b) the unit ball of (}(N) is compact with respect to the topology induced the family
{pn : n € N}.
Hint: A net {fa}a in I*(N) converges to f € I*(N) with respect to the topology
induced by the above seminorms if and only if fo(n) — f(n) for alln € N

[(3+6)=9 marks]

(6) Let (X, Q, p) be a o-finite measure space. Take ¢ € L®(X,Q, ). Define M, :
L2(X, 0, 1) = LA(X,Q, 1) by (M,f)(z) = p(z)f(z) Vo € X,
a) Prove that the spectrum of M, is the essential range of v, namely,
{A € C: (¢! (U)) > 0 for each open set U containing A}

b) When is M,, a projection?
c) When is M, a unitary operator?

[(542+42)=9 marks]
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1. Let the components of the vector X = (x1, ..., x5)" be binary valued (0 or 1). Let there
be two classes with equal a priori probabilities, and let

Pix = Prob(x;= 1| class k), i=1,...,5 and k= 1,2

Suppose p; =p (0.5 <p<l)and pr=1-p, fori=1, ...» 5. All the components x; are
statistically independent for both the classes.

a) Derive the Bayes classification rule for the above problem.
b) Find the Bayes error. [8+6=14]

2. (a) Define the Fisher criterion for a 2-class problem with equal a priori probabilities to
obtain the Fisher discriminant function.

(b) Consider two classes (with equal a priori probabilities) in which the features XY)
have bivariate normal distributions with respective parameters as
10 40
T _ _ T -
M =(0,5), 2, = [O 4j and My = (5,0), ‘22 (0 1)
Find the linear discriminant function that maximizes the Fisher criterion. Also find the
threshold that minimizes the error. [3+(8+3)=14]

3. Provide the set of parameters that define a hidden Markov model. Describe an
algorithm to find the most likely state sequence for a given sequence (oleength T) qf
observation vectors, with computational complexity not higher than O(Tr?), where » is
the number of states. [4+8=12]

4. Define a connected component in a binary image. Consider' the binary image below ir;
which the object pixels are darker. Describe a linear time (in terms of the number o

pixels in the image) algorithm to assign unique labels to the connected conEch;I;ts
present in the image.

08 I3
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5. (a) Consider a two-class classification problem where the classes are known to be
linearly separable. Describe a gradient descent algorithm based on the perceptron
criterion function to determine an optimal linear discriminant. Prove that the algorithm
converges after a finite number of iterations.

(b) Show the architecture, with appropriate weights, of a multilayer perceptron for the

XOR problem. Are the weights unique? Justify your answer.
[(6+7) + 7=20]

6. (a) Define the two most basic operations of mathematical morphology.

(b) Are these two basic operations inverses of each other?

(c) State two properties each of these two morphological operations.

(d) Give examples of a binary image and a structuring element such that one of these two
operations is required to be applied on the image exactly two times to remove all object
pixels from the image. [3+1+2+4=10]

7. (a) Write down two non-linear transformations for gray-level image, one each for

(1) stretching darker regions while suppressing brighter regions and (i1) suppressing
darker regions while stretching brighter regions. Can the power law be used for both
these transformations? Justify your answer.

(b) Write down the 8-neighbours for the pixel (0,0) situated at the top-left corner.

(c) Design a 3x3 filter or mask for image smoothing such that its center pixel has the
maximum weight while the weights at other pixels vary inversely with their distance
from the center pixel. Does this filter have any advantage over the simple averaging
filter? Justify your answer. [(2+2+2) + 1 + 3 =10}

8.(a) Despribe Otsu's thresholding method in brief.

(l:.)) I?oves it require modeling of probability density functions of object and background
pixels?

(c) Hovy doe.s O‘tsu"s thresholding method differ from the K-means algorithm?

(d) Which discriminant criterion is maximized or minimized by the Otsu's method?

(e) What are the drawbacks of Otsu's method? [2+1+2+2+3=10]

9. (a) What 'is skeletonization of a binary image?
(b) Describe a method of skeletonization.
(¢) What are th i i 1
1o Wh ¢ possible defects of the skeleton obtained by the algorithm you

(d) How may these defects be corrected? 2+7+2+3=14]
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1. (a)

(b)

Let x = (0.102, 3.456)/ be an observation generated from a bivariate normal distribution
. . / 5 4

with the location parameter (1,2) and the scatter matrix { j| Without using any
4 5

additional random number, generate an observation from the uniform distribution on the
ellipse E = {(z,y) : 5z° — 8zy + 5y% < 9}. 8]
Let X1, X3,..., X, be independent observations from a normal distribution with the location
parameter p and the scale parameter ¢2. If the prior distribution of (u,0%) is given by
m(p, 02) x 1/02, give an algorithin for generating observations from the posterior distribution
of (i, 0?). Using these observations, how will you construct a 95% credible region (you may

consider a rectangular region) for (u,o?). (5+3]

2. Consider a moving average process X; = u + €; + %Et_l for t = 1,2,..., where the gs are i.i.d.

with the mean 0 and the variance 1.

(a)
(b)
()

Check whether X, = Y .., X;/n is a consistent estimator of y. (4]
Find the asymptotic distribution of Y, = v/n(X, — p). 4]
Consider a bootstrap sample X7,..., X drawn from {X3,..., X} with replacement. Define
Xr=3" X/nand Y} = vn(Xr — X»). Check whether the asymptotic distribution of
Y,> matches with that of ¥,,. [6]

Show that in the case of a univariate continuous distribution, half-space median, simplicial
median and spatial median all coincide with the usual univariate median. (6]
If F is a spherically symmetric multivariate distribution with the centre at the origin, show

that D(z, I), spatial depth of x with respect to F, is a decreasing function of |x|j. (8]

4. Consider the following data set.

xr

(a)

(b)

(c)

1 2 3 4 5 6 7 8 9 10
186 157 10.8 6.9 35 -09 -56 -87 -13.8 -16.5

Find the equation of the line y = a+ Sz that passes through the point (z3,y3) and minimizes

10 .
E ly; — a — Bx;|, where (z;, y;) denotes the i-th (i =1,2,..., 10) observation. Compute the

ron is 1i [4+2]
regression depth of this line

What will be the equation of the line in (a) if the observation (2,15.7) is replaced by (i)

(32,15.7) (i) (2,15 7)". Comment on the robustness of LAD (least absolute deviacions)]
L] . 5 . ‘ [4
regression based on your findings.

[y
an of squares) and LTS (least trimmed squares) (based on 50%

Find the LMS (least medi 242

observations) regression line of ¥ on X.

D70



5. Let 21,2, . . ., £n be n observations generated from a mixture of three univariate normal distribu-

6.

. .. . o
tions N(ﬂls 0'%), N(P«Zs U%) and N(/Lg,d%) ([Ll < po < #3) with mixing proportions p2, 2pq and q
(p+4q=1), respectively.

(a) Use an EM algorithm (clearly state the choice for the initial values of the model parameters

and the convergence criterion) to estimate p, p1, p2, 43, 03,02 and o3. 8]
(b) How will you modify your algorithm if it is known that o} =o03=03" [4]

(c) Will the model parameters be identifiable if the condition p1 < u2 < pg3 is not given? Justify

your answer. [2]

(a) Consider a data set {(z:,4:); ¢ =1,...,n}, wherey; = ¥(z;) for=1,...,n and 1 is monotoni-
cally increasing. For any fixed choice of the bandwidth h, check whether the Nadaraya-Watson

estimate fr based on Gaussian kernel is also monotonically increasing. [5]

(b) Consider a classification problem with J competing classes. If a node t of a classification tree
contains p; proportion observations from the j-th class (§ = 1,2,..., J), its impurity function
is given by i(t) = ¥(p1,p2,...,ps), Where ¢ is concave and symmetric in its arguments.
Show that (i) v is maximized when p; = 1/J for j = 1,2,...,J, (ii) it is minimized when
maxp; = 1 and (iii) for any split of a node ¢, the reduction in the impurity function, Ai(t),

is non-negative. [3+3+3]

(a) Show that the iteratively re-weighted least squares method used for quantile regression can

be viewed as a majorization-minimization algorithm. 6]

(b) The results of one-day international series played in 2014 are given below.

Home Team AS SR IN WI NZ AS EN SR SA EN PK WI NZ SA

Visiting Team NZ SA EN PK SA PK WI IN EN AS SR IN PK AS
Result 41 2-1 30 222 2-3 30 21 32 41 3-3 2-1 25 4-1 4-3

Describe how you will rank these 8 teams based on their performance in 2014 using an

appropriate Bradley-Terry model. (8]
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(Answer as many questions as you can)

1. (a) Derive the update rules to iteratively estimate the parameters (P, His 0'12 s M, 0'% )
of the following mixture distribution.
P =Pp,() +(1-P)p,@), 0<P<1

where pk(x) denotes the univariate normal density with mean g, and variance 0',% ,

k=12.
(b) Describe how the above estimation procedure can be used in segmenting a grey
level image into object and background. [10+4 =14]

2. Consider a two-class classification problem in which the univariate feature X has class-
conditional probability density function pk(x) in the &-th class, &=1,2. The density
functions pk(x) are given below.
pl(x) =1 if0<x<0.5
=15-x if05<x<1.5
= 0 otherwise
pz(x) = pl(O.S- x) for all x.

(a) Find the Bayes error.
(b) Is the Bayes classifier unique? Justify your answer. [8+6=14]

3. In genetic algorithms, describe with illustrations the operations that are needed to
obtain the population at generation (¢ + 1) from the population at generation £. (10]

4. (a) Describe an algorithm to rotate a binary image of size n x n around the center of the

image by an arbitrary angle @ in the clockwise direction.

(b) Describe how the Hough transform is used to detect straight line segmen;s in1 Z]
-+ =
binary image. [7

5. (a) Write down the expressions for conversion of color image pixels from RGB space
to HSV space. . o
(b) Defcribe the K-means algorithm for colour image segmentation in 1[17817 ;iaclzes.]

‘P"T"O



6. (a) Consider a binary image B of size 128 x 128 with object Pixels denoted by 1 .and
background pixels denoted by 0. Consider a grid element S of size 3x3 gach position of
which contains 1. Let the top-left corner of S be its origin or reference point. Suppose Sis
translated over B by placing its origin (reference point) over each pixe} of the image B. If
S is wholly contained in the object part of B, then the corresponding pixel of an output‘
image B' (initialized by 0 at each pixel) of the same size as B, is convent?d to 1. What is
this operation called in the context of mathematical morphology? What is its dual
operation? Define it.
(b) Explain why opening and closing operations can be considered as complementary to
each other.
(c) Are the two operations in (b) idempotent?
(d) Explain one use of any one of the two operations mentioned in (b).

[Q+142)+2+1+2 = 10]

7. (a) What is the relationship between skeletonization and thinning of binary image?
(b) Describe an algorithm for thinning an image.

(c) Show a structuring element and describe an algorithm for obtaining the boundary of
an object using the structuring element. 2+7+(1+5)=15]

8. (a) Describe the basic limitation of histogram-based methods of image processing.

(b) Gray level histograms of an image and its two transforms are shown below. What
characteristic of the image is actually modified?

(c) Wri.te doxjvn two masks, one each for horizontal and vertical step detection
respectively in an image.

(d) What is the bqrder effect of convolution of an image by a mask of size 3 x 3 ? How
does one solve this problem ? 3+1+3+3 = 10]

9. State three discriminant criteria to d i i
‘ etermine the goodness i
they equivalent to each other? Ex ; e e g e

whot? plain. Which one among these three is the simplest and
[6+2+2=10]



INDIAN STATISTICAL INSTITUTE

Semester exam. (Semester I: 2015-2016) [Back paper]

Course Name: M. Stat. 2ud year
Subject Name: Analysis of discrete data,
Date:d 1/%2/. 201§  Maximum Marks: 100.  Duration: 3 hrs.

Note: Answer all questions.

- Define Theil’s entropy measure of association for nominal responses. Show that
it reduces to the form
22 my log(mi; /Ty Ty )
> Taglogmy;

s

where 7, is the cell probability of the (i, j)th cell and 7y = 32, mi5, 74 = 3 my5.
[4+5]

2. Geometrically interpret Risk Ratio = 1 for 2 x 2 contingency tables. [10]

3. Discuss Fisher scoring for a regression using general link function. Discuss the

special case of logistic regression. Show that both Newton-Raphson and Fisher’s
scoring methods are same for a logistic model for estimating the parameters.

[5+3+3]

1. Data on pre- and post-operative conditions (classified as bad, mnoderate, good) of
100 patients are given along with their age. sex and another important covariate

initial condition of the disease. Give a latent variable based model

related to the :
ovement i the

and illustrate an approach to test whether there is significant impr
Discuss any computational problem that might be encountered

operation or not.
[6-+7+4]

in the analysis.

. Suppose a fixed number of 20 paticnts arce cach treated by the three trgatmcnts
1. B3 and €. and the number of successes by the treatments are respectively 8, 6
and 5. Let #4p be the odds ratio of treatinent A relative to treat.m'ent.B. Find
the asvmptotic joint distribution of (log#.p.loghac). Suggest an mLmtlv? test
for Hy: 645 = 1.04c = 1 against the alternative H, : 0ap > 1.04c 21 Vﬁtgkir?gﬁ

least one strict inequality.



6. Derive Fisher’s exact test statistic for testing Hy : independence. for the 2«
2 table. Carry out Fisher’s exact test against both one-sided and two-side

alternatives.

EERES:

7. (a) Describe an iterative proportional fitting for loglinear modcl. Compare th
procedure with the Newton-Raphson method. [T+

(b) Consider the 2 x 2 x 2 three-way table with cell frequencies {n}, wh
Ny = 12, Ny = 15, Moy = 25 N9 = 22 Noyp = 12. Noly = 10. Nooy = l
nage = 20. Illustrate the iterative proportional fitting for the models (XY. Y7
and (XY, XZ,Y Z). [+
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Answer all questions

1. Give an example of an inference problem where classical inference

gives a paradoxical answer while Bayesian inference gives reasonable
answer. [5]

2. Let X be a random variable taking values 0, 1,2, - - - with p.m.f. involv-
ing an unknown real parameter § > 0. Find a model for X and a prior
for 8 such that the marginal density of X is negative binomial. 5]

3. (a) Define a highest posterior density (HPD) credible region for an

unknown parameter. 2]
(b) Suppose Yi,...,Y,, is a random sample of size n; from a normal
population N(6,,0?%) whereas Y3,---,Y,, is an independent ran-

dom sample of size n, from another normal population N(6,,02).
Here (6,,0,,0?) are unknown parameters. Assuming the prior
m (61, 62,0?) ;15 , derive the posterior distribution of n = 6; — 6,
and hence find a 100(1 — &)% HPD credible set for 7. [15]

4. Stating appropriate assumptions, prove the Bernstein-von Mises The-
orem about posterior normality. [25]

5. Stating appropriate assumptions, prove that posterior consistency holds
for all parameter values when the parameter space is finite. [15]

6. Describe the technique of Laplace approximation of an integral. Can

this simplify Bayesian hypothesis testing in any way ? Explain your

answer. [3+1+2=6]



7. Suppose we observe X = (Xj,...,X,). Under the model M,, Xi’s
are iid N(0,1) and under the model M, X/’s are iid N(0,1) 6 € R.
Starting with the noninformative prior 7(¢) = 1 under M, argue using
direct asymptotic approximations of Arithmetic Intrinsic Bayes Factor
(AIBF) that a N(0, 2) density can be taken as an intrinsic prior for this
problem. [10]

8. Consider p independent random samples, each of size n from p normal
populations N(8;,02), j =1,...,p where o is known. Our problem is
to estimate 6y, ...0,. We assume that 6y, ..., 8, are iid N(ny, 112), where
71, 78) has a prior distribution 7(m, 7).

(a) Explain the Hierarchical Bayes (HB) approach in this problem
and describe how the HB estimates “borrow strength” from the
whole data at hand. [13]

(b) Explain why a James-Stein type shrinkage estimator might be
preferable to the usual vector of sample means as an estimator of
(61,...,6,) where p is large. [4]
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Answer all questions.

1. (a) Define the A-optimality criterion and explain its statistical significance.

(b) Prove that a Randomized block design with parameters v, b.k will be A-

optimal for treatment effects in the class of all block designs with parameters
v, b, k.

{c) Prove that a Latin square design with ¢ treatments is universally optimal in
the class of all row-column designs with ¢ treatments and ¢ rows and ¢ columns.
[(2+4)+6+8=20]

2. (a) Show that a Hadamard matrix of order 18 cannot exist.
(b) Construct a Hadamard matrix of order 12 after clearly stating the result you
use to construct this. (Proof of the result is not required).

(c) Prove that the existence of a Hadamard matrix of order 4t implies the exis-
tence of a symmetric BIB design (the parameters of the BIB design are to be
determined by you).

(d) Construct the blocks of the symmetric BIB design from the Hadamard matrix
constructed by you in (a) above. [54+5-+5+5=20]

3. a) Define a balanced uniforni crossover design. What are the necessary conditions
that its parameters must satisfy in order that such a design may exist?
b) Construct a balanced uniform design with 5 treatments, 10 subjects and 5
periods.
¢} From the design in b) above construct a strongly balanced design in 5 treatments
and 10 subjects.
d) Give a model for analyzing data from an experiment with a cr

e) Under the model in (d) above. show that the design in (b) has a completely
(You do not have to derive the

[(2+3)+5+5+5=20]

ossover design.

svmmetric information matrix for direct effects.
form of the information matrix, you can assume 1ts form).

1. (a) Give an example of an experimental situation where you would use a factorial

experiment.
(b) What are the advantages of using a f
ments?

actorial experiment over varietal experi-

PT O



(c) For a 3 x 4 x 2 experiment with factors Fy, F» and Fj, obtain a full set of
orthonormal contrasts for the interaction FpFy. Justify your answer.

(d) When is the above factorial design said to be balanced?
(e) Show that the design is balanced for FoF3 only if every two mutually orthog-
onal contrasts belonging to F,F3 are uncorrelated. [5 x 4 = 20]

5. Consider a fraction d of a 27 factorial consisting of the eight treatment combinations
0000000, 1000000, 0100000, 0010000, 0001000, 0000100, 0000010, 0000001.

Let Y{i,...i7) be the observation arising from a typical treatment combination
i1...i7 in the fraction. Suppose that all interactions are absent and consider the
linear model

7
E{Y(i1...i7)} = 3o + 3_(2i; — 1)3,,
i=1
where 3y is the general mean and §; represents the main effect of the jth factor.
As usual, assume that the errors are uncorrelated and homoscedastic.

Write
8=(3.81--... B7)" and Y = (Y (0000000), Y (1000000), . .., Y (0000001))’
for the parametric vector, and the 8 x 1 vector of observations arising from d,
respectively.
(a) Write down the 8 x 8 design matrix X, where E(Y) = X2.
(b) Show that X is nonsingular.

(c) Hence conclude that the BLUE of 3, i.e. /3 = (5’(), ... ,37)’ is given by

B=X"ly

(d) Use the result in (c) to obtain 31 explicitly as a linear function of the elements
of Y. [Hint: Solving a system of linear equations may be easier than finding X !
explicitly.]

(e.) What is the variance of 3;? What can you say about the variances of 3o, . .. 37

without finding these in detail?

((11 ?7 On the basis of your findings in (), will you recommend the use of the fraction
? Or, can you suggest some other design which will perform even better? J ustify

your answer. [3+3+3+3+3+5=20)
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1. Consider the multiple linear regression model Y = Xf + ¢, where X is stochastic.
Assume that data are independent across observations. Suppose E(€;1X;) # 0 but there
are available instruments Z with E(e;|Z;) =0 and V(¢|Z) = of , where dim(Z)>
dim(X). We consider the GMM estimator 8 that minimizes
Gy(B) = [’—t-z Zi(Y; XL/B)]/WN[%Z Z(Y; — Xl/ﬁ)], where is an appropriate weight
matrix.

a. Suggest an Instrumental Variable estimator for S using the entire vector of
instruments.

b. Show that the estimator suggested in (a) can be viewed as a GMM estimator as
defined above.

[10+10=20]
2. Consider the dynamic panel data model: y;z = @; +p Yie-1 + ﬁxit + ,
Eit t=12 T i=1.2..N- & is i.i.d. with all ideal conditions. x;, is purely exogenous. a;s
are iid random variables with mean & and variance oZ. _ ‘ .
a. Show that the OLS estimator of p is inconsistent for finite number of time serics
observations. N -
b. Propose a GMM estimator of p . Write the moment conditions appropriately.

Show that the proposed GMM estimator is consistent even when T is fixed.
[9+(4+12)=25]

3. Consider the following panel data model:
Yie =ar t+ xi/tﬁ + &ty y
where the x;; (kx 1) are time-individual varying regressors. Let x; = (X1¢) X2gs - XNE) -
Assume that E[e;|x;, @] = 0,and E[a¢|x;] # 0. o2=Var(ey).

a. Provide a consistent estimator of 8. Prove the consister}cy.
b. How will you estimate @ consistently? Prove the consistency.

c. Discuss how will you test for the assumption E[a.|x.] = 0. (10+10+10=30]

P.T.O



4. Lety, = u+ Pxite, & = up X (ap + aye2_; + aye2.,)%%, u,~i.i.d N(0,1), x; isa
single regressor, ag > 0,y = 0,a, = 0.
a. Find the autocorrelation function of &, and &?2.
b. Show that the OLS estimator of 8 is consistent.
c. Propose a better estimator of § than that of the OLS estimator. Give your logic.
d. How will youtest for Hy: a; =0? Vi =1, 2.
' [(5+5)+5+5+5=25]
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1. Describe Efron’s biased coin design (BCD) for allocation with two treatments,
say A and B. [4]

What happens if we take p =1 in BCD? 3]
Derive the expected proportion of allocation by A using BCD with p = 2/3. [4]

2. Discuss the concept of type I error spending functions in group sequential anal-
ysis. Discuss how type I error spending functions can be constructed by accu-
mulating boundary crossing probabilities. If there are only two groups, give one
form of type I error spending function which will spend the total type I error in
9:16 way in the two groups (assuming the first group is observed after 60% time
elapses). [4+8+4]

3. (a) Coeliac disease is a condition that impairs the ability of the gut to absorb
nutrients. A useful measure of nutritional status is the bicep’s skinfold thickness,
which has standard deviation 2.3 mm in this population. A new nutritional
programme is proposed and is to be compared with the present programme. If
two groups of equal size are compared at the 5% significance level, how large
should each group be if there is to be 90% power to detect a change in mean

skinfold of 0.5 mm? How many would I need if the power were 80%? [2]
(b) Suppose I can recruit 300 patients, what difference can I detect with 80%
power? 2]
(c) Suppose I decide that a change of 1 mm in mean skinfold is of interest after
all. How many patients do I need for a power of 80%?7 2]
(d) What would be the effect on this value if 2.3 mm underestimates o by 20%
and if it overestimates o by 20%7 [4]

(e) Assuming that 2.3 mm is a satisfactory estimate of o, what sample §izes
would we need to achieve 80% power to detect a mean differencg of 1 mm if w;e
opted to allocate patients to the new and the control treatments 1n the ratio 2:17

3]
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Answer all Questions. Paper carries 65 points.

1 (a) Cosider a finite population consisting of N units and let-£ and F denote SRSWR,
and SRSWOR sampling experiments of size k respectively. Compute defficiencies
of {€]|F) and [F||€] (by explicitly computing necessary Markov kernels) respec-
tively when k = 3. : ' :

(b) Find out the right kernel to transfer computation of expectations between the
following experiments : (a) Xi, Xa, ..., X, are iid Ber(p) (n > 1) and, (b)y 7 =
min{k > 7: E'f Y; > r} where r > 1 is given integer and, Y3, Y, ... is an infinite
Bernoulli sequnce with success probability p.

' [(8+8) + 10 = 26]

2. Consider the standard Borel space (R, B). ,
Let S = {A C R: A countable or A° countable } denote the standard countable-
cocountable o-algebra on R (include the null set in countable as convention).
(a) Describe the set of measurable functions on (R, S). ‘ .
(b) Suppose X is a random variable with N(¢, 1) distribution on (R, B) (# € Ris
the location). Is S sufficient for 6 ? Justify.

Suppose X is Poi(¢) defined on (R,B). Is § sufficient for 6 7 Justify.
(©) Supp ) [ 5+5+5 = 15

3. A statistic T is pairwise sufficient for a model {Py : 0 € ©} if it is sufficient for

i ' ' 5 hat :
every two point submodel {Psy, Pa, }: to, 01 € ©. Show t ; )
(a) yIf © is countable and T’ iso pai;wise sufficient then T is sufficient for {Fy : 6 €

O}. . . ‘
(b) If {Py : 0 € ©} is a dominated family by some o-finite measure and T is

N 1 is sufficient for {Py : 0 € ©}.
pairwise sufficient then T is su {Fs [12+12] = 24
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1. (a)
(b)

(c)

(b)
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Survival Analysis

Time: 135 minutes

(Total mark is 65. Calculator can be used.)

Derive the hazard rate for log-normal life distribution.

A study that began in 1990 included only discase-free subjects. A subject, who
was disease-free and 18 years old in 1990, was included in the study and found
to have contracted the disease 12 years later. As time is measured in years, write

down the likelihood contribution from this subject with f(-) denoting the density
for disease onset time.

In a censoring scheme, any surviving subject at a prefixed time ¢, is censored
with probability 0.5 and all the surviving subjects at a prefixed time t; (> ¢,) are
censored. Prove that it is a special case of random censoring.

Consider random right censored data from Weibull(A, p) life distribution with
known p > 0. Obtain the maximum likelihood estimate of A.

In the modification of Gehan's test, suggested by Efron, find the wu;; score for the
case 7y; < Z2;, 01i = 0, d25 = 0.
[3+3+3+3+3=19]

Suppose the hazard rate A(t) is given by N\, if t € I;, where I},---,I; form a
partition of [0,0c). Derive S(t) and f(¢).

Consider T following Geometric(p) distribution with p.m.f. p, = p(l1-p), t =
0.1.92.---. Prove its memoryless property. Based on random right censored data
from this life distribution, obtain the maximum likelihood estimate of p.

[(3+2)+(2+3)=10]

3. Consider right censored life time data from the model which has .constan‘c. hazard «
up to a given time to and then an increased hazard « + ¢ after tlme to Wlth ) 2 0.
Describe the score test for Hg : = 0 against the one-sided alternative. Give details.

4. (a)

(h)

[12]

Describe the nonparametric maximum likelihood estimate (NPMLE) of th(e:al arl‘)ll-‘
trary survival function S(t) based on random right censor‘ed data giving all details
(Variance calculation is not necessary). Mention one of its uses.

i ' i :s) of leukemia
Consider the following data on the times of remission (in weeks) of le

patients (+ indicating right censored observation).

6+, 6, 6, 6, 7, 9+, 10+, 10, 11+, 13, 16, 17+, 19+, 20+, 22. 23,
34+, 35+. | |
Obtain the Kaplan-Meier survival curve giving details of the calculljelttltogi.thAtllslz
obtain the Nelson-Aalen estimate of the cumulative hazard curve. 0

25+. 32+, 32+,



Kaplan-Meier survival curve and the survival estimate obtained from the Nelson-
Aalen estimate in the same graph (rough plot will do) with some comparative
comments.

[(7T+1)+(7+3+3)=21]

5. Describe the log-rank test for comparing two survival distributions based on random
right censored data from each population. Mention one of its limitations. [6+1=7]
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_ Describe the method of Jack-

Note: Use separate answer sheets for two groups.

Group B (Total Marks = 25)

Answer all questions.

. Describe how an optional randomized response technique can be used to estimate a sensitive

population proportion by a general sampling design with p(s) being the selection probability

of a sample s of respondents. Also give a variance estimator.
(5)

Describe the notion of protection of privacy in randomized response literature. For Warner’s
model and with SRSWR of respondents, find the condition ensuring maximum protection of

privacy and conclude regarding its behaviour with efficiency in estimation.

(5)

Describe how the population correlation coefficient can be estimated by a sample obtained

bv a general sampling scheme allowing positive first and second order inclusion probabilities.

Describe how you can ostimate the measure of error by Linearization Technique.

(5+5 = 10)

knifing to obtain an improved estimator along with a measure

of its error starting with an approximately unbiased estimator for a population parameter

whatever it is linear or non-linear.

(5)
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Answer any 2 questions each carrying 10 marks.
Assignment records to be submitted on the date of exam. Carry S marks
Time allowed : 3 hours for Group A together with Group B.

Answers to Group A and Group B must be given in separate answer books.

Group - A
Given raw survey data, derive with full proof the minimal sufficient statistics.
Mustrate giving necessary details usefulness if any of such statistics.

Give an account of how the Rao, Hartley and Cochran’s strategy may be employed
showing how it fares visa-a-vis the strategy of Hansen and Hurwitz.

Prgve that Horvitz and Thompson’s estimator is admissible among all unbiased
estimators for a finite population total.

% % sk %k ok
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Attempt all questions:
Group A

1. A prey population follows the law of logistic growth, the interaction among the predator popula-
tion follows Holling type-II functional response and the growth of the predator population declines
due to natural mortality.

(i) Based on the above assumptions, write down the simple predator-prey model.
(ii) Find out the condition(s) for which the system is uniformly bounded.

(iii) Under what condition(s) the system is said to be permanent? Interpret the results from

ecological point of view.

(iv) In which condition(s), the above model can be represented as a simple epidemic model?

[2 + 3 + 8+ 2 =15

2. (i) Stating clearly the basic assumptions and write down Kermack-McKendrick model. Ifril Zhlc};
condition(s), the model can be represented as a simple logistic growth model and hence find ou
the solution of the model with proper initial conditions.

(ii) From the solution, find out the conditions for which the disease will be epidemic or endemic.

D y S.
th 12 Ilhabltants b tWO V 1Slt01
A 11ew strain Of lllﬂllenza. 1S ln‘roduced lntO a t()Wn w1 ()0 1

(iii) : ‘ :
Assume that the average infective is in contact with 0.4 inhabitants p

. . . . it ?
duration of the infective period is 6 days. Will the infection dic out or will the flu persis

[8 + 3 + 4 =15

Group B

3. Let us consider the following Blumberg’s growth equation

da:dit) = rz(t)” [1 — (%((t—))r, (%)
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Note: Answer all questions.
Note: Throughout, Rf is the {-dimensional Euclidean space. Let
RY = {z = (z1,---,2¢) eRY:z; >0foralll <i<{}
and A _
Rﬁ+={x:(:51,--- ,a:g)€R£:$i>0fora111§i_<_£}.

Note: Throughout, & = {I;Rﬂ;(}_i,wi)ie[} is an economy, where I is the set
of agents contalning m many elements; Rﬂ, is the consumption set of each agent;
and >, and w, are the preference and initial endowment of agent %, respectively.

Suppose further that >; and ~; are the strict preference and indifference relations
associated with a rational preference relation for all i € I. A price is an element
of R\ {0}. Assume

# (&) the set of Walrasian equilibrium allocations of &,
¢ (&): the core of &;
P(&): the set of Pareto optimal allocations of &. -

Q1. Answer any five questions.

(i) Show that the demand set D;(p, we, =) # @ for apricep € RE , and an upper
semi-continuous rational preference ;.

(ii) Assume that N = {1,2} and £ = 2. Suppose that >, is represented by a
utility function for ¢ = 1, 2. Let

w1 :(074)! Ul(x’y):\/E“}'\/ﬂ;
we = (2,2), Ua(x,y) = T.

Show that (0, 6), (2,0)) is not an Walrasian equilibrium allocation of &.
(iii) If = is strictly convex for all i € I, then show that # (&) & P(&).

. . e .
that = is strictly monotone on Ri such that everything in Ry, is

(iv) Suppose — (. Verify whether

strictly preferred to anything on the boundary of R¢ and p-wi

Di(p,wi,=i) = 0.
1
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(v) Let I = {1,2} and £ = 2. Suppose that the preference relation =; is repre-
sented by a utility function U; for ¢ = 1,2. Given that
wp = (1;6)a Ul(x:y) :min{x7y};
w2 = (570)7 U2<$a y) = min{z, Qy}
Find the set of Walrasian equilibrium of &
(vi) If an allocation is both a Walrasian equilibrium allocation and a quasi-
equilibrium allocation, then show that it is a Pareto optimal allocation. [5x5 = 25]
Q2. Answer any two qhestions.

(U {px:k>1} C Rﬁ_+ satisfies pr = p € Ri_,_, then show that there exists a
bounded subset M, of Ri such that the demand set D;(pi,w:, >=;) C M; holds for
eachie I and k> 1.

(ii) Let B;(p) denote the budget set of agent i € I for a given price p. Suppose
that € RS, NBi(p)and p-y > p-w; for all y € Rﬂ satisfying y »; z. If =, is
continuous and strictly monotone, then show that p € Rﬁ_ 4

(iii) Show that ¥ (&) is a compact set. [2x7.5=15]
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1. Let X be a d-dimensional feature vector for a c¢-class supervised pattern recognition
problem. For each class, the components of X are assumed to be mutually
independent. In addition, each component X; of X is binary-valued, assuming the
values 1 or O with probabilities p;; and 1 — p;; respectively, in the jth class, i =
1,2,..,d,and j = 1,2,...,c.

a. Deduce the Bayes classification rule for this problem explicitly assuming 0-1 loss, if
the prior probability for class j is ;.

b. Ifc =2,disanoddinteger,andm, =1, = % show that the Bayes error is

(d-1)/2

Z | (ﬁ) p* (1 -p*F,
k=0

ifp, =D (>§) andp,; =1—p fori =12, v, d.
c. How will the classifier in part (a) change if the loss Ajj incurred in classifying an
observation from class j into class i is of the general type, that is, not necessarily

equal to O or 1? State clearly all the assumptions that you need to make.
[7+7+(5+1)=20

2. Consider two bivariate random variables X = (X;,X3) and Y = (Y3, Y,)'. The
correlation matrix of (X;, X2, Y1, Y2)' is

1 05 07 07

05 1 07 07
07 07 1 04Ff
07 07 04 1 o
a. Show that the first canonical correlation coefficient p; 0
py = 0.97, clearly explaining how you arrive at this result.

f X-and Y is

contingency chi-square statistic is

sis, explain how the 13
3 oo 5 e : omment on the significance of these

decomposed into a number of components, and ¢
components. (10]
{5]
4. Assignment.
e
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ATTEMPT ALL QUESTIONS

1. Give examples of matrices A and B such that
(i) V(A+B) > v(A) #v(B)
(i) V(A+B) < v(A) +v(B)
(iii) v(A+B) = V(A) + v(B)

where v(X) denotes value of mixed extension of the matrix game X. [3+3+2]

2. Show that v(A) is increasing and continuous function of the matrix A e R™", where v(A)
denotes value of the mixed extension of the matrix game foran m xn matrix A. [8]

3. f: A x B O Ris a function. When do we call {ag, bo) to be a saddle point of f(a,b) ? Deduce
necessary and sufficient condition for the existence of saddle points using max inf and

min sup (1+11]
4. Let A: n x n be a diagonal matrix with diagonal entries ay, @z, «.ccoooeee , an respectively.
(i) 'fa>0,foralli find v(A).
(ii) if a;i<0, foralli, find v(A).
[7+3+2]

(iiiy If aj<0and 3;> 0 for some i # j, find v(A).
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Attempt all questions:

Group A

1. Let us define X be an (n X g) longitudinal data matrix in which the ¢th row corresponds to a gq
- variate size measurements available at ¢ equispaced time points on the ith of the n individuals.
Let us also assume that the ith row X; = (X;(1),..., Xi(q)) ~ Ng(8, T), where X;(t) = size at time
point ¢ for the ith individual, and E(X;(t)) = 6(¢t) = f(¢,t), is a suitable growth curve, t =1,...,¢
and 6 = (0(1),60(2),...,6(q))’. We define two commonly used estimates of “relative growth rate”
(RGR) for any time interval (¢,t + 1],

N B X(t+1) N B = LSy, [XiE D)
(i) R(t)=In (W) and (zz).R(t)—n21 [———»Xi(t) }

Assuming that the conditional mean E(R(t)/ X (t)) has a “theta - logistic” structure and the

mean size is bounded by twice the carrying capacity show that (R(t), X (t)) asymptotically follows
the bivariate normal distribution under both the estimates of RGR.

[10]

2. Suppose we are interested in testing the hypothesis of exponential quadratic growth curve
model (EPQGM), i.e., to test

Hp - 6(t) —ehoF ottt ag. Hj :not Ho

3

based on the data structure as described in the question number 1.(a).

. . i io of
(a) Using the approximate expression for expectation and variance of the logarithm of ratio o

scri i d critical regions
size variables for two consecutive time points describe two testing procedures an g

in testing the null hypothesis of EPQGM.
(b) Also suggest required modifications o
and the errors are non-normal.

f test statistics when the time spacings are unequal

(9 + (4 + 3) = 16]

or



2. (a) Define Fisher’s Relative Growth Rate (RGR) based on the’size .me:?uremelnjts .at tv.
specific time points. Comments on its extension and- gl.*owth law non-mva(rllan tgrm: erive f
expression for this extended RGR metric for the logistic growth 'la"f’ based on the size measy:
ments at three consecutive time points. How this extended metric is affected through readin

measurement errors under logistic law ?

(b) Show that the bias for Fisher’s RGR is always negative under first order .of app{oxjmatic
(where order is defined by the power of the “difference of relative errors” at two time points). Ak
obtain the expression for MSE under same approximation.

[(1+3+4+3)+ (2+3) =16]
3. (a) Define quasi-equilibrium probabilities of a general birth death process.

(b) Consider the Von Bertalanffy growth equation for a single species population dynamics:
follows:

2
— = a3 — bzx,

dt
where parameters have their usual interpretations.

Derive the quasi equilibrium probabilities and determine the expression for the approxima:
mean and variance by incorporating random perturbation in the above model. You may assut
that the growth variable z to be bounbed by twice the carrying capacity.

2+ 4+ 7) =13

4. (a) Find the analytical solution of the growth curve governed by the following growth equati
1 dx(t)
z(t) dt

where, a,b > 0 and c is an integer. Compare the point of inflexions of RGR curves for ¢ = 0 and!
separately with proper interpretations.

= bt°exp(—at) (%),

(5 +6 =11

or

(a) Let us rewrite eqn. (*) as

Rt = b .tce—at + € (**),

where, Ry is the empirical estimat

. e of RGR at time ¢. Show that nonli {imate
derived from (**) are consistent and nonlinear least square esti

asymptotically norma].

[4+7=11)



Group B
1. Note the following assumptions (a) - (d):

(a) susceptible individuals are recruited either by birth or immigration into the population at
a constant rate

(b) the disease transmission is of standard incidence type

(c) both the population is affected by the natural death rate (you may consider the natural
death rate as constant)

(d) the population is also affected by recovery rate and the disease related death rate

(i) Formulate an epidemiological model of SIS type.
(i1) Prove that the solutions of the above system are uniformly bounded.

(iii) Find out the disease free and endemic steady states. Hence, derive the condition(s) for
which the disease will spread.

(iv) By constructing a suitable Liapunov function, show that the endemic steady state is globally
asymptotically stable.

[2+2+2+4=10]
2. (a) Stating clearly the assumptions, formulate Kermack and McKendrick general epidemic model.
(b) Derive Kermack and McKendric threshold phenomenon.

(c) Show that for the general epidemic model, the spread of the disease will not stop due to
lack of susceptible.

(d) A survey of freshman students at Yale University found that 25% were susceptfible;o rubelig
at the beginning of the year and 0.65% were susceptible at the end of the year. What fraction wou
have had to be immunized to avoid the spread of rubella?

[4+3+5+5=17]

the basic
3. (a) State the basic assumptions of pure birth and death process. Hence formulate the
stochastic differential equation of the process.

i i f the process.
(b) Comment on the behavior of the system by computing mean and variance o p

A i ] by using next generation
4. Define reproductive ratio (Ro). Find out Ro of malaria model by using

matrix approach.

2 + 8 = 10]
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1. Let {B:,t € [0,00)} be a Standard Brownian Motion on some probability space. Fix
Of_<[_ ab]< b and let Q(n;a,b) denote the quadratic variation of {B:} along a finite partition
of [a, d]. :

(a) Show that E[Q(m;a,b) — (b~ a)]* < 3(b— a)||7||, where ||7|| denotes the ‘norm’ of the
partition .

(b) Deduce that if {m,} is a sequence of partitions with 3" ||m,|| < oo, then Q(mn; a,b)
converges to (b — a) in Ly and also almost surely. (5+5) = [10]

2. Let {B;,t € [0,00)} be a Standard Brownian Motion on some probability space. For
0 <a < b, let M? denote sup,<,<; B:.
(a) Show that for 0 < @ < b < ¢ < d, the random variables (M? — By), (B. — Bs) and
(M2 - B,) are mutually independent and hence show that P-almost surely M? # Md.
(b) Is the above result true in case a < b = ¢ < d7 Justify your answer. (5+5) = [10]

3. Let {B,t € [0,00)} be a Standard Brownian Motion on some probability space. Given a
real-valued continuous function f on [0, 00), show that for almost every w, the function
B(-,w) — f(-) on [0, 00) is nowhere differentiable. [10]

4. Let {By,t € [0,00)} be a Standard Brownian Motion on some probability space.
(a) State the law of iterated logarithm as ¢ — 0 and show that if 7 = inf{¢ > 0: B; = 0},

then 7 = 0 almost surely. _
(b) Fix an r > 0 and let 7 = inf{t > 7 : B, = 0}. Show that 7. = inf{t > . : By = 0}

almost surely.
(c) Show that, for almost every w, the set Z, ={t>0:Bw)
set of Lebesgue measure zero with no isolated points.

..} a countable dense subset. Let P be a

= 0} is a closed unbounded
((2+3)+5+5) = [15]

5. Let S be a separable metric space with {x1,z2,.
probability on the Borel o-field on S.
(a) Show that for each n > 1, ther
Ay, ..., A, with A; C B (z;,1), for 1<i < k, and
(b) For each n > 1, choose rational numbers Sin €

kn

e exist an integer k, > 1 and disjoint Borel sets
Ske P(A) > 1 -3
0,1, 1< < k,, in such a way that

1
E:k P L =y 15 satisfies 1 — 2 < anp < 1+;.

" A,‘ — Si,nl < ne Show that an i=1 Oi,n n .
(c)’_Flolr e(ach) n > 1, let P, be the probability 1f)upported on the finite set {z13:+24’_?)%} w[ 11‘02111
Po.({z:}) = 22, 1 < i < kn. Show that Pr —> P ( =

1 an 7 —

. rees Q. =
6. Consider the Markov Process defined by the family of probabilities éPx', zdi t]i{) :1); : fike
. Q.(R), such that under P, the co-ordinate Process {X;,t 2 0} on ¢ ;i 1\;{ iribe
thce prl)cess {z+t+ Bt 2 0}, where {B:,t 2 0} is a Standar;li ]iz(;vrvlzv o s the
(a) Write down the transition probabilities and show that the

Feller property.
(b) For f € Cy(R
differentiable and satisfies =
[You may use the fact that fp
(c) Using Cy(R) as the domain of t
above Markov Process.

= R, f is twice continuously

) and A > 0, show that the function u
o =2y — 2u — 2f. o)
e“("‘““ﬁ/“)2du = 322% for any o > 0,8 > 0.

i i ‘be the generator of the
he underlying semigroup, describe (3+10+2) Bighy™



Date: April 27,2016 ‘ Maximum Marks: 100

INDIAN STATISTICAL INSTITUTE

Second Semestral Examination: 2015-16
M. Stat. Il Year

APPLIED MULTIVARIATE ANALYSIS

Duration: 3 hr

Note: Answer as many questions as you can. The maximum you can score is 100.

a)

b)

Formulate the problem of clustering a set of N observations on a p-variate random
variable X into KX clusters, as that of the decomposition of a finite, identifiable mixture of
probability densities.

If the components of this mixture density are Np(yi, X)), for i=1,2,..., K, all the
parameters including the mixing proportions m; (i = 1,2, ..+, K) being unknown, then
derive an iterative algorithm for the maximum likelihood estimation of all the parameters.

[5+15=20]

2. Answer any two of the following:

a)

b)

c)

Describe the metric muitidimensional scaling (MDS) problem and describe the main steps
of the classical solution to it.

What are Multivariate Adaptive Regression Spline (MARS)? Describe how such models are
fit to data.

For finding the decision boundary in a two-category discrimination problem, formulate
the optimization problem under the Support Vector Machine approach when the classes

are linearly separable.
[10+10=20]

3. Consider two bivariate random variables X = (X1,X;) and. Y = (Y1, Y,)'. The correlation
matrix of (X1, X2, Y1, Y2)' is

a.
b.

1 02 03 03
02 1 03 03
03 03 1 05)

03 03 05 1/°
Show that the first canonical correlation coefficientof X and Y is 0.4472.

i ion vectors for X and Y.
Hence deduce the first canonical correlation 10+(545)-20)

(Please Turn Over)



4. Consider the problem of discrimination between two populations H?,I'I'z on the basis o
observations on a random variable X. It is assumed that in IT;, i=1,2, X is distributed as

(xiMy) - -
p(xliy) = 5.7 v — 32
1+
")
p(xil;) = 5-1+(x_6)2-
2

Assume that 1=t = %, where 7r; denotes the prior probability for the population I, i=12

a. Deduce the explicit form of the Bayes rule for discriminating between I1; and I1; unde
zero-one loss.
b. Show that the overall error probability for this rule is

1 1 3
——=tan"1—

2 7m 4

c. Write down the modified Bayes discriminant rule if, instead of zero-one loss, the following
loss function is used:

0 if i = j,
IG,) =42 ifi=1j=2,
1 ifi=2j=1

Here (i, j) denotes the loss incurred when an observation from I1; is allocated to IT;, ij=
1,2. How does the overall error probability change under this loss? Explain.

[4+6+(4+6)=2)

5. Consider a two-category discrimination problem based on four binary variables X;, X5, X3 and X4
Suppose the following observations (in the form of 4-tuples of bits) are available from the tW,
categories, where the i-th bit in each 4-tuple represents the observationon X;,i = 1,2,3,4:

Category 1 | 0110 | 1010 | 0011 | #¥111
Category 2 | 1011 | 0000 | 0100 | 1110

Use the misclassification impurity measure to create an unpruned binary classification tree fron
- this data. 2

(19

6. Assignment
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Answer as many as you can. Total mark is 86. Mazimum mark is 80.
1. State if the following statements are true or false giving suitable reasons.

(a) The vector A= (0.25,0.25,0.25,0.25) represents the discrete hazards for a discrete
lifetime variable with four mass points.

(b) The discrete time regression mnodel, obtained by grouping the lifetime following
the Cox proportional hazards model, does have proportional hazards.

(c) Starting with n individuals subject to random right censoring, having independent
exponential life timne and exponential censoring time distribution with mean 50
days and 75 days, respectively, the expected number of failures is n x 50/125.

(d) The integrated hazard A(t,z) for the accelerated failure time model A(t,2) =
Ao(ter)e?? is given by A(t, ) = Ao(te®?).

(e) A series systern is constructed with two independent components having identical
life distributions, the survival function of which is estimated by S(t) with standard
error s(t). The standard error of the estimated system survival function is 2s(2).

(f) Consider the multiple decrement model, with covariate z, given by Q(t1, -, tm; 2)
= [Q(t), - ,tm)]exP(ZB) . where Q(t1,- - -, tm) denotes the unknown and arbitrary
‘baseline multiple decrement function’. The corresponding cause specific hazard
rates are of proportional hazards form. [3 x 6 = 18]

Consider type II censored data from Weibull(A, p = 2) life distfibution. ngelop an
exact test for A = Ao against A # Ao, Suggest a graphical test for the validity of the

model.

[N)

[5+3=8]

grouped survival data

1 » lif » estimates of a survival function with
Describe the life table estimates of as [6+1:7]

including withdrawals. Mention one of its limitations.

f.\’)

; : of individuals by the Cox’s
S data has been generated from two groups ol Ii¢ byt
R e ; d that we observe the following values:

proportional hazards model an
(Ui 61' Zi) = (161 11 1)7 (131 17 0)7 (Zlv 11 1)1 (117 1’.0)7 (12’ 1, 1)7 (14’ 0’ 1)’ (24’0’0) ?

wier t \% e i i indic if uncen-
here U; denotes he observation time, (51; is the censoring indicator (1 1
1

indi d 1 for
sored and 0 if censored) and z is the group 1nd1ce,xtor (0‘ forl ' Srlgﬁlfo(li Z?ven e
Croup I1). Write down the expression for the Cox s fpa}r}tlalb 1e rev; oo B
. i 1a] likelihood change if the 0DS - i
bove data. How will the partial li : . 5
?measured in months) are recorded as 30 x U,'s (measured in days)

ness of fit of the Cox’s Proportional Hazards

(b) Suggest one method for testing good
model [(10+1)+‘2=13]



5.

(a)
(b)

Describe the Buckley-James estimator for the regression parameter in the frame-
work of accelerated failure time model.

Noting that the locally most powerful rank test statistic for the signiﬁ.cance testing
of the regression parameter based on only uncensored data, in the framework of
accelerated failure time model, has the form YJi—q ¢iz¢) with Yr,c = 0, write
down the form of ¢; explaining all the notation and the constraint. Obtain ¢
when the error variable follows extreme value distribution.

[8+(5+3)=10]
Consider the competing risks model given by the cause-specific hazards
Ai(t z) = Ao()e? j=1,---,m,

with Ag(t) being unknown and arbitrary. Obtain an appropriate partial likelihood
to estimate the regression parameters 3;’s.

Consider the competing risks model given by the cause-specific hazards
/\_,'(t,Z) = )\o(t)€7j+zﬁj, ] = 1, e, M,

with 77 = 0 and Ag(t) being unknown and arbitrary. Obtain an appropriate
partial likelihood to estimate the parameters v;’s and B;'s. Find P{J = j; 2] for a
fixed covariate z, where J denotes the cause of death, and hence prove that the
life time T" and cause of death J are independent.

Consider a parallel system with two independent components having exponential
life distributions with failure rates A, and Ay, respectively. If the jth component
faills (j = 1 or 2), it is immediately repaired after which its failure rate changes
to a;. The second failure of a component is beyond repair. Describe the life

time of this system as a multiple failure time model by identifying the various
cause-specific hazard rates.

[6+(64+3+3)+6=24]
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1. Explain how to estimate the relative potency of a test drug with respect to a
standard one using direct bioassay. Derive the variance of your estimator. {4+2]

2. Describe the Continual Reassessment Method of dose finding in a phase I clinical
trial. (6]

3. Define type I error spending function o*(t). Suppose for all s, such that 0 <
s < t < 1, the type I error in the interval (s,t] will be proportional to (t — s)°
for some real §. Find all possible values of ¢ and interpret. [2+6]

4. Suppose 60 patients are to be treated in a clinical trial for comparing two treat-
ments A and B. Out of the first 18 patients, 10 are treated by A and 8 are treated
by B. What will be the allocation probability for the 19th patient to treatment
A for

(i) Randomn allocation rule (RAR);

(ii) Truncated binomial design (TBD);

(iii) Permuted block design (B =6, b= 10);

(iv) Permuted block design (B = 10, b = 6);

(v) Eforn’s biased coin design with p = 3/4;

(vi) Big stick rule (¢ = 2);

(vii) Biased coin design with imbalance tolerance (BCDWIT(p,c = 3));

(viii) Friedman-Wei’s urn design (a = B);

(ix) Ehrenfest urn design (w = 5);

(x) Generalized biased coin design (GBCD(p = 5))? 10

5. A three treatment play-the-winner rule (with treatr?exlllts ;4, Bt andtCzﬂiii feilrfs
| i i by any of the treatments
as follows. The first patient 1s treated :
probability. Thereafter success by a treatment results the'nelztxt 1::(11:121;; ;;ht;i
- the next patient 1s trea
treated by the same treatment, whereas atie '
orfethe rex);laining two treatments with equal probablhtlfas for a fallllurzt;t;};ltagzr
treatment. Find the unconditional probability of treating the nth p

. . [10]
treatment A in terms of a recursion relation.

1



6. Consider a two-treatment response-adaptive allocation with binary responses.
Let p4 and pp be the success probabilities by the two treatments, say A and B.
Suppose for 0 < a < b < 1, (pa, ps) has the following two-point prior:

_ {(a,b) with probability 0.5
(pa,p5) = { (b,a) with probability 0.5.

The proposed Bayesian response-adaptive design allocates any entering patient
to treatment A with probability equal to the posterior probability of the event
{pa > pp}. Find the allocation probability for the 26-th patient to treatment
A given that out of the first 25 patients 15 are treated by treatment A and the
number of failures are 6 for both the treatments so far. [10)

7. In a clinjcal trial, blood pressure level (systolic, diastolic), cholesterol level (HDL,
LDL and Triglyceride) and blood sugar level are measured for 100 patients on a
particular day. Based on these 6 covariates, the health status score is measured
for each patient in a scale from 0 to 10. For 85 patients, we observe the complete
data (i.e. there is no missing observation) but for the others we have missing
values for at least 3 variables per subject. Assuming “missing at random” mech-
anism, suggest a suitable multiple imputation technique for imputing the missing
values for a powerful statistical inference. (10]
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provided assume what is required, but clearly state them.

1.

Suppose that X, . ... X, arc i.id. each with with a density fp(z) with respect to an

appropriate dominating measure /i, and 6 = (6:,0,...,0,), where s > 1 is fixed. Show,
under suitable conditions to be provided by you, that with probability tending to 1 as
n — o, there exist solutions ¢, = (61n, O2n, - - - ,0sn) of the likelihood equations such

that

(a)
(b)

0,0 18 consistent for estimating 0;.

V(0 — 0) is asymptotically normal with (vector) mean zero and covariance
matrix [/(6)]~", where 1(0) is the Fisher information matrix.

(4+8+8=20]

Let X, be an extended real-valued random variable on (Qn, A, Po)in 2 1. Show
that P,(X, > u,) = 0 for every {u,} such that —o0 < u,, < oo and Uy ——) oo if
and only if for each € > 0, there exists a real b > 0 and an integer N >1 satisfying
PyX,>b) <eforaln= N. [5+5=19]
Lot Xq, X2....,Xn be {id. obscrvations from the density fo(r), 9 = (91,02)7.
We want to test
Hy : 6 = O versus H,: 8, # fm,

where 6y, is known. (Here 05 is an unknown nuisance parame_ater). Write doWn
the likelihood ratio statistic for the above testing problem. Der?ve. the asymptotic
null distribution of the suitably normalized likelihood ratio statistic. Cleaﬂ;f sfa;';el
the assumptions (and notations) you need. [14(74+2)=
ples of statistical functionals.

(4]

ons, define the von-Mises derivative of
Miscs derivative does not

[6]
o i how this is
What is the von-Mises expansion of the functional T at F ? .St}?ovi} ( FO e
helpful for determining the asymptotic distribution of the statistic n)s
e

i i le. 4]
F is the empirical distribution function based on an i.i.d. samp

Define a statistical functional T'(F). Give two exam

Under appropriate assumptions and not ati

1 1 - » von-
a statistical functional. Give an example where the



(&)1

(d)

(a)
(b)

Let V and W be topological vector spaces and let L(V, W) be the set of all
continuous linear transformations from V to W. Let S be the class of subsets of
V" such that cvery subset consisting of a single point belongs to S and let A be an
open subset of V. In this connection define the S-differentiability of a function
T:A—>Wat F e A Also differentiate between Hadamard differentiability,
Fréchet differentiability and Gateaux differentiability. 6]

Define superefficiency, and give an example of a superefficient estimator. Explain
why superefficieney is not a statistically relevant concept. [5)
Construet an example where the maximum likelihood estimator is inconsistent,

but the inconsistency may be removed by suitably modifying the conditions. (8]

Give an example where the maximum likelihood estimator does not exist but
there exists a consistent sequence of roots of the likelihood equations. (7]

Define the exact slope of a test statistic. 6]

Under appropriate conditions, derive the exact slope of the likelihood ratio test
statistic. How is it linked to the Kullback-Leibler information? [14]

Let X,...., X,, be i.i.d. observations from a discrete distribution supported on
\ = {0.1,2,...}. Let G be the true distribution function having probability mass
function g(z); let fy(z) represent the probability mass function of the model.
Also let d,, () be the relative frequency at z € x. Define the disparit?f pc(dn, fo)
between d,, and fp based on the function C(-) . Desribe the properties that the

4
defining function C(-) must have. [4]
What is the residual adjustment function (RAF) of a disparity? What is a regul{z
RAF?

Show. under appropriate assumptions, that

V2 po{d, fo) = 12 E izzluaxi)] + 0(1),

i ikeli function, and V represents
where ug(z) = Vlog fo(z) is the likelihood score s

derivative with respect to 6.
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Show all your work. Marks are indicated in the margin. Total marks: 100.

Q. 1 [2.5.:12+13.] (a) Derive the general Fourier series representation of the
probability density function of a circular random variable in terms of its
trigonometric moments.

(b) Consider the circular distribution with probability density function
given by

f(6) = K.[1 + 2pcos(0 — p) + 2p%cos2(8 — p)]

(i) Obtain K. (ii) Derive the characteristic function of ©.

Q. 2. [25=13+12]

(a) (i) Show that the method of stereographic projection gives an unified
approach of deriving a circular probability density function from a given
linear probability density function and vice-versa.

(ii) For the method in (i), (1) derive the linear probability density func-
tion corresponding to the circular von Mises distribution and (2) establish
that the circular uniform distribution is the circular distribution correspond-
ing to the Cauchy distribution.

(b) Explain why the Cramer - von Mises functional test for Goodness-
of-Fit is not applicable to a circular probability density function and prove

that Watson’s U? test overcomes this problem.

Q. 3. [25=12+138]
3. (a) (i) Derive the Locally Most Powerful test for Isotropy against the

family of symmetric wrapped stable distribution.
(i) Obtain the interval of alternatives under which the test in (a) has a

monotone power function. . .
(b) (i) Describe one model each for Cylindrical and Toroidal regression.
(ii) Prove that for a certain circular distribution, to be presented by you,
the method of Maximum Likelihood and that of Circular Least Squares are

equivalent in Toroidal regression.

point problem with a von Mises

OME. For the change-
Q. 4. [25) TAKEH (2) he method of simulation

distribution, obtain the threshold values using t

discussed in class.
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Attempt all questions

Let set of States of Nature={8,,6,}

Y (8; 6)=riskof decisionrule §,i=1, 2.

A={(x;,x;):x; = ¥(0;,86),i=1, 2 for possible decision rule § }

Let A takes the value, for some statistical game, given by
A={(x;,x;):16(x; -8V +9(x,-8)" <144}

For this problem,
(a) Sothatif &, is minimax decisionruletheny (8;,8,)=Y(60,,8p)
(b) Find point P in A corresponding to &,
(c) Find Least Favourable Configuration.

(d) Show that §, is Bayes with respect to this prior.
[4+3+4+3]

Let {1, v} denote a cooperative game with | = set of players, v = characteristic function.

(a) Define strategic equivalence of cooperative games.

(b) Show that strategic equivalence is an equivalence relation. .
(c) Consider all cooperative games { |, v } derived from constant-sum non-cooperative games

with 3 players. Show that there are only 2 equivalence classes for such games.

[3+3+8]
Let A'= [ay, a;, a3 ] with
a;=(1,0),a,=(0,1), az=(5,1)
For the 3 x 2 matrix game A, find
(a) Value of the game.
(b) Optimal strategies of player | and Player 1. (ae(4+4)]

ction to finite non-cooperative games.

i ight need in the proof.
b) Prove Nash’s Theorem stating all lammas you mig ( . .
Ec)) Give an example of a 3 - player non-cooperative game with each playfer ha?vmg 3 strategf:fefs
such that the game has more than one equilibrium situations each with different pay-oft tor

the same player. .
(d) Show that if mixed extension O
each situation has same set of pay-off. 2411443

(a) State Nash’s Theorem in conne

f a matrix game has more than one equilibrium situations,
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Statistical Methods in Genetics — II
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The questions are divided into two grdups: Group A and Group B.

You need to answer Group A within the first 90 minutes. This part is
closed notes. You will be given the questions of Group B after you
submit your answer script corresponding to Group A. This part is open
notes. The paper carries 66 marks with each group carrying 33 marks.

Group A : B
Answer Question 1 and any four from the remaining questions.
1. Define bioinformatics. . [1]

2. Outline the basic steps for any method for predicting gene ﬁmctions,}v.ith
necessary equations; using microarray gene expression, protein transitive

homologues and KEGG pathway profiles as databases. [8]
3. Write the algorithm and construct the perfect binary phylogenetic tree for
the given character state matrix shown below. [8]
Character
_ﬁm € Pigy &3 4 Cs Ca
A o ¢ 0 1 | o
B 1 1 O ¢ o O
C 0 ¢ 0 1 r 1
D 1 0 1 0 o 0
E "D o 0o 1 0 0O

i i i i t between sequences “4GC” and
4. Find a possible semi-global alVlgnmenaryestepS e ] oot

“4A4AC” through explaining the necess o
matrix. .

P-To



5. Describe the Jukes-Cantor model to study the evolution of DNA

sequences.

[8)

6. Briefly describe the BLAST algorithm for aligning two protein sequences

with example.

(8]

7. Explain the basic steps for constructing the phylogenetic tree from the

distance matrix shown below. (8]
A B CDE
Al O
Bl12 0
Cli4 12 0
D|14 12 6 O
E|15 13 7 3 0




Group B

Answer all questions

8(a) Consider data on a quantitative trait on sib-pairs and genotypes at a
marker locus for both parents as well as the sibs. Assuming the classical
Haseman-Elston framework with no dominance, show that the correlation of
the sib-pair trait values conditioned on their i.b.d. score at the marker locus
is a linear function of the i.b.d. scores. How would you test for linkage
between a QTL and a marker locus based on the above property? -

(b) What is the expected value of the classical TDT statistic under the null
hypothesis of no linkage or no association? . [7+3]

9(a) Consider a dominant disorder controlled by an autosomal biallelic
locus. Suppose that a marker locus is in linkage disequilibrium with the
disease locus. For what value of the disease allele frequency will the
difference between the marker allele frequencies among cases and controls
be the maximum? '

(b) Consider genotype data at a marker locus on parent-offspring pairs where
the offspring is affected with a recessive disorder. Show that the test fc?r
linkage disequilibrium between the marker locus and the disease locus 1s
equivalent to a test for Hardy-Weinberg Equilibrium (?f the ‘parer}tal
genotypes. Explain whether this test is. protected against population
stratification. : [6 + 9]

10. Consid'er the following data at a marker locus in an affected sib-pair
study: ,

Sib-pair Parental marker genotypes Sib-pair marker geno‘gypes

1 AC-BC AC-AC
2 AB-AB . BB-BB
3 AB-BC - AB-AC
4 AC_ * ’ AA-AB
5 AB-AC | AB-AB

(* denotes missing genotype) -

etween the marker

. . . . ‘ . b
Using Holmans® Triangle approach, test for linkage [8]

. locus and a disease locus.



5. Describe the Jukes-Cantor model to study the evolution of DNA

sequences.

6. Briefly describe the BLAST algorithm for aligning two protein sequences
with example. '

[8]

8]

7. Explain the basic steps for constructing the phyvlogenetic tree from the

distance matrix shown below. [8]
A B D E
AlD
Bj12 0
Cl14 12
D|14 12 0
E |15 13 3 0




Group B

Answer all questions

8(a) Consider data on a quantitative trait on sib-pairs and genotypes at a
marker locus for both parents as well as the sibs. Assuming the classical
Haseman-Elston framework with no dominance, show that the correlation of
the sib-pair trait values conditioned on their i.b.d. score at the marker locus -
is a linear function of the i.b.d. scores. How would you test for linkage
between a QTL and a marker locus based on the above property? -

(b) What is the expected value of the classical TDT statistic under.the null
hypothesis of no linkage or no association? . : [7 + 3]

9(a) Consider a dominant disorder controlled by an autosomal b?allelic
locus. Suppose that a marker locus is in linkage disequilibrium w1.th the
disease locus. For what value of the disease allele frequency will the
difference between the marker allele frequencies among cases and controls

be the maximum?

- (b i o data at a marker locus on parent-offspring pairs where
ihe): (c:)cf)‘fzsp;(‘ii:lrggf: atfyfggted with a recessive disorder. Show tbat the test f(?r
linkage disequilibrium between the n}arker locus. and the dlseasellocus tﬁ
€quivalent to a test for Hardy-Wembe}'g Equilibrium .(?f the pa;e:x
genotypes. Explain whether this test is. protected against population

6+9
Stratification. [6 + 9]

10. Consid'er the following data at a marker locus in an affected sib-pair
Study; .

Sit p ib-pai ker genotypes
Sib-pair Parental marker genotypes Sib-pair marke _‘

1 AC-BC - Ac-gg
2 AB-AB . BB_AC
3 AB-BC AB-AB
: ac- A AB
5 AB-AC ,

(* denotes missing genotype) -

.
g

locyg and a disease locus.
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Answer all Questions. Paper carries 120 points.

1 (a) Define defficiency between two statistical experiments £ and F.

(b) Consider two experiments where n and (n + 1) random samples have been
drwan repectively from a Poission distribution with unknown mean A for a
given n > 1. By denoting these experiments by £ and F respectively compute
S(F||E) and 6(E||F) respectively. [ Note that both answers might not be in
eaxct closed form. Well justified approximations/ upper/ lower bounds will
get credit too. | ’

(5 + (10410) = 25]

2 (a) Let M = {Pp} be a statistical model on a measurable space ({2, A). Define
coherence of (€2, A, M).

(a) Give an example of a model which is not coherent. Justify your answer.
[ 5+15 = 20]

3 (a) Define notions of specific sufficiency, @-oriented statistic and pai‘tial sufficiency
in a model (€2,.4, M) where M = [P, 4} with ¢ being a nuisance parameter.

(b) Consider the family {Ps s} = Unif(¢8,6/¢) where § > Qand 0 < ¢ < 1 respf:f?-
tively. Let X1, X2,-.-, X,, be iid samples from {Pgs}. Do there ex1st.spec; c
sufficient, oriented and partial sufficient statistics for 6 and ¢ respectively”

[10+ (10+10) =30]

4 (a) State the three principles of foundation of inference, namely: sufficiency, con-
@ ‘ d likelihood principles (stating the context clearly).

ditionality an > conte arl .
(b) Show that in discrete cases sufficiency and conditionality principles imply and

are implied by the likelihood principle. [10+ 15 =25]
.. PT.O



5 (a) In a multiple testing problem briefly discuss the notion of False discovery rate
(FDR) and the Benjamini-Hochberg algorithm for thresholding. State the
main theorem regarding the BH algorithm from the flagship article mentioned
the class.

(b) Define the Pitman estimator for a sample X3, X, ..., X, coming from a den-
sity with location parameter §. Compute the Pitman estimator when the
data are iid from Unif(é — 1/2b,6 + 1/2b), with b known. Show that Pitman
estimator is Minimum Risk Equivariant (MRE) in this example.

[10 +10 =20]
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‘Group A together with Group B

Group — A

Answers to Grf)up A and Group B must be given in separate answer books.
Assignments Records to be submitted carry S marks.

Answer any 2 questions each carrying 10 marks

Maximum Marks : 25 for Group A

Show how Taylor Series method of linear expansion is useful in estimating (1) a finite
population correlation coefficient between two variables and (2) a small domain total by
synthetic generalized regression method, both from unequal probability samples, along
with suitable methods of measuring the accuracy levels.

2 Postulating a suitable linear regression model through the origin derive, giving detailed
proofs, (I) Godambe-Thompson’s as well as (II) Brewer- Royall’s optimal predictors for

a finite population total.

Explain the role of ‘Model Assisted Approach’ in prediction of survey population totals
illustrating the derivation of the Brewer’s predictor. Show that this predictor is a case of
a generalized regression predictor explaining how this helps in deriving a measure of its

error.
the known population size while estimating a finite
population simple correlation coefficient from a samp:le chosen. w{th unequ?l
probabilities. Explain a problem if any in estimating a finite popul.atlot? Spearmar.l ]
Rank Correlation Coefficient’ following the same method of esflfnatmg the finite
population simple total correlation coefficient from an unequal probability sample.

Explain how it is useful to estimate

R LR L L
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— Advance San a[ﬁ& iU'rM

Answer stions.

. Discuss the situation where adaptive sampling technique is suitable and describe its working
procedure in detail. Also, state what remedy may be applied to implement-it within a limited

budget constraint.

(10)

_ Discuss in detail the use of permanent random numbers in SRSWOR and in unequal proba-

bility sampling.
(10)

. Discuss the method of Sitter’s mirror-match bootstrap in SRSWOR.

(5)
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(a) Show that for any real-valued function f on a metric space § and any real number 2,
O{f >t} c DyuU{f = t}. [Here Dy = set of discontinuity points of il

(b) Using (a) or otherwise, show that if P,, -“s P on (5,S), then for any bounded
measurable function f : S — R with P(D¢) =0, [ fdP, — f 7 dP. [You may first do it
for 0 < f <1 and then justify.]

(¢) Using (b) or otherwise, prove that if P, — P on (S, S), then for any measurable
h:S — S with P(Dy) = 0, one has P,h~! % Ph~1 on (&', S). (6+7+7)=[20]

. Let H be an equi-continuous family of real-valued functions on a metric space S, meaning

that for every z € S and € > 0, there exists § > 0 such that y € B(z, §) = |f(y)—f(z)| < €
for all f € H. Assume that S is separable.

(a) Show that if P is a probability on (S, S), then for every e > 0, there exists a countable
partition {Ag.} of S into P-continuity sets such that for any k, one has y,2 € Ay, =
|f(y) — f(2)] < e for all f € H. [First get a countable cover of S by P-continuity sets with
the same property.]

(b) Using (a) or otherwise, show that if # is also uniformly bounded, then P, 5 Pon
(S,S) implies that [ f dP, — [ f dP uniformly in f € H. (7+7)=[14]

Let {A.,t € [0,00)} be a filtration on a probability space (2, A4, P) and {Xi,t € [0,00)}
be an {.A;}-adapted real-valued stochastic process with right-continuous pat;hs.. N

(a) Show that (i) if 7 is an {A¢}-stopping time, then 7 is .A,-measurable, and (ii} if 7 and
n are two stopping times, then 7 A7 is a stopping time and A-np, = Ar N .A17

(b) Show that for t > 0, the map ¢ on [0,2] x © defined as ¢(s,w) = X (s, w) is measurable
with respect to By ® A¢. [Here, B, = borel o-field on [0,t].] . . ‘

(¢) Using the above (or otherwise), show that for any .{At}-stopx?mg time 7, X.TM is an
A¢-measurable random variable and hence deduce that if 7 is a finite {A; }-stopping _‘ilme,
then X, is A,-measurable. ((3+(2+3))+7+7)—[22]

Let {B,t € (0,00)} be a Standard Brownian Motion on somte probability space.

(a) Fixls > 0,T > 0 and define X; = Bsyi — %BHT ~ (1= #%)Bs, f01: t e [Q, 7. ; .

Show that— {X,,ue[0,T]}isa continuous-path gaussian process which is independent o

{Bu,u € [0,s]U[T o)} and find its covariance kernel.
uy b k]

(b) Show that for any real o, the process {M; = exp(aB;
o the natural filtration of {B:}.

(b) and an appropriate maximal ineq

-1a%),t>0}isa continuous

martingale with respect t
(c) Use the martingale in
probablity one, %Bt — 0 as t — o0.

tric space and (¢

be a complete separable me .

I.;etsufning usual notations, let the coordinate process {X:} on (Q, F, Fts
s

. e ty.
rocess satisfying the Feller proper |
a Mgll-:::l pdeﬁne what is meant by the generator A of the Markov Jgr;c;si S
Ei)) Sh {hat if f € Cp(S), then so is T, f for every t >0 and that Ra\T:f =14
ow ,

¢
t(?ghtff t/}xzt ?f f e Cy(S) isin the domain of A, then so are T,f and [y
c

= [ ds.
(2 0 and alo that A(TLS) = Ti(AS) sad A TS0 = A0S X o) - 10) o
(d’)— Show that for f € Co(S) 0 the o n(S) :t(k)xe domain of A, then the process

that if f € Cp(S5) is i : +1 respect
t >0, z € S. Hence deduce ' .. a continuous m artingale wi D
TMe = £(X0— [y Af(X)da, ¢ 2 0} is, wader ST B g o) (a4 4)+(5+0)=(25]

to the filtration {F:e}.

uality to prove that, with
((3+5+3)+4+6) = [21]

= {w|w:[0,00) = 5, w continuoﬁs}
{P;,z € S}) be

T, fds for all
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Survival Analysis

Time: 3 hours

1. State il the following statements are true or false giving suitable reasons.

(a) The hazard rate for life time T, following a mixture distribution F(t) = 2 niFi(t)
with 300, p = Lo is A(t) = =8, pihi(t). where Ai(t) is the hazard rate correspond-
ing to the ith component distribution Fj;(1).

(b) Starting with n individuals subject to random right censoring, having independent
exponcential life time and censoring time distribution with mean 50 days and 75
days, respectively, the expected number of failures is n x 75/125.

(¢) Under the Cox’s proportional hazards model. when there are ties at some failure
times in the context of random right censored data such that the individuals with
tied failure times have the same covariate value, Efron’s approximation to the
Cox likelihood becomes exact.

(d) In a competing risks problem with two failure types (j = 1,2) and covariate z,
the cause specific hazard rates are

M{t2) = A(e)el ™8

where A(¢) is unknown and arbitrary. The probability that an individual with
covariate 2 will fail due to type j does not depend on 2.

(¢) The discrete time regression model, obtained by grouping the lifetime following
the Cox proportional hazards model, has proportional hazards.

[4 x 5= 20]

(a) Derive the hazard rate for log-normal distribution.

= 0,1) problem in which the hazard is A(t, z) = do(t)e®?,
ai_1,0;). for i = 1, K with 0 = ap < @ <+ <
1 Develop a score test for homogeneity based on right censored life

= 0Q.

3 in the corresponding variance estimate and give
both the groups. Obtain the P o2

where Ao(t) = N ift € i = [

ap—-1 < al\'.
time data 1n .
the rejection criterion.

P.T.O.



4. Consider the two sample problem with survival functions Sy (t) and 52_(1*), reSpecti\{ely,
with Sy(t) = S;(at), for some o > 0, where S;(-) is unknown and arbitrary. Obt'am a
relationship between the hazard rates in the two populations and discuss in de:tall one
method of estimating o« based on random right censored data in each population.

[3+7=10]

5. Consider the K-sample problem with the model M : \i(¢) = a; (), fori=2,---, K,
where \;(t) denotes the hazard for the ith population, ¢ = 1,---. K, A(?) is totally
unknown and arbitrary, and a; > 0, for ¢ = 1,- -+, K. There is random right censored
data from each population. Suggest a graphical test for the model M.. Write down an
appropriate partial likelihood and, hence, develop a score test for homogeneity (Give
only the test statistic; derivation of variance is not needed). If A{(t) is a known function
involving a coustant parameter 6, indicate how to test for honogencity. [3+6+4+4=17]

6. (a) Consider random right censored data from the accelerated failure time model
Y = logT = o + zf8 + ¢ with extreme-value error distribution. Develop the
corresponding parametric score test for significance of the regression coefficient

(Give only the test statistics). Compare with the corresponding linear rank test
and comment.

(b) Consider the competing risks model given by the cause-specific hazard rates
Aj(t.z) = Aje?? for j =1,---,m, where 2 is the covariate value (scalar). Develop ‘
a scare test for Hg : B = 0 based on competing risks data (Give only the test
statistic). Compare with the same in (a) above and comment.

{c) Consider modeling dependence of a multiple decrement function on a covariate z

by
Q(tlv o vt'rn; Z) = (Q(t] e ’t"'l))g(zﬁ) ,

where Q(t1,- -, tn) denotes the ‘baseline multiple decrement function’ for z = 0

and g(-) is a one-to-one function. Write down the corresponding cause-specific

hazard rates for an individual with covariate z. For unknown and arbitrary

Q(t1, -+ tm), construct an appropriate partial likelihood to estimate B based
on right censored competing risks data with covariates.

[(6+2)+(5+2)+(2+4)=21]

(3]
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