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Chapter 1

Introduction

1.1 Background

The effectiveness of monetary policy in emerging market economies (EMEs) depends
on both internal and external factors. Central banks in EMEs have been grappling with
volatile capital flows and instability in exchange rates, as a result of unconventional mon-
etary policies adopted by advanced economies (AEs) in the post Global Financial Crisis
(GFC) period of 2008-2009 (see Dedola et al. (2017) and Korinek (2018))[] Concerns
related to the inadequacy of monetary policy in EMEs in stabilizing exchange rates have
also been raised in a recent speech delivered by Agustin Carstens at the London School
of Economicsf| Domestically, what makes monetary policy effectiveness challenging in
EMESs are factors such as the presence of incomplete financial markets, a distorted agri-
culture sector and a large informal sector (see Hammond et al. (2009)}, (Ghate and Kletzer
(2016)). This dissertation examines the role of monetary policy when specific internal
and external disturbances affect the economy. The disturbances are, namely, a procure-
ment distortion in the agriculture sector and high global uncertainty, respectively. The

broad message of the dissertation is that the current monetary policy frameworks fol-

L Also see [Mohan and Kapur (2014)| for a discussion on coordinated monetary policy.
2Agustin Carstens is a current general manager at BIS and a former governor of Bank of Mexico.
Refer to (Carstens (2019)[for a detailed speech.



lowed by central banks of EMEs are inadequate in offsetting the adverse effects of these
disturbances (whether driven by internal or external factors). This dissertation identifies
these inadequacies and proposes alternate monetary policy rules which improves welfare
of the economy.

Most EMEs including India have a large agriculture sector which are inherently
volatile. The share of the agriculture sector as a percentage of GDP between 2011-
2015 for EMEs and AEs was 13.4 per cent and 1.8 per cent, respectively (FAO (2017))).
A key feature of the agricultural sector in EMEs that prevents an efficient allocation
of resources is government induced direct market price support to certain commodities.
Market price support estimates (MPSE) in the agriculture sector approximated 2.2 tril-
lion US dollars (between 2011-2015) across the world. Between 2011-2015, out of the
total producer support estimates (PSE), the share of MPSE was 55 per cent (OECD
(2016a))). Further, between 2011-2015, the share of market price support as a percentage
of GDP for EMEs was 0.78 per cent, which is almost double the share in AEs, which was
0.40 per cent (OECD (2016a))).

In India, the market price support of certain commodities is accompanied by gov-
ernment purchases of the commodity, known as a food procurement policy. Ramaswami
et al. (2014) have shown that the accumulated welfare losses of the procurement pol-
icy to the Indian economy between 1998 and 2011 was 1.5 billion US dollars. In recent
years, rising minimum support prices have fueled food inflation in India (see Anand et al.
(2016)|, Basu (2011), Dev and Rao (2015), Ramaswami et al. (2014), Ghate and Kletzer
(2016)). High food inflation is a cause for concern, especially in a developing country
like India where food expenditure shares are very high.rf] Chapter 2 of this dissertation
discusses the general equilibrium effects of a food policy induced procurement distortion
(modelled as a shock) in the agriculture sector on aggregate economy, using a multi-sector

new Keynesian-DSGE (Dynamic Stochastic General Equilibrium) model.

3For instance, the share of food in consumer expenditure is 52.9 per cent and 42.6 per cent in rural
and urban India, respectively (NSS (National Sample Survey) 68" Round (2011 — 12))).



To generate optimal monetary policy rules, a policymaker needs to minimize the
welfare loss function for the given economy. Both, strict inflation targeting and flexible
inflation targeting rules can be evaluated using the welfare loss function. Chapter 3 of
this dissertation derives a welfare loss function for the economy described in Chapter 2.
Using the welfare loss function, this chapter discusses the implications of a procurement
distortion in the agriculture sector on the trade-off between inflation and output gap
stabilization under optimal monetary policy rules. Chapters 2 and 3 of this dissertation
feature a closed economy and analyze optimal monetary policy in the presence of a real
structural challenge present in the agriculture sector of EMEs.

In Chapter 4 of this dissertation, the focus shifts to external factors affecting mone-
tary policy effectiveness. This chapter examines the role of monetary policy in an open
economy framework in the presence of uncertainty shocks. There has been a surge in
the macroeconomics literature on aggregate uncertainty since the global financial cri-
sis (GFC) of 2008-2009 (see Bloom (2009), Basu and Bundick (2017) and |Gourio et al.
(2013))). The recent literature has recognized that global uncertainty shocks reduce pri-
vate consumption and investment sharply in EMEs (see |Cespedes and Swallow (2013)
and |Chatterjee (2018)). This chapter explores the role of exchange rates (both nomi-
nal and real) and monetary policy in amplifying/ stabilizing the real effects of global
uncertainty shocks in a small open economy framework.

A common aspect in Chapters 2, 3 and 4 is the new Keynesian DSGE framework used
for monetary policy analysis. While Chapters 2 and 3 are based on a multi-sector closed
economy framework, Chapter 4 is a small open economy model. In both Chapters 3 and
4, a trade-off in inflation and output stabilization is observed with monetary policy rules
based on interest rates. As a solution to these trade-offs, Chapter 3 concludes that an
optimal simple interest rate rule targeting relative prices or the terms of trade between
sectors improves welfare outcome. Chapter 4, however, shows that welfare losses are
significantly reduced when a central bank uses the exchange rates as an instrument to

implement monetary policy.



The following three sections give an overview of Chapters 2, 3 and 4 of this disserta-

tion.

1.2 Terms of Trade Shocks and Monetary Policy in
India

Understanding monetary policy design in emerging markets economies (EMEs) is a grow-
ing area of research. One missing aspect in this literature is how distortions in the
agriculture sector translate into output and inflation dynamics, and their implications
for monetary policy setting. Many developing countries, including India, have a large
agriculture sector which is inherently volatile. In India, the combined agriculture sec-
tor (agriculture, forestry and fishing) comprised 15 per cent of GDP in 2017-18 (Reserve
Bank of India (2018))ﬁ The Indian government periodically intervenes in the agricultural
sector, especially in the food grain market, by directly procuring grain from farmers to
create a buffer grain stock to smooth price volatility and for redistribution to the poor[]
Non-procured grain becomes available in the market for consumption. By acting like
a demand shock in the grain sector, higher procurement increases the market price for
grain, because it creates a shortage for open market grain. The procurement also acts
like a supply shock as it raises the markup charged by the grain sector firms.

This chapter develops a three-sector (grain, vegetable, and manufacturing) closed
economy NK-DSGE model for the Indian economy to understand how one major distor-
tion - the procurement of grain by the government-affects overall inflationary pressures
in the economy via changes in the inter-sectoral terms of trade. The basic framework
of the model follows, Aoki (2001) and (Gali and Monacelli (2005). To model the insti-

tutional environment in which procurement takes place in India, we follow Basu (2011)

4This is for base year of 2011-2012 at constant prices.

°In India, the government through the Food Corporation of India (FCI) procures and stocks food
grains, a part of which is released for distribution through the Public Distribution System (PDS) network
across the country.



and |Anand et al. (2016). We calibrate the model to India.

We show that the general equilibrium effects of a positive procurement shock vary
from that of a negative productivity shock. While both shocks lead to aggregate inflation,
a one period procurement shock leads to a positive economy-wide output gap while a one
period negative productivity shock leads to a slightly negative economy-wide output
gap. The transmission of both the shocks from the grain sector to the other sectors also
differs. A positive procurement shock is a demand shock in the grain sector which raises
the wages in the other sectors. In contrast, a negative productivity shock in the grain
sector is a negative supply shock which increases the demand for the other two sector
goods and also raises the wages in the other sectors. However, while the procurement
shock reallocates labor away from the vegetable and the manufacturing sector, a negative
productivity shock reallocates labor towards the vegetable and the manufacturing sector.

The presence of procurement (under an economically intuitive sufficient condition)
changes the standard aggregate NKPC (new Keynesian Phillips curve) and DIS (Dynamic-
IS) curves which affects monetary policy design. A positive steady state procurement
level makes the aggregate NKPC steeper which means a given output gap is associated
with higher inflation compared to the case when there is no procurement. At the same
time a positive steady state procurement level affects the economy wide DIS equation
and makes the DIS curve steeper. This implies that the response of the real economy to
changes in the real interest rate weakens, thus requiring a stronger monetary response to

curb inflation, for a given output gap.

1.3 Inefficient Shocks and Optimal Monetary Policy

Most of the literature in monetary policy setting for EMEs focusses on the optimal
inflation index that should be targeted to bring the economy close to the flexible-price

equilibrium (see |Anand et al. (2015), |Aoki (2001)). Real disturbances which can be a

source of inefficient shocks to these economies, and possibly generate trade-offs between



inflation and output gap stabilization for central banks, have not been studied much. In
this chapter, we show how market price support policies present in the agriculture sector
of EMEs (discussed in Chapter 2) act as a real disturbance leading to such trade-offs.

Using the NK-DSGE model built in Chapter 2, we derive the welfare loss function for
a central bank of an economy characterized by the procurement distortion. Although,
we build on the NK-DSGE model specific to the Indian economy, the results can also
be generalized to other EMEs featuring similar inefficiencies. To derive the welfare loss
function we use a micro-founded utility based approach following Rotemberg and Wood-
ford (1997), Rotemberg and Woodford (1999), [Woodford (1999) and [Woodford (2003).
We characterize optimal monetary policy as the welfare loss minimizing policy under
discretion and commitment.

We find that the inefficiency due to procurement in the agriculture sector affects
the economy through two distinct channels. First, it raises prices in the grain sector by
affecting price mark-ups. Second, by reducing aggregate consumption directly, it deprives
households of a part of the output. These channels lead to variations in the flexible-
price equilibrium which are not efficient. The derived welfare loss function is a function
of squares of core-inflation, the consumption gap, and the terms of trade gap, where
gaps are not the natural gaps (from the flexible-price equilibrium) but from an efficient
equilibrium. For the model economy, an efficient equilibrium with procurement is defined
as a flexible-price equilibrium with no mark-up effect of the procurement inefficiency i.e.
without the first channel mentioned above.

Optimal monetary policy under discretion and commitment shows that a central bank
cannot stabilize core-inflation, output gap and the terms of trade gap simultaneously.
This happens due to the presence of procurement inefficiency which makes the flexible
price equilibrium of the model economy deviate from its efficient allocation. Thus, any
attempt to bring core-inflation to zero makes output deviate from its efficient allocation.
This result departs from Aoki (2001), who shows that there exists divine coincidence

and welfare losses can be minimized to zero with strict core-inflation targeting in EMEs,



which features sectoral relative price movements. In other words, our results clearly
show that optimal interest rate rules under strict core-inflation targeting would be sub-
optimal to optimal interest rate rules under flexible core-inflation targeting. This result
is consistent with Kim and Henderson (2005) who show that interest rate rules for strict
inflation targeting regimes are sub-optimal under both full and partial information.

A comparative analysis among different monetary policy rules shows that a commit-
ment interest rate rule leads to the least welfare losses and is thus best among all the
considered monetary policy rules. Within the class of implementable monetary policy
rules, a simple Taylor rule with target variables only as inflation and the output gap
performs the worst. The welfare losses reduce significantly when terms of trade gaps are
added to a simple Taylor rule. We also find optimal coefficients on a simple Taylor rule
with terms of trade gaps to get an optimal simple rule for the economy. It is observed
that an optimal simple rule with sectoral terms of trade/ relative price gaps improves
welfare outcomes significantly. We show that welfare losses reduce by 21 per cent and
62 per cent with optimal simple rules for a positive procurement shock and a negative

productivity shock, respectively.

1.4 Uncertainty shocks and monetary policy rules in
a small open economy

The role of uncertainty shocks in slowing down the real economy and driving business
cycles is becoming increasingly recognized in the literature for AEs (see Bloom (2009)},
Gourio et al. (2013), Bloom et al. (2018), [Basu and Bundick (2017)| and Ravn and Sterk
(2017)). While the literature on the impact of uncertainty shocks on EMEs macroeco-
nomic outcomes is less developed, Fernandez-Villaverde et al. (2011)| describe how an
increase in real interest rate volatility (uncertainty in real interest rates) can have ad-
verse effects on output, consumption and investment. |Cespedes and Swallow (2013)|argue

that global uncertainty shocks adversely impact consumption and investment demand in



EMESs more severely than AEs. |Chatterjee (2018) discusses the role of trade openness to
explain a disproportionately larger real effects of uncertainty shocks on EMEs compared
to AEs.

This chapter explores the role of exchange rates (both nominal and real) and mon-
etary policy in amplifying/ stabilizing the real effects of global uncertainty shocks in
a small open (emerging market) economy. Using local projection method, we produce
stylized facts from the data to examine the effects of an increase in global uncertainty on
macroeconomic variables of EMEs. We build a small open economy NK-DSGE model
to qualitatively fit the stylized facts from the data and compare responses of an econ-
omy with alternate monetary policy rules. The small open economy is calibrated to a
prototypical EME.

The data distinctly shows that exchange rates, both nominal as well real, depreci-
ate strongly in EMEs during periods of high global uncertainty. This happens because
capital moves out of EMEs as an immediate response to higher global uncertaintyﬁ The
consumption demand of a household falls with rise in its savings due to precautionary
savings motive. This leads to a fall in the output. Here a depreciating currency in an
EME does not lead to an expansion of output, due to expenditure switching, because in-
creasing global uncertainty contracts world output too. Instead, a depreciating currency
is contractionary here. This is consistent with the literature emphasizing the contrac-
tionary effect of a depreciating currency (see Agenor and Montiel (1999), Cook (2004)
and [Korinek (2018)) ]

A currency depreciation also leads to an increase in consumer price inflation in EMEs.
A central bank following an interest rate rule (simple Taylor rule), with an inflation sta-

bilization mandate, thus increases the nominal interest rate. An increase in the nominal

6This point is also discussed in [Fratzscher (2012)}

"This happens because most of the external debt held by the firms in emerging market economies
is denominated in large currencies such as the US dollar. A depreciation (both nominal and real) of
currency thus worsens the balances sheet of firms. With worsening balance sheets, foreign investors pull
out their funds and firms hit a borrowing/ credit constraint. This can further make things worse if the
currency depreciates more with capital moving out of the country.



interest rate can further destabilize a contracting small open economy. Thus, a conven-
tional Taylor type interest rate rule faces a trade-off in inflation and output stabilization.
To summarize, stabilization of exchange rates is imperative to offset the adverse effects
of increasing global uncertainty as interest rate rules fail to do so.

This happens because uncovered interest rate parity (UIP) fails and the link between
monetary policy (interest rate rules), exchange rates and the crucial macroeconomic vari-
ables of the domestic economy like inflation and output breaks down under uncertainty
shocks. UIP fails here because in the presence of global uncertainty, fluctuations in ex-
change rates are guided by a hedging motive, as argued in Benigno et al. (2012). [Singh
and Subramanian (2008) have shown that the optimal choice of monetary policy instru-
ment depends on the nature of shocks affecting the economy. With global uncertainty
shocks we consider nominal exchange rates as an alternate monetary policy instrument
in this chapter.

We find that welfare losses are the lowest with exchange rate rules (ERR), followed
by a PEG rulef| The welfare losses are reduced upto 21 per cent when a central bank
switches to following an exchange rate rule from an interest rate rule. A link between
monetary policy, exchange rates and key real macro variables like inflation and output
is restored with an ERR. Furthermore, the standard deviation of the nominal exchange
rate, output and consumer price inflation (CPI) is reduced by 85 per cent, 36 per cent
and 45 per cent, respectively, when exchange rate rules are followed instead of interest
rate rules. This happens because the risk premium associated with exchange rate rules

are lower due to a lower hedging motive.

SHeiperzt et al. (2017)|also show that exchange rate rules out perform interest rate rules in a small
open economy for shocks to the first moment.



Chapter 2

Terms of Trade Shocks and
Monetary Policy in Indiaﬂ

2.1 Introduction

Understanding monetary policy design in emerging markets and developing economies
(EMDESs) is a growing area of research. One missing aspect in this literature is how
distortions in the agriculture sector translate into output and inflation dynamics, and
their implications for monetary policy setting. In particular, central banks in EMDEs
often grapple with understanding the inflationary impact of a shock emanating from
the agriculture sector because the precise relationship between aggregate inflation and
the terms of trade may be unknown. To address these questions, we develop a three-
sector (grain, vegetable, and manufacturing) closed economy NK-DSGE model for the
Indian economy to understand how one major distortion - the procurement of grain by
the government — affects overall inflationary pressures in the economy via changes in
the inter-sectoral terms of trade. Our main contribution is to identify the mechanism

through which changes in the terms of trade due to procurement leads to aggregate

IThis Chapter is a joint work with Chetan Ghate (ISI-Delhi) and Debdulal Mallick (Deakin Univer-
sity), and is published. Refer to|Ghate et al. (2018)\
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inflation, changes in sectoral output gaps, sectoral resource allocation, and the economy
wide output gap. We then calibrate the model to India to discuss the role of monetary
policy in such a set-up.

Many developing countries, including India, have a large agriculture sector which is
inherently volatile. In India, the combined agriculture sector (agriculture, forestry and
fishing) comprises 17 per cent of GDP in 2013-14 (Reserve Bank of India (2014)) | The
employment share of the agriculture sector in India is also large: 47 per cent in 2013-14
(Government of India (2013 — 2014))). The Indian government periodically intervenes in
the agricultural sector, especially in the food grain market, by directly procuring grain
from farmers to create a buffer grain stock to smooth price volatility and for redistribution
to the poor.ﬁ Non-procured grain becomes available in the market for consumption. By
acting like a demand shock in the grain sector, higher procurement increases the market
price for grain, because it creates a shortage for open market grain. Procurement also
alters the terms of trade between grain and other agricultural goods as well as between
agriculture and manufacturing. Changes in the terms of trade have both demand side
and supply side effects in the other sectors of the economy thereby affecting economy
wide output and inflation dynamics/]]

The question that arises - for a central bank like the Reserve Bank of India - is
how monetary policy should respond to changes in the inter-sectoral terms of trade that
stem from a procurement shock. In this chapter, we analyze how a procurement shock
transmits through changes in the terms of trade, and affects sectoral wages, marginal
costs, sectoral inflation rates, generalized inflation, sectoral output gaps, resource (labor)
re-allocation, and ultimately generalized inflation and the economy wide output gap.

We address these issues with a three sector model that has both standard and non-

2This is for base year of 2011-2012.

3In India, the government through the Food Corporation of India (FCI), procures and stocks food
grains, a part of which is released for distribution through the Public Distribution System (PDS) network
across the country.

41t is worth mentioning that the agriculture sector is also distorted in some way in developed countries,
but such distortions may have negligible impacts on the aggregate economy because of a very small share
of agriculture in GDP and employment.
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standard features. There are four entities in the economy: a representative household,
firms, a government, and a central bank. Households consume open market grain, veg-
etable, and the manufacturing good. They supply labor to all three sectors. Labor is
assumed to be perfectly mobile across sectors. The labor market is assumed to be fric-
tionless. The manufacturing sector (M) is characterized by staggered price setting and
monopolistic competition. The agricultural sector (A), which is also monopolistically
competitive, is disaggregated into a grain (G) and a vegetable (V') sector, both of which
are characterized by flexible prices. The reason for this disaggregation in the agricul-
ture sector is to incorporate additional imperfections in the agricultural market that are
specific to the Indian economy.

We assume that the grain sector has a procurement distortion, which creates a wedge
in the price-setting equation of the firms in the grain market. Procuring grain is distor-
tionary because this leads to a shortage of grain in the open market leading to overall
inflationary pressures. In India, as part of the procurement policy, the government an-
nounces minimum support prices (M SP) before every cropping season for a variety of
agricultural commodities. Minimum support prices are the prices at which a farmer can
sell the agricultural commodity to the government, and this is typically set above the
market price. The procured grain is then stored in Food Corporation of India (FCI)
warehouses, from where a part of it is distributed to poor households. The rest of the
procured amount remains in warehouses unconsumed and serves as a buffer stock to offset
future supply shocks.

To model the institutional environment in which procurement takes place in India, we
follow Basu (2011) and [Anand et al. (2016)|f] We assume that consumers purchase grain

at the price prevailing in the open market for grain. This price is determined by the supply

®Basu (2011), p. 37-38, shows how a distorted food grain market leads to high food inflation and
large food grain stocks simultaneously. Anand et al. (2016) discuss the role of the government’s buffer
stock demand for cereal in increasing food inflation in the Indian economy. Ramaswami et al. (2014)
also show how increasing the MSP increases open market prices and fuels food price inflation. They
estimate the welfare losses generated from a rising MSP. They find that the accumulated welfare losses
amount to 1.5 billion dollars to the Indian economy between 1998-2011.
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and the combined demand for grain by consumers and the government for procurement.
In Figure[2-1] this is represented by the total demand for grain schedule, PP. The demand
for grain by consumers is given by the schedule, OO. A positive procurement shock leads
to an increase in the total demand for grain, which shifts the demand schedule outward
from OO to PP. The increase in demand leads to a change in the market equilibrium from
point X to Z. The open market price rises from P* to Ppg, where the new market clearing
price, Pog, is equal to the MSP. At Py, the supply of grain increases from OF to OA.
However, the open market grain left for the consumer reduces from OF to OB, with the
rest of the grain, AB, procured. A farmer sells the quantity, AB, to the government at
the MSP (or at Pog in our model as explained above). Thus, a procurement shock acts
like a demand shock in the grain sector, which leads to a higher open market grain price
and a lower open market grain quantity. However, the government stops purchasing grain
once it meets its targeted amount. We later show that a shock to the public procurement
of grain because of an increase in the demand for grain is equivalent to a time varying
mark-up shock in the grain sector, i.e., higher procurement raises the mark-up charged

by grain sector firms. Procurement therefore acts like a tax on grain consumers.
[ INSERT FIGURE

To close the model, the central bank implements monetary policy via a simple Taylor-

style interest rate rule.

2.1.1 Main Results

The theoretical contribution of our paper is to provide a rigorous understanding of the
general equilibrium effects of procurement shocks using a closed economy NK-DSGE
model. In particular, we seek to uncover the transmission mechanism of a positive pro-
curement shock and a negative productivity shock on output and inflation dynamics,
and compare their implications for monetary policy design for the Reserve bank of India

and other emerging market central banks. We consider these two cases because they
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typify the kind of shocks experienced by the Indian agriculture sector such as an up-
ward increase in procurement (positive procurement shock) or a bad monsoon (negative

productivity shock).

Procurement Shock

On impact, a one period positive procurement shock increases the price of open market
grain. This increases the terms of trade i) between grain and vegetable (intra-sectoral
terms of trade), and ii) between the agriculture sector and the manufacturing sector
(inter-sectoral terms of trade), making other sectoral goods (vegetable and manufactur-
ing) relatively cheaper. Also, a procurement shock immediately raises the demand for
labor in the grain sector leading to higher nominal wages in the labor market since the
grain sector pulls labor away from other sectors. Because labor is mobile across sectors,
nominal wages increase and equalize in all the sectors. The vegetable and manufacturing
sector firms raise the prices of their goods in response to higher nominal wages, leading
to generalized inflation.

Moreover, the manufacturing sector is a sticky price sector and thus only a fraction
of firms revise their prices and this creates a positive output gap on impact. As a re-
sponse to the rise in inflation and positive output gap the central bank raises the nominal
interest rate. The real interest rate, which is the nominal interest rate adjusted for one
period ahead expected inflation, also rises. A rise in the real interest rate induces a fall
in aggregate consumption because of the inter-temporal substitution effect. From the ag-
gregate goods market clearing condition, this would imply that the output produced for
consumption (non-procured grain, vegetable, and manufactured goods) will fall. How-
ever, because the rise in procured output ezceeds the reduction in output produced for
consumption, aggregate output increases.

On impact, from the demand side, the reduction in consumption is consistent with a
reduction in the sectoral demand for goods. The income effect reduces proportionately the

demand for each sectoral good because aggregate consumption falls and sectoral demands
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are proportionate to aggregate consumption. On the other hand the substitution effect
induces an increase in the demand for the manufacturing and the vegetable sector goods
as both are now relatively cheaper compared to grain. In the net, the income effect
dominates the substitution effect. Moreover, due to sectoral goods market clearing, the
lower sectoral demand for manufacturing, open market grain, and vegetable, leads to
less labor employed in these sectors. However, because aggregate output increases, lower
employment in the open market grain (OG) sector, the manufacturing (M) sector, and
the vegetable (V') sector, is more than offset by an increase in labor demand for producing
procured grain (PG). Therefore total employment rises. Over time, the real interest rate
falls back to its long run value, and consumption rises back to its steady state value.
Hence, output approaches its steady state and the output gap goes to zero. As the effect
of the procurement shock dampens, the real wage falls over time back to its steady state
value, and the sectoral consumption shares, sectoral employment shares, and the intra-
sectoral and inter-sectoral terms of trade fully adjust to their original pre-procurement
shock levels.

In sum, a one period positive procurement shock leads to aggregate inflation, a pos-
itive output gap and labor reallocation away from the manufacturing and the vegetable

sectors.

Productivity Shock

On impact, a one period negative productivity shock decreases grain output and in-
creases grain prices. This increases the terms of trade i) between grain and vegetable
(intra-sectoral terms of trade), and ii) between the agriculture sector and the manufac-
turing sector (inter-sectoral terms of trade), making other sectoral goods (vegetable and
manufacturing) relatively cheaper. The demand for vegetable and manufacturing sector
goods increases. The vegetable and manufacturing sector goods firms respond to this
by increasing their output, which increases their demand for labor. A higher demand

for labor in these two sectors leads to higher nominal wages across the economy. The
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vegetable and manufacturing sector firms raise the prices of their goods in response to
higher nominal wages, leading to generalized inflation.

Moreover, the manufacturing sector is a sticky price sector and thus only a fraction
of firms revise their prices and this creates a negative output gap on impact. At the
same time the economy wide output gap also falls slightly. Monetary policy responds to
this increase in inflation and slightly negative output gap by an increase in the nominal
interest rate. The real interest rate rises. A rise in the real interest rate induces a fall in
aggregate consumption because of the inter-temporal substitution effect.

On impact, from the demand side, the reduction in consumption is consistent with
a increase in the sectoral demand for goods (vegetable and manufacturing) because the
substitution effect due to the increase in the intra-sectoral and inter-sectoral terms of
trade offsets the income effect due to a downward reduction in consumption. The income
effect reduces the demand for each sectoral good. On the other hand the substitution
effect increases the demand for the manufacturing and the vegetable sector goods as both
are relatively cheaper. Because of sectoral goods market clearing, the higher sectoral
demand for manufacturing and vegetable leads to more employment in these sectors. As
the effect of the productivity shock dampens, the nominal wage falls over time back to its
steady state value, and the sectoral consumption shares, sectoral employment shares, and
the intra-sectoral and inter-sectoral terms of trade fully adjust to their original pre-shock
levels. In sum, a one period negative productivity shock leads to aggregate inflation, a
slightly negative output gap and labor reallocation towards the manufacturing and the

vegetable sectors.

Comparison between both shocks

While we observe that both the shocks lead to sectoral and general inflation, Table

below summarizes the differences in the two shocks.
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One time positive procurement shock | One time negative productivity shock

1) Increases grain sector output. 1) Decreases grain sector output.

2) Acts as a negative cost push 2) Acts as a positive demand shock

shock to the other two sectors. to the other two sectors.

3) Leads to a positive output gap. 3) Leads to a slightly negative output gap.

4) Labor reallocation away from the | 4) Labor reallocation towards the

manufacturing and vegetable sectors. | manufacturing and vegetable sectors.

Table 2.1: Main differences between a one period positive procurement shock and a one

period negative productivity shock

When we calibrate the model to Indian data we show that, higher is the share of the
household’s expenditure on the agricultural sector good, higher is the impact on inflation

from both shocks.

NKPC and DIS Equations

We show that the presence of procurement (under an economically intuitive sufficient
condition) changes the aggregate NKPC and DIS curves which affects monetary policy
design. A positive steady state procurement level makes the aggregate NKPC steeper
which means a given output gap is associated with higher inflation compared to the case
when there is no procurement. At the same time a positive steady state procurement level
affects the economy wide DIS equation and makes the DIS curve steeper. This implies
that the response of the real economy to changes in the real interest rate becomes less
strong, thus requiring a stronger monetary response to curb inflation, for a given output
gap. This happens because procurement creates a wedge between the output produced

and the output consumed. The changes in the real rate of interest affects only output
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consumed which is a constant proportion of total output. Hence, procurement weak-
ens monetary policy transmission since monetary policy only affects consumed output.
Moreover, a positive steady state procurement level distorts the steady state level of all
the endogenous variables which makes aggregate inflation higher and the economy-wide
output gap higher. Since monetary policy follows a simple Taylor rule in our model,

monetary policy is directly affected by the government’s procurement policy.

2.1.2 Literature Review

Our model is most closely related to the seminal work by |Gali and Monacelli (2005)
and Aoki (2001). The main difference between our model and these papers is that
Gali and Monacelli have an open economy set-up while our model assumes a closed
economy. In terms of |Aoki (2001), while he does not model procurement, in his two
sector model, the flexible price sector (the food sector) is distortion free, while in our
model the flexible price sectors are not distortion-free. However, similar to |Aoki (2001)
we explain the transmission of inflation from a shock in the flexible sector to the other
sectors because of a change in the terms of trade.ﬁ Our paper also discusses reasons
behind the labor allocation induced in the economy due to these shocks which is not a
focus in|Aoki (2001). In our framework, a grain sector shock not only shifts the aggregate
NKPC (as in |Aoki (2001)), but it also changes the slope of the NKPC. In particular,
we show that procurement leads to a steepening of the NKPC and DIS curve under a
sufficient condition. The procurement distortion therefore affects the responsiveness of
the economy to changes in the interest rate which affects the monetary policy response.

A multi-sector model with different sectors has the advantage of allowing one to
understand the transmission of sectoral shocks across the economy. A multi-sector setting
affects the design of monetary policy depending on the presence of sectoral nominal

rigidities and frictions (see|Aoki (2001), Benigno (2004), [Huang and Liu (2005) and |[Erceg

9Aoki (2001) explains the transmission of inflationary pressures in an economy from a flexible price
sector to sticky price sector which leads to generalized inflation.
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and Levin (2006))). Importantly, shocks in a multi-sector setting affect relative prices or
the terms of trade which have real affects on the economy. Our paper is different from the
above papers as much of the literature on terms of trade shocks in multi-sector settings
assume a small open economy set-up (see Hove et al. (2015) Ortega and Rebei (2006),
Carlos et al. (2010)). Although terms of trade shocks in an open economy set-up are
important, inter-sectoral terms of trade shocks are also a key concern of monetary policy

setting in emerging and developing economies.

2.2 The Model

There are four entities in the economy: a representative household, firms, the govern-
ment, and a central bank. Households consume open market grain, vegetable, and the
manufacturing good. They supply labor to all three sectors. Labor is assumed to be
perfectly mobile across sectors. The labor market is assumed to be frictionless. There
is a manufacturing sector (M) — which is characterized by staggered price setting and
monopolistic competition — and an agricultural sector (A). The agricultural sector, which
is also monopolistically competitive, is further disaggregated into a grain (G) and a veg-
etable (V') sector, which are both characterized by flexible prices. The government sector
procures grain. The central bank sets the short term interest rate using a [Taylor (1993)

style rule. We discuss each sector in detail[’]

2.2.1 Households

An infinitely lived household gets utility from a consumption stream, C;, and disutility

from labor supply, N;. At time 0, the household maximizes its expected lifetime utility,

oo

Ey» B'UTC) - V(N)], (2.1)

t=0

"Derivations for the entire model are in the Technical Appendix
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where 3 € (0,1) is the discount factor, and T is the preference induced demand shock
which is assumed to be the same across households and follows an AR(1) process. The

utility function is standard and specified as:

ur,c,) = % (2.2)
1+y
V(Ny) = % (2.3)

where, o, is the inverse of the inter-temporal elasticity of substitution and, 1, is the inverse
of the Frisch elasticity of labor supply. Aggregate consumption, C}, is a composite Cobb-
Douglas index of consumption of manufacturing, C's,, and agriculture sector goods, Cs 4,

and is defined as: 5 -
(Car)’ (Crre)

= e

, 0<o<1, (2.4)

where 0 is the share of total consumption expenditure allocated to agriculture sector
goods. Agricultural goods, C4 4, is again a composite Cobb-Douglas index of consumption
of grain bought by the consumers in the open market, Coq ¢, and vegetable, Cy,, and is
defined as:

= (Cv)" (COG’t)liu, 0<p<l, (2.5)
BT T R

with p being the share of total food expenditure allocated to vegetable sector goods.

Consumption in each of the three sectors, Cir4, Coc, and Cy, is a CES aggregate of a
continuum of differgzntiated goods in the respective seector indexed by j € [0,1] : CM,th
(Jy Cona)T i) ™5 Coca = (Jfy Cocal) T di) ™ and Cry = (Jy Cral)) 7 dj)"
where 0 > 1 is the elasticity of substitution between the varieties within each sector and
is assumed to be the same in all sectors.

Each household maximizes its lifetime utility given by equation (2.1)) subject to an

inter-temporal budget constraint
1 1 1
|| Pocuti)Cocivdi + [ Peuti)Cruidi + | Prtai)Cara(i)i
0 0 0
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+ E{Qi111Bii1} < By + WyN; — Ty + Div, (2.6)

where P .(j) is the price of variety j in sector s = OG,V, and M. By is the nominal
pay-off in period ¢ + 1 of the bond held at the end of period . (); ;41 is the stochastic
discount factor. The transversality condition, limr . £ {B;} > 0 V t, is assumed
to be satisfied. W, is the economy wide nominal wage rate. T; are lump-sum taxes
to the government, and Div, are the dividends or profits distributed to households by
monopolistically competitive firms. Money is excluded from both the budget constraint
and utility function as the demand for money is endogenized.

Optimal consumption expenditure allocations are given as solutions to maximizing
the composite consumption index subject to a given level of expenditure level. For the

agricultural and manufacturing goods, the optimal allocations are:E]

P -1
Cay = 5(%) C, (2.7)
P -1
o = (-0 (22) a 2.3
t

where the aggregate price index for the economy, or equivalently the consumer price index
(CPI), is P, = (P,u)(S (PMJ)li(S with P4, and Py, being the prices of the composite
agricultural and manufacturing goods, respectively. Similarly, the optimal allocations of

open market grain and vegetable are given by,

p -1
Cog,t = (1—u) <%> CA’t (2.9)
P -1
Oy = u<ﬂ) s (2.10)
Py

respectively, where the price of agricultural goods is given by, P4, = (Py,)" (POG,t)l_“ )

Finally, the optimal allocation within each category of goods give the following demand

8For details, refer to the Technical Appendix
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functions for the j*" variety in the sector s:

. —0
Coi(j) = <Pj;(j)) Cs: forall j €0,1] (2.11)

1

for s = OG,V, and M, and P,; = (fol Psvt(j)l_edj>m is the sector ’s’ specific price

index.

Combining equations (2.7) —(2.11)), it is straightforward to show that fol Poc+(7)Coc(7)dj+
fol Py.(5)Cvi(5)dj+ fol Prr+(3)Cr(7)dj = P.Cy. Therefore, the budget constraint equation (2.6

can be rewritten as
P,Cy + E{Qt111Bii1} < Bi + WiN, — T}, + Divy . (2.12)

The solution to maximizing subject to yields the following optimality
SR, (F{jl)la (CéfH)U PPt
t t t+1

(V)Y W
T)'=o(Cy)~" P

conditions:

Eq

=1 (2.13)

(2.14)

where R; = m is the gross nominal return on the riskless one-period bond.
Equation (2.13) is the Euler equation. Equation ([2.14) is the optimal labor supply

equation.

2.2.2 Terms of Trade: Some Useful Identities

Before proceeding further, we introduce several definitions and identities that will be
used in the rest of the paper. CPI inflation is the change in the aggregate price index
and is given by m; = In P, — In P,_;. Using the definition of the aggregate price index,
CPI inflation can be expressed as a weighted average of sectoral inflation rates: m, =

Omat+(1—0)mas e, where w4, and 7y, are inflation in the agricultural and manufacturing
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goods prices, respectively. Similarly, inflation in the agricultural goods prices can be
further disaggregated as the weighted average of inflation in the grain and vegetable
prices (Tog+ and myy, respectively): w4, = (1 —p)mogt+ pmye. Therefore, CPI inflation

can be expressed in terms of sectoral inflation rates as:

T =01 — p)mogt + opmyy + (1 — 8)mare. (2.15)

Defining the terms of trade (TOT) between agriculture and manufacturing (inter-sectoral),
and also between grain and vegetable within the agricultural sector (intra-sectoral) is im-
portant because of their role in influencing aggregate output and inflation dynamics. We

define the inter-sectoral TOT as

Py
T = d 2.16
AM,t PM,t ) ( )
and the intra-sectoral TOT as
P
Togvs = gG’t- (2.17)
Vit

Equations (2.16) and (2.17) reveal that changes in the TOT can be expressed in terms
of sectoral inflation rates{’

Aj:‘AM,t =TAt — TMt (218)

and

AT\OGV,t = Toat — TV (2.19)

Combining equations (2.15)) with (2.18)) and (2.19)), CPI inflation dynamics can be shown
to be directly related to the inter-sectoral TOT and intra-sectoral TOT. This is given by

Ty = ToGg,t — ﬂAfOGV,t - (1 - (S)Aj:AM’t. (220)

9Variable )/(\'t, is the log-deviation from steady state and is defined as,

)/(\Vt = tht —InX
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The interpretation of equation is the same as equation . Deteriorations
of both the intra-sectoral TOT (i.e., higher inflation in vegetable relative to open grain),
and inter-sectoral TOT (i.e., higher inflation in manufacturing relative to agriculture)
increase CPI inflation. It will be shown later that these changes in the terms of trade alter
resource allocation across sectors thus playing a critical role for the sectoral allocation of

resources in the economy.

2.2.3 Firms

In our model, while firms in the three sectors differ only in their price setting behavior,
they are similar in terms of their production technology and market structure. All three
markets are monopolistically competitive. Prices in both the grain and vegetable sectors
are fully flexible, while in the manufacturing sector prices are set in a staggered fashion as
outlined below. Crucially, as mentioned in the introduction, the grain sector differs from
the vegetable sector due to the government procurement of grain. Our model departs
crucially from Aoki (2001)| in this respect as the agriculture sector in |Aoki (2001) is
characterized both by flexible prices and perfect competition.

We assume that in each sector, s, there are a continuum of firms indexed by j € [0, 1].

Each firm produces a differentiated good using, N,(j), units of labor:

Yi(j) = AseNoi(5), (2.21)

for s = G,V and M. Here, Ay, is the sector-specific level of technology and its (log)
first-difference follows an AR(1) process, i.e., Aln Ay = p,Aln As+1+€5;. The nominal

marginal cost of production in sector s is given by,

Wi Wi

MCS = = 3
Y7 MPN,; A,

(2.22)

where M PN, is the marginal product of labor in sector s, where s = GG, V and M. Using
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the definitions of the terms of trade, the sectoral real marginal cost (mcs,t = Agf?) for

the grain, vegetable and manufacturing sector, respectively, can be rewritten as

1 W

meay = A_GtFt<TAMt) = (Togv,) ™ (2.23a)
_ 1 W —(1-9) (1-p)
meyy = ——— (Tans) (Tocv,) , and (2.23Db)
’ Ay P, ’
1 W,
mee = - P;(TAMt)&- (2.23¢)

Let

0

1 L 9—1
Y,, = </ Ys,t(j)gedj> (2.24)
0

represent an index for aggregate sectoral output consumed for s = OG,V, and M, anal-

ogous to the one introduced for consumptionm Output demand is given by

Yu(j) = (PP;(j)) R Yy (2.25)

The sectoral labor supply allocation is then obtained as:

Yoo [Y(Ps()\ ", YiiZ
Ny = Nsi(j)dj = Yiu( : dj = —z 12.2
! / t ] Ast / t Ast < Pst J As,t 6)

fors = OG,V,and M.

The last equality in equation (2.26) uses the sectoral output demand equation.E Here

-0
fo <PI‘§§ t)> dj represents the price dispersion term. The price dispersion term

ONote that for the grain sector (G) only open market output, Yog,t, is consumed while the rest,
Ype +, is procured by the government. The total sectoral output produced in the grain sector is defined
as, Yo = Yog,: + Ypa,i-

"For the grain sector,

1 N g 1Y, 1 (Y, Y,
Net = fO Ne.:(j)dj _ fo Gt(])d — fO (Ypa, t(]jl'i' oaG, t(]))d _

Ag,t Gt

1 N 7- 1
ﬁ{fo Yeaa(di + [y Yoc( )dj} ac; \Yrae + YocZoc.i}-
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would be their only for the sticky price sector i.e., only the manufacturing sector and
for the flexible price sectors it would be oneFZ] However, equilibrium variations in the
term, In Z,;,, around the perfect foresight steady state are of higher order, and therefore,

this term drops out for up to a first order approximation (See appendix C in |Gali and

Monacelli (2005)]).

The Grain Sector and Price Setting

To model the institutional environment for price-setting in the grain sector, we assume
that total grain produced is the sum of the amount consumed and procured. Let the
government procure, Ypg(j), of each variety, j, at the market price, Pog.(j). For
simplicity and without loss of generality, assume that the government procures an equal
amount of each variety so that Ypg+(j) = Yre: Vj. Therefore, Yo :(7) = Ypar+ Yoa(j)-
Our set-up follows Figure described in the introduction, where higher demand for
grain due to procurement, Ypq;, increases the market price from the market clearing
level, P*, to the higher price level, Ppg. Note that in our model, the higher price level at
time ¢, Pog s, is the same as the minimum support price at time ¢ (MSP;). In other words,
the government announces the amount of grain it wants to procure, Ypq, based on a
given MSP; it wants to set[| The grain sector firms take the announced procurement
amount as given and set prices, Pog+, optimally.

We assume that prices are flexible in the grain sector so that each firm, j, sets its

price, Pog+(j), to maximize profits, moc. (), given by

oGt (J) = Poci(§)[Yoc.(J) + Yrai — MCei[Yoci(J) + Yraul,

N0
12This implies Zog,: = Zv = 1 and Zy, = fol (Pﬁ;(f) dj.

13We assume that the government in our model has complete information about the demand and
supply schedules in the open market for grain. There is, however, some persistence in the amount of
procurement, Ypg ¢+, undertaken by the government every year. In the calibration exercise, we assume
that procurement follows an AR(1) process which we estimate from the Indian data.
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subject to the demand constraint

Vaulj) = (o)

—0
Yoa: + Ypay
Poc )

in every period, for each variety j. The downward sloping demand curve for the j*
variety reflects the fact that farmers have some monopoly powerE Profit maximization

results in the following price setting equation,

. 0
Poc(j) = 0 1) Jeo MCegy. (2.27)
Yoa,t(5)
Here % is the standard price markup over marginal cost that is due to monopolistic
competition. The Y?; Gt(tj) term in the denominator is the ratio of the amount procured

by the government relative to the amount available in the open market. This term is
new and appears due to the additional friction in the grain market resulting from the
procurement of grain. In the absence of this term, equation (2.27) gives the standard

equilibrium price under flexible price setting.ﬁ A positive shock to procurement raises

Ypa,t
’ Yoa,:(4)?

shock also acts as a time-varying mark-up shock in the grain sector.

the term and leads to an increase in the mark-up. Moreover, the procurement

14We justify this assumption by noting that many large farmers in India are also traders, and hence
can be viewed as ”farmer-traders.”
I5Tf government demand, Ypa,t, were to be assumed similar to a household’s demand function, the

total demand would be,
N N
P, P
(OG’t (Z)> Yoa: + (OG’t (2)) Ypa i
Poc Pog

Procurement would still impact optimal prices, Pog,; (), but through the marginal cost channel and

not the mark-up channel. The present model however assumes that the government does not solve for
the optimal demand bundle for the procured good. We assume this for two reasons. (1) The govern-
ment’s demand for procurement as an inverse function of prices, as mentioned above, is not consistent
with open ended procurement in India. Typically, the government procures grain independent of the
current market price of the grain. (2) The procurement system in place should reflect an inefficiency.
Modelling procurement in the way we have makes the equilibrium deviate from its efficient level and
makes the steady state distorted. Thus, we assume that the government’s demand for the procured good
is exogenous and is independent of the market price of grain, Pog ¢.
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The Vegetable Sector and Price Setting

Prices are also assumed to be flexible in the vegetable sector. Each firm j can revise its

price, Py4(j), in every period to maximize profits,

mve (7)) = Pu(§)Yve(j) — MCviYvi(J),

subject to the demand constraint

for variety j. Profit maximization results in the following price setting equation,

, 0
Py(j) = ﬁMCV,t- (2.28)
Equation (2.28) shows that all firms in the vegetable sector set the same price given the

same marginal cost and markup. Note that the only distortion in this sector is this price

markup, which is due to monopolistic competition.

The Manufacturing Sector and Price Setting

The manufacturing sector differs from the two other sectors in terms of its price setting
behavior. Prices are sticky in this sector and are set a la |Calvo (1983). Firms adjust
prices with probabilities (1 — ay;) independent of the time passed since the previous
adjustment. By the law of large numbers a fraction of (1 — «ayy) firms adjust prices
while the rest of the firms do not. Price re-setting firm j sets a new price at period t to

maximize the current value of all future profits,

Anax, E; Z ahyQuik [Pare(7) = MChriir] Yarsr(J)
M, k=0
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subject to the demand constraint

(PN’
YM,t+k(]) = < PJ‘;tHk) YM,t+k-

1—-0o —0
where Q111 = ﬁk (2’2—:1) (C’fcf) ( Pi 1) is the stochastic discount factor for nominal

payoffs. Profit maximization results in the following price setting equation,

P () = 0 E; Z;OZO (Mﬁ/ant-s-kYM,t—s—k(j)MCM,tJrk (2.29)
M 0—1 By o Qi Yarerx(d)

The above equation shows that the manufacturing sector price is a markup over weighted
current and expected future marginal costs. It is important to mention that under flexible
prices, firms change their price whenever they get a chance to do so; therefore, the above

optimal dynamic price setting boils down to its static counterpart similar to equation

. 0
PM,t(]) ~9_1 1MCM,t- (2.30)

Under sticky price setting, the dynamics of the manufacturing sector price index is given
by:
Pid = on(Paree) ™ + (1= ) (P ). (2.31)

Note that the nominal marginal cost entering equations (2.27), (2.28) and (2.29) are
given by equation ([2.22]).

2.3 Equilibrium Dynamics

2.3.1 Market Clearing

Markets clear for each variety j in all three sectors. These can be written as: Cy(j) =
Yini(j), Coct(j) + Yprar = You(j) and Cyi(j) = Yyi(j). Aggregating over all j, using

the CES aggregator on consumption of sectoral goods as assumed in Section [2.2.1] we
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get

Cuir = Yy (2.32a)
Cvi = Yy (2.32b)
Coci = Yoc (2.32¢)
Yoci+Yrcr = Yagu (2.32d)
The government budget constraint is
P
G =T, =" Ypq, Vi, (2.33)
I
Y,, or aggregate output, can be written in ”consumption-bundle” terms as,
P,
Y, = C 4 2 Y, (2.34)

t

The above equation is the aggregate goods market clearing condition and can be re-

written as,

Y, =C + (TOGV,t)”(TAM,t)1_6YPG,t- (2.35)

Finally, the labor market clearing condition is given by,

Nt — NG,t + NV,t + NM#/. (236)

2.3.2 The Steady State

Define X (without ¢ subscript) as the steady state value of the variable, X;. Assuming
no trend growth in productivity, the steady state value of A, = 1 for s = G, V, and M.
From equation ([2.22)), we have

MCy, =W
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for s = G,V, and M. Steady state sectoral prices can be expressed as,

0
Py = Py = W,
P, 0 %1%
oG = o~ g 'V
0-1)— e
where ¢, = YYLGG is the share of grain procured by the government in the steady state.
This gives the aggregate price level,
P = (1/7)6(1—#)LW
#—-1) "

where v = %. Therefore, the above sectoral prices can also be rearranged

as,

Py = Py=+"0"1P

Pog = (1/9)'°U P
The steady state intra-sectoral and inter-sectoral TOT are,

Tocv = 1/7,

Tar = (/7).

respectively. Sectoral steady state consumption demands are:

Cy = (1=0)y20-Hg, (2.37a)
Cy = oy~ °d=1m, (2.37b)
OOG = (1—”)5’7_5(1_“)+10. (237C)

16Since prices cannot be negative  should be greater then zero such that 0 < v < 1. Imposing this
restriction implies 0 < ¢, < 90%1.
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Steady state aggregate employment is derived from sectoral employment and market

clearing conditions:

N = Ng+ Ny + Ny =70 1+ (v = 1) (1 = 1)0] C + Yrg. (2.38)

2.3.3 The Log-Linearized Model

Given the steady state, we log-linearize the key relationships. Log-linearization of the
Euler equation ([2.13]) and the labor supply equation ([2.14)) yields the following two equa-

tions:

. . 1 N
Cy = E{Cy1}— ;[(Rt — E{mia}) + (1 — o) B { AT 1 }] (2.39)
W,—P = ¥N,+0C,—(1-0)T, (2.40)

where R, — Ey{m;;1} is the (ex-ante) real interest rate. The sectoral real marginal costs

(see equations ([2.23a)) - (2.23¢))), expressed in terms of the aggregate real wage, sectoral

productivity shocks, and terms of trade terms, are log-linearized to obtain the following

expressions:

megy = W, — P — A\G,t -(1- 5)fAM,t - NfOGV,t (2.41a)
T/rL\CV,t = /Wt — ﬁt - A\V,t - (1 - 5)fAM,t + (1 — M)fOGV,t (241b)
mene = We— Po— Aygg + 6Tare (2.41¢)

The sectoral employment equation (2.26|) for the vegetable and manufacturing sectors

are log-linearized as

~

ﬁs,t = }/>s,t — Ay, (2.42)
for s =V and M. For the grain sector, it is log-linearized as
NG,t = Cp?PG,t +(1 - Cp)?OG,t - A\S,tu
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where ¢, is the steady state share of grain procured (Ypq/Ys).
Combining the log-linearized sectoral demand equations ((2.7]) - (2.10])) and sectoral

market clearing conditions, ((2.32a)) - (2.32c])), sectoral output levels can be expressed in

terms of aggregate consumption and terms of trade as:

?M,t = at + 5?AM¢ (2.43a)
Yoar = Ci—pToavs — (1 —0)Tanse (2.43D)
Yoo = Ci+(1—mwToove — (1= 0)Tame. (2.43c)

The aggregate goods market clearing equilibrium, equation (2.35)), is log linearized as:

Y, = (1—=A) Cy + )\c[?PG,t + ,UTOGV,t +(1- 5)fAM,t] (2.44)
where \. = 75(1_“)_1%39 and we define s, = % = —1_%‘2&1__6’8_@) as the steady state share

of grain sector output to total output. As can be seen in equation ([2.44)), the procurement
of grain creates a wedge between aggregate output and aggregate consumption. Log-
linearizing the labor market clearing condition (2.36]), and then substituting sectoral

employment in terms of sector specific output and productivity levels gives us:

No=0,|C - A&+ (1—pwy—1) (?OGJ _ ng,tﬂ + e, (?PG,t _ Eg,t> (2.45)

where C, = (1 — p)0Coqs + 16Cyy + (1 — 0)Chsy (2.46a)
A = (1= oA+ pdAy, + (1—0)Au, (2.46b)
1 — C,S 7[6(1_M)_1} 7_6(1_M)
01 = —rs ( — 7 z = (2.46¢)
Y WL+ (1= p)(y — 18] (1 — ¢psy0=m=1) 4 ¢,
0, — @ . (2.46d)

I (@ 00— 03] (L P00 1 s,
Log-linearizing and combining equations ([2.29)) and (2.31)) yields the NKPC (New Key-

33



nesian Phillips Curve) in the manufacturing sector (for details, see |Gali (2008), Chapter
3),

e = BE{mmi} + Aumen, (2.47)
where \yy = (L= onr)(1 - QMB).
Qpr

Note that the above log-linearized expression of the price setting equation in the manu-
facturing sector is independent of 6, the elasticity of substitution between the varieties
within this sector. Similarly, the log linearized expression of the pricing equation in
the vegetable sector as shown below is independent of #. However, a similar log-linearized

price setting equation ([2.49) to the grain sector is not independent of # as shown below

ﬁﬂL\CV,t - O, (248)

— . Cp ~ .
o = (i ey, (oo e (249

It should be noted that assuming different values of 6 for different sectors will not
change the dynamics as only 6 for the grain sector, 6, will show up in the log-linearized
(up to first order) system of equations of the model. This would be equivalent to assuming

the same value of 6 for different sectors.
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Shock processes

The structural shock processes in log-linearized form are assumed to follow AR(1) pro-

cesses,

AlnAgy = pa, AlnAg 1+ €agy, €age ~iid. (0,04,) (2.50a)
Ah] AV,t = IOAV Ah] AV,tfl + EAv,t y GAv,t ~ Zld (O, UAV) (250b)
AIDAMJ = pA]M A].HAM7t_1 + GAM,t s GA]\/j,t ~ ZZd (070_AA{) (2500)

In YPG,t —In YPG = pYPG (111 YPG,t—l —1In ch;) + €Ypa,t v E¥pa,t 1.1.d. (0, UYPG)

(2.50d)

The flexible-price equilibrium and the natural level

Under flexible prices, the pricing decisions of firms are synchronized. We have sticky
prices only in the manufacturing sector. Under flexible prices, price setting boils down
to a static decision and each firm sets price by equation : Py = %M Chrt, which
implies a constant real marginal cost. This in turn implies that the real marginal cost
log-deviation is zero. We already have flexible prices in both the agricultural sub-sectors.
However, given procurement in the grain sector, the real marginal cost log-deviation is

non-zero. This is given by the log-linearization of equation (|2.27]) ,

T/n\cg)t = ®(Yoa: — Yray)- (2.51)
where & = m. The superscript, n, is used to denote the natural level of a

variable. Here, it is important to stress that the grain procured by the government will
be the same under any pricing assumption, so that }Apr,t = }A/}S‘G,t. In the case of the

manufacturing and vegetable sectors, mecy,, = mcy,, = 0. Using these conditions for the
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real marginal cost log-deviation, equations (2.41a|—{2.41d) can be expressed as

ngV,t = _(D(?g(},t - ?PG,t) + A\V,t - A\G,t (2.52)
Thuy = —®0—p) Ve — Yeer) + Aug — (1= p) Agy — pAvy  (2.53)

The Euler equation can be rewritten in the flexible price equilibrium as,
An An 1 Dn n 3
Ci' = E{Ca} — I8 = Bina}) + (1 = o) E{AL ], (2.54)

where ﬁ{‘ and 7} denote the nominal interest rate and inflation rate under flexible price

setting. At a flexible price equilibrium the real wage equation can be derived as
B = A+ @ (1= 1) 06(Yoa, — Yrau), (2.55)

where w = %. Using (2.55), (2.40), and (2.45), at a flexible price equilibrium, the

natural level of consumption, C}', can be expressed as

(®(1—p)0 =901 (y—1)(1—p)d)

gn o _ WOL+1) 4 (2(1-p)d+96,)s o

' (01 + o) ! (vO;1 + o) PGt (VO + o) OG.t
(1-0) =, (WO (y—=1)(1—p)d+¢0;) ~

W61+ o) bt (VO +0) Aas (2.56)

Now using the demand equations in a flexible price equilibrium, the natural levels of
output for the grain, vegetable and manufacturing sectors can be expressed, respectively,

as

Yoo, = O —1lgvy — (1= 0) Ty (2.57a)
Yo, = Cf+ (1= u)T5qv, — (1= 0) Thyy, (2.57Db)
Vi, = Cr+ 6T, (2.57¢)
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where @” is given by equation (2.56)) . The aggregate natural level of output, }A/t”, can be

expressed as,
}A/tn =(1-A) @” + )‘c[?PG,t + Mngv,t +(1- 5)fXM,t]‘ (2.58)

Equations - show how the presence of procurement affects the natu-
ral level of variables in the model. Procurement affects these equations as an additive
shock since we assume later that procurement follows an AR(1) process. Procurement
also affects these equations through the parameter, c,, which enters into the structural

coefficients in front of the variables.

The Sticky price equilibrium

We define a variable, )N(t = )A(t — )?f, to be the deviation from the natural level. Using

equations (2.40)), (2.41¢) and (2.45) we can write mcy; in terms of the manufacturing

sector output gap, (}/}M,t - ?ﬁ’t):
mea, = meary = (Y01 + 0) Yary — 8 (01 + 0 — 1) Tanry (2.59)
Hence, the NKPC in equation ([2.47)) for the manufacturing sector becomes

e = BEATai} + A (001 + ) Yary — A6 (01 + 0 — 1) Tupry. (2.60a)

= @Et{ﬂ-M,t—&-l} + )\M (¢@1 + O') ét + )\M(STAMJ- (260b)

Equation shows that inflation in the manufacturing sector sector gets affected
by terms of trade changes and aggregate consumption demand. This happens because
the demand for the manufacturing sector good depends on the terms of trade and the
aggregate consumption demand conditions, as shown in equation . Also note that
the presence of procurement reduces the effect of aggregate consumption on inflation

as procurement lowers the consumed part of aggregate output. Since prices are flexible
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in the vegetable and manufacturing sectors, no such individual NKPC exists in either
sector. However, because of procurement there is a static ”Phillips curve” type equation
in the grain sector as can be seen from equation . Combining equations and
(2.58), we obtain

Y= (1—A) G+ A1 — 8)Tansy. (2.61)

For the aggregate analysis, it is convenient to express the NKPC in terms of CPI inflation.

Equations (2.60a|) and (2.61) with equations (2.43a[—2.43q), (2.56) and, m — mp =

5A7A“AM¢, can be rearranged to get the aggregate NKPC for the economy:

T = BE{mga}+ AMMYt + A |0 — (01 +0)( ) Tans
(1 - )\c> 1-— )\c
+6ATanse — BOE{ AT aps 141} (2.62)

The right hand side of the equation ([2.62)) can be consolidated and written in terms of

aggregate consumption and terms of trade terms as,

T = BEA{mi} 4+ A (01 +0) C,+ )\MfoAM,t

+6ATapss — BOE{ AT aps 101} (2.63)

Similar to equation ([2.600|) aggregate inflation in depends on the terms of trade and
aggregate consumption demand. This equation is very similar to the aggregate NKPC
derived in |Aoki (2001), except that the presence of procurement affects the impact that
aggregate consumption has on inflation as procurement lowers the consumed part of
aggregate output (as in (2.44)). Also, the terms of trade terms in shift the Phillips
curve. These terms capture the effect of terms of trade shocks on aggregate inflation.

Similarly, we derive the aggregate DIS equation by combining equations ([2.39)) , (2.54)
and (2.61):

(1= A

Vi = BV} - [(Re = BEi{ma) = 7] = Al = OB {ATann |, (2:64)
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where, 77 = UEt{Aaﬁrl} — (1 — 0)E,{AT;,1}, is the natural rate of interest.
The NKPC and DIS equations at the aggregate level along with a monetary policy

rule constitute the basis of our analysis for output and inflation dynamics.

Monetary Policy Rule

Since monetary policy follows a simple Taylor’s rule with the nominal interest rate as a
function of aggregate inflation and the economy wide output gap, monetary policy gets
affected with procurement policy. To capture this, we use a simple generalization of

Taylor (1993):

Y, \ %
R, = (R, o . o <_t>
p = (R—1)™ (my) v

The log-linearized version of the Taylor-rule shows that:

~

R = 6,Ri1+opm+0,(Yi =Y
= ¢r§t—l + O+ bei (2.65)

i.e., the nominal interest rate, ﬁt, depends on its lagged value, aggregate inflation’s

deviation from its target, 7;, and the aggregate output gap, 17} This closes the model.

2.3.4 Difference between NKPC and the DIS with and without

procurement

Without a procurement distortion (¢, = 0, A\. = 0), the aggregate NKPC and DIS
equations in (2.62)) and (2.64]) respectively are:

T = BE{mua}+ A (Y + o) 571: + /\M(s,-fAM,t + 5AfAM,t - ﬁ(sEt{AfAM,t—&-l}(z-GG)

Vo = BT} = (R - Bmh) - 7). (2:67)

1"We assume that the inflation target is zero.
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Equation above is a standard NKPC for a multi-sector set—upH As in|Aoki (2001)
changes in the terms of trade leads to shifts in the NKPC. In contrast, the DIS equation
in a multi-sector set-up is not affected by the terms of trade as seen in equation (2.67)) .
On the other hand, the presence of procurement, as can be seen from equation ([2.64))
adds a terms of trade term which shifts the DIS equation tooE The terms of trade also
shifts the NKPC. Since a procurement shock shifts both the NKPC and the DIS curves,
it acts as a supply shock as well as a demand shock respectively. Note that, when there
is no procurement the NKPC still retains some terms of trade expressions because of the
multi-sector set-up.

Moreover, we can show that when, 0 < ). < 1, the slope of the DIS curve and
the NKPC increases monotonically with higher values of the steady state procurement
parameter, cpm

Suppose A. > 0. An increase in the slope of the NKPC means that for a given level
of the output gap, 372, aggregate inflation, 7, is higher. Moreover, in the DIS equation,
, the response of aggregate output to a change in the real interest depends on
the value of, o, and, A.. For positive values of ¢,, this responsiveness of the output

gap to changes in the real interest rate becomes less, making the DIS curve steeper.

18See |Aoki (2001), p. 64-66.

YNote that in equation the term Ey{ATans¢+1} exists only in the presence of procurement i.e.
Ac > 0 when ¢, > 0 and A, = 0 when ¢, = 0.

20We require the sufficient condition, 0 < A, < 1, to show the following results. We first note that,
Ac, is given by the steady state ratio, C/Y = 1 — A., which implies, 0 < A, < 1. We therefore restrict
the value of ¢, such that 0 < A, < 1. We can show

a(estn)y  (pdr) (1- ) + (£2) (W6, +0)

= >0Ve
dc, (1—X C)Q P
where (1([’1@71;; ';) is the slope of the NKPC which increases in c,. Similarly, it can be shown that
- dXe
d(m) ( dcy ) o
= 5 >0
dey, (1—X.)
since flii‘; > 0, V ¢, , where, once again, we have imposed 0 < A, < 1. The slope of the DIS curve is also

increasing in c,.
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This implies that to achieve a given output gap, a greater change in the real interest
rate is required. The slope changes because procurement creates a wedge between the
output produced and the output consumed. The changes in the real rate of interest
however affects only output consumed which is a constant proportion of total output.
Hence, procurement weakens monetary policy transmission since monetary transmission
only applies to consumed output. Moreover, a positive steady state procurement level
distorts the steady state level of all variables which makes aggregate inflation higher and

the economy-wide output gap also higher.

2.4 Calibration

In this section, we calibrate the model to the Indian dataPT Our goal is to understand the
quantitative implications of a positive procurement shock to the economy and compare
it with a negative productivity shock. We consider these two cases because they typify
the kind of shocks experienced by the Indian agriculture sector. Hence, we give a single
period positive procurement shock and analyze its effect on inflation, the output-gap
and sectoral labor reallocation. We then contrast this with a single period negative
productivity shock. We use the impulse response functions to assess implications for
monetary policy set by the Reserve Bank of India, or more generally, emerging market
central banks who face terms of trade shocks. In particular, we will see how a single
period procurement and productivity shock affects the deviations of various variables

from their steady state values |

21'We calibrate our model using Dynare Version 4.4.2.

22The results are robust to the calibrated values of the parameters in the model. To verify this we
did the sensitivity analysis around +10% range of the value of the calibrated parameters and the results
remain qualitatively the same.
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2.4.1 Description of parameters

It is well known that the values of several structural parameters are unknown in develop-
ing and emerging market economies. Therefore, while we use some parameter estimates
from the literature, we also estimate some parameters from the data. We set the discount
factor for India at 8 = .9823 as calibrated in [Levine (2012). We choose the value of the
inverse of the Frisch elasticity of substitution, ¢» = 3 (Anand and Prasad (2010)). We fix
the value of the inter-temporal elasticity of substitution, o = 1.99, as estimated in Levine
(2012) We calculate the expenditure share on agriculture sector goods and vegetable
sector goods to be, 6 = 0.52, ;1 = 0.44, using household expenditure data, NSS (National
Sample Survey) 68" Round (2011 — 12)[P¥ We fix the elasticity of substitution between
varieties of the same sector goods, # = 7.02, as estimated by |Levine (2012). We set the
measure of stickiness for the manufacturing sector, a,, = 0.75, as estimated in [Levine
(2012)| for the formal sector in India. We choose the value of AR(1) coefficients in equa-
tion and standard error of these regressions following [Anand and Prasad
(2010)P"] Thus, for productivity shocks in the agriculture sector, the AR(1) coefficient for

ZLevine (2012)| estimate a closed economy DSGE model for India using Bayesian estimation. They
use data for real GDP, real investment, the GDP deflator, and the nominal interest rate for India from
1996:1 (i.e. first quarter)-2008:4 (i.e. last quarter). We use the estimated values for the 2-sector NK
model from their paper.

24The household expenditure data of the|NSS (National Sample Survey) 68" Round (2011—12), breaks
down item-wise average monthly expenditure incurred by rural and urban households (i.e., expenditures
on cereals and cereal substitutes, pulses, vegetables, fruits, services, etc.). According to this round,
the food expenditure share in total consumption expenditure is approximately 52.9% in rural India and
42.6% in urban India. For total household consumption expenditure, we exclude services as an item
group since we don’t consider services in our model. Net of services, we then sum the monthly per
capita expenditure of the following items: cereals and cereal substitutes, pulses and their products,
vegetables, fruits, fuel and light, clothing and footwear, and durable goods. These items proxy for
consumed items in the agriculture and the manufacturing sector. The items relevant to the agriculture
sector are: cereals and cereal substitutes, pulses and their products, vegetables, fruits. We sum the
monthly per-capita expenditures for these items, and calculate their share in total consumption for
rural and urban households. Finally, we use the [Census of India (2011) population weights of rural
and urban households to obtain the parameter, d, as a weighted average of rural and urban agriculture
consumption expenditure. Similarly, we calculate the expenditure share on vegetables as a percentage
to total expenditure on agriculture sector goods, (.

23Anand and Prasad (2010)| assumes persistence for a food sector shock in an AR(1) process to be
0.25. Assuming any productivity shock to the grain sector will be same for the vegetable sector, we have
set the AR(1) coefficient same for both.
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grain and vegetable sector is calibrated to be, p,, = p,,, = 0.25 and for the manufactur-
ing sector, p,,, = 0.95. The standard error of regression for the grain and the vegetable
sector is given by, 04, = 04, = 0.03, and for the manufacturing sector, o4,, = 0.02.
We estimate an AR(1) process on procurement in the grain sector as described in equa-
tion (2.50d) using the procurement data published by the Ministry of Consumer Affairs
(MCA), India from 1992-2012% We fix the interest rate smoothening parameter, ¢ = 0,
initially. We put standard weights on inflation, ¢, = 1.5, and the output gap, ¢, = 0.5,
in the Taylor Rule (Taylor (1993)). We calculate the steady state value of ¢, to be 0.08
using the annual grain production data from the RBI Indian database and procurement
data from the Ministry of Consumer Affairs from 1992-2012] We get this steady state
by taking the average of the ratio of the net procured good to total production of wheat
and rice. Finally, we ignore the role of preference induced demand shocks in the model,
ie, 'y =1Vt Table summarizes the structural parameters used in the calibration

exercise in our model and their values.

2.4.2 Transmission of a single period positive procurement

shock in the grain sector

Figures - plot the impulse response functions of a single period positive procure-

ment shock, ?PG’t.
[ INSERT FIGURE - FIGURE ]

On impact a positive procurement shock increases the markup over marginal cost,
MC¢,, as shown in equation (2.27)). This increases the open grain market goods price,

leading to inflation in this sector, Tog, (see Figure -3 (row 1, column 1)).

26Department of Food & Public Distribution, see http://dfpd.nic.in/. Only Wheat and Rice data
is considered. We use the net procured good series. To get this we subtract the amount distributed
through the public distribution system (PDS) from the procured amount every year. First we take log
of this net procured good series and then demean it to get the ffpat series. On this series we estimate
an AR(1) process to get py, . = 0.4 and a standard error oy, = 0.66.

2TFor production data, see https://www.rbi.org.in/Scripts/PublicationsView.aspx?id=15807
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Parameter Notation Value Source

Discount factor o] 9823  Levine (2012)

Inverse of Frisch elasticity of labor supply P 3 Anand and Prasad (2010)
Inverse of inter-temporal elasticity o 1.99  Levine (2012)

of substitution

Share of total consumption expenditure ) 0.52 Calculated by Authors
allocated to agriculture sector goods

Share of total food consumption expenditure 7 0.44 Calculated by Authors
allocated to vegetable sector goods

Elasticity of substitution between 0 7.02  |Levine (2012)

the varieties of same sector goods

Measure of stickiness (M) o 0.75  Levine (2012)

AR(1) coefficients

Productivity shock in grain sector (G) Pag 0.25  |Anand and Prasad (2010)7
Productivity shock in vegetable sector (V') Pay 0.25  |Anand and Prasad (2010)
Productivity shock in manufacturing sector (M) py,, 0.95 |Anand and Prasad (2010)
Procurement in grain sector (PQ) Pype 0.4 Estimated by Authors
Standard error of AR(1) process

Grain Sector (G) TAg 0.03  |Anand and Prasad (2010)7
Vegetable Sector (V) T Ay 0.03  |Anand and Prasad (2010)
Manufacturing Sector (M) T Ay 0.02  |Anand and Prasad (2010)
Procurement in grain sector (PQ) OYpe 0.66  Estimated by Authors
Taylor rule Parameters

Interest rate smoothing On 0

Weight on inflation gap o 1.5 Taylor (1993)

Weight on output gap b, 0.5 Taylor (1993)

Table 2.2: Summary of parameter values
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At the same time this increase in the markup reduces real marginal costs in the grain
sector (see equation ), making firms produce more grain, ?G,t, which increases the
demand for labor, ]v(;,t, (see Figure (row 2, column 2) and (row 1, column 1))
The nominal wage rises in this sector because of higher labor demand and labor gets
pulled out from the other two sectors as shown in Figure (row 3, column 1 and 2).
Labor supply in the manufacturing sector, N M.t, and in the vegetable sector, ﬁw, keep on
falling till the time nominal wages equalize in all the sectors.@ The firms in these two sec-
tors revise their prices upward due to higher nominal wages in their sectors leading to posi-
tive inflation in, 7y, and 7y, (see Figure[2-3|((row 1, column 2) and (row 2, column 1))).
This is the mechanism through which the inflationary impact of a positive procurement
shock gets transmitted to other sectors and leads to aggregate inflation, 74, (see Figure
2-3| (row 2, column 2)).

Since a positive procurement shock acts as a negative cost push shock (because of
higher nominal wages), output in the manufacturing sector, }A/M’t, and the vegetable sec-
tor, }Afw, falls on impact. As, the manufacturing sector is a sticky price sector and thus

only a fraction of firms revise their prices, this creates a positive output gap, ?M,t, in this

28Note although the output of the grain sector, ?G,t, increases, this increase is less than the procured
quantity leading to a fall in open market grain output, EA/OG,t (see Figure (row 1, column 1 and 2)).

29Labour moves across sectors on impact because it is assumed that the labour market is completely
flexible. In the presence of labour adjustment costs, labour mobility would be reduced and we would
not observe such sharp labour/ output movements across sectors. Although we could not find direct
empirical evidence on the labour reallocation effect of procurement, there is some suggestive evidence
in the literature on reallocation of land resources to certain crops in the presence of procurement.
This land reallocation is visible in the form of changes in cropping patterns in states in India where
minimum supports prices and procurement policy is effective (see [Deshpande (2003), |Gupta (1980),
DMEO (2016)).For instance, Deshpande (2003)| observes that farmers in states like Punjab are lured
by the increase in prices and effective Minimum Support Prices particularly of wheat and paddy, at
which their produce was procured, and show a clear evidence of a shift towards production of rice and
wheat in this state. In fact, the farmers also face a problem of glut in wheat and paddy in the market.
Similar patterns have also been observed in certain districts of the state of Andhra Pradesh, as discussed
in DMEO (2016). These state level observations clearly show that price support and procurement by
the government does lead to a re-allocation of resources, in this case land, towards crops which are
supported. More production of crops which are supported would suggest more labor is hired to produce
them. Thus, the model prediction of resources moving towards the sectors which are supported captures
the essence of this argument.
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sector. More specifically, a positive output gap in the manufacturing sector, ?M,t — AX}M,
results because a positive procurement shock in the grain sector leads to a reduction
in manufacturing sector output. Due to price stickiness in the manufacturing sector,
actual output, SA/M,,;, falls by less value than its natural level, ?ﬁ’t, and thus the term,
}A/M,t — }/}X}[,t, becomes positive on impact. At the same time the economy wide output
gap, ?t, also rises as shown in Figure (row 3, column 3). Monetary policy responds
to this increase in inflation and the positive output gap by an increase in the nominal
interest rate, }A%t (see equation ([2.65))) given the Taylor rule parameters in Table .
This increase in the nominal interest rate, adjusted for a one period future expected
inflation increases the real interest rate, 7;, as shown in Figure (row 1, column 2)@
From the Euler equation , a rise in the real interest rate induces current con-
sumption, @, to fall due to the inter-temporal substitution effect. From the demand
function (equations —), the sectoral demand for goods will depend upon
the income effect from falling consumption, @, and the inter-good substitution effect
due to the changing terms of trade, fAM’t and j;ogv,t. As can be seen from Figure
2-4) ((row 1, column 2 and 3) and (row 2, column 2)), the income effect dominates and
the quantity demanded falls for all three sectors in the first period using the calibrated
parameters from Table ﬂ Over time the economy goes back to the steady state.

30SGee [Taylor (1999) for a discussion of the advantages of a variety of ”simple rules” over optimal
interest rate rules of the following form,

Et = ?;5” + ¢7‘r7rt + ¢UFYV;%

where 7" is the time varying natural rate of interest. We consider a ”simple rule” as these rules are easy
to implement by central banks. We also conducted a sensitivity analysis with the above optimal interest
rate rule and our simple rule in equation . We find that the impact of a procurement shock on
the nominal interest rate is very similar (0.0143 under equation versus 0.0147 with the optimal
interest rate rule).

31'We have done a sensitivity analysis for different values of § (i) arbitrarily setting it to be low
(6 = .05) and high (§ = .70), and (ii) setting 0 equal to the food expenditure share in total consumption
in other EMEs (e.g., China (0.38), Brazil (0.24), Russia (0.30)) using data from the [BRICS (2015). We
have looked at the impulse responses of the variables for a one period positive procurement shock. A
higher/lower value of § does increase/decrease the value of inflation on impact, as would be expected.
However, inflation increases at a decreasing rate as ¢ increases.
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2.4.3 Transmission of a single period negative productivity

shock in the grain sector

Figures - plot the impulse response functions of a single period negative produc-
tivity shock, A\G,t

[ INSERT FIGURE [-6]- FIGURE )|

On impact, a negative productivity shock reduces grain output, }A/G,t, and increases
the nominal marginal cost, ]\7[E’G,t, leading to positive inflation in the grain sector, mog 4,
as shown in Figure (row 2, column 1). A rise in the prices of the grain sector good
induces consumers to shift their demand to other sector goods, }A/Mﬂg and }Afw, (see Fig-
ure (row 1, column 1 and 3)). Foreseeing this rise in demand, the manufacturing
and vegetable sector firms increase their output by employing more labor, N v, and
Nw. This increase in the labor demand increases the nominal wages across all sec-
tors. The manufacturing and vegetable sector firms revise their prices upward lead-
ing to positive inflation in these two sectors, mp;; and 7y, as shown in Figure
((row 1, column 2) and (row 2, column 1)). This is the mechanism through which the
inflationary impact of a negative productivity shock gets transmitted to other sectors
and leads to aggregate inflation, 7, (see Figure (row 2, column 2)).

Since a negative productivity shock acts as a positive demand shock to the other two
sectors (for their goods), the output in these two sectors, }/}Mﬂf and }/}W, rises on impact.
As, the manufacturing sector is a sticky price sector and thus only a fraction of firms
revise their prices and this creates a negative output gap, ?M,t, in this sector on impact.
More specifically, negative output gap in the manufacturing sector, ?M,t — ?A’}’t, results
because a negative productivity shock in the grain sector leads to a rise in the demand for
manufacturing sector goods. Due to price stickiness in the manufacturing sector, actual

output, ?Mﬂf? rises by less value than its natural level, 17](}[7“ and thus the term, ?M,t —17]\’}“,

32For this exercise we assume no procurement distortion i.e. Ypa,+ and ¢, is zero.
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becomes negative on impact. At the same time the economy wide output gap, XN/t, also
falls slightly as shown in Figure (row 3, column 1). Monetary policy responds to
this increase in inflation and slightly negative output gap by an increase in the nominal
interest rate, R, (see equation ([2.65))) given the Taylor rule parameters in Table This
increase in the nominal interest rate, adjusted for a one period future expected inflation
increases the real interest rate, 7;, as shown in Figure (row 1, column 2). From the
Euler equation , a rise in the real interest rate induces current consumption, @, to
fall due to the inter-temporal substitution effect. From the demand function (equations
—), the sectoral demand for goods will depend upon the income effect from
falling consumption, a, and the inter-good substitution effect due to the changing terms
of trade, fAM’t and T\OGW. As can be seen from Figure (rowl, column 1 and 3), the
substitution effect dominates and the quantity demanded rises for manufacturing and
vegetable sector goods in the first period using the calibrated parameters from Table [2.2]

Over time the economy goes back to the steady state.

2.5 Implications for the Reserve Bank of India

The above calibration exercise suggests that both a positive procurement shock and
a negative productivity shock leads to positive aggregate inflation and a qualitatively
similar response from the central bank. As discussed above, both differ strikingly from
each other in how the shock gets transmitted to the aggregate economy. Figure plots
the monetary policy response for a range of values of ¢, € [0,0.6], for a common single

period procurement shock , }Apr,t, on impact.
[ INSERT FIGURE ]

Figure shows a non-linear, increasing and monotonic relation between JSLt and c,.
From equation (2.65)), the nominal interest rate ]/%t depends on aggregate inflation, 7;, and
the aggregate output gap, }N/t A higher interest rate response of the monetary authority

on impact for higher values of ¢, is thus possible if and only if higher values of ¢, lead
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to higher aggregate inflation or a higher aggregate output gap or both. To understand
this it is important to see how ¢, changes the aggregate NKPC and DIS curves. From
equation , and under the sufficient condition, 0 < Ac¢ < 1, a higher value of ¢,
makes the aggregate NKPC steeper which means a given output gap is now associated
with higher inflation. Moreover, according to the DIS equation, , the response of
the real economy to changes in the real interest rate, 7, decreases with higher values of ¢,
thus requiring a stronger monetary response for a given output gap. Hence the monetary
policy response for a procurement shock should depend on the steady state value of c,.
This figure implies that central banks in EMDESs like the Reserve Bank of India should
respond to changes in the terms of trade over time in a systematic way as outlined in our
model, especially since the importance of food inflation in monetary policy setting over

the last several years has become increasingly important (Reserve Bank of India (2015))).

2.6 Conclusion

Central banks in EMDESs such as India often grapple with understanding the inflationary
impact of a shock from the agriculture sector because the precise relationship between
aggregate inflation and the terms of trade may be unknown. To address this, we develop a
three-sector (grain, vegetable, and manufacturing) closed economy NK-DSGE model for
the Indian economy to understand how one major distortion - the procurement of grain
by the government — affects overall inflationary pressures in the economy via changes in
the sectoral terms of trade. Our main contribution is to identify the mechanism through
which changes in the terms of trade — because of changes in procurement — leads to
aggregate inflation, changes in sectoral output gaps, sectoral resource allocation, and the
economy wide output gap. We then calibrate the model to India to discuss the role of
monetary policy in such a set-up. We show that a positive procurement shock to grain
leads to higher inflation, a change in the sectoral terms of trade, and a positive output gap

because of a change in the sectoral allocation of labor. We also compare the transmission
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of a single period positive procurement shock with a single period negative productivity
shock. We consider these two cases because they typify the kind of shocks experienced
by the Indian agriculture sector (upward increase in procurement, a poor monsoon). For
a positive productivity shock, we show that on impact, the economy experiences higher
inflation, and a slightly negative output gap. Under a positive procurement shock, labor
reallocates away from the manufacturing and the vegetable sector. Under a negative
productivity shock, labor reallocates towards the manufacturing and vegetable sectors.
In addition, the presence of procurement changes the standard NKPC and DIS curves of
the aggregate economy. Under a sufficient condition, we show that the NKPC and DIS
curves become steeper suggesting that the central bank’s response to a terms of trade
shock needs to be stronger. We also show that procurement weakens monetary policy
transmission. Our paper contributes to a growing literature on monetary policy in India
and other emerging market economies.

In this chapter, the role of government (fiscal policy) in stabilizing the economy
is kept passive while only monetary policy is active. For future research a more rich
framework for fiscal policy can be added to the present framework in the following ways:
(1) Adding a government sector that redistributes grain to households explicitly. This
would involve having heterogeneous agents which is beyond the scope of this dissetation.
(2) Modelling procurement using a feedback rule. Here the government can procure and
redistribute grain but optimize on buffer stock accumulation to stabilize inflation. (3)
Adding distortionary taxes and public debt to the present model for analyzing monetary

and fiscal policy interactions in a much richer framework.

50



Figures

S

. Supply

Prices
o]
'I

. After procurement shock

Procurement \‘

demand shock ™\ OA = Totalsupply of grain
‘\ AB = Procured grain quantity

Poc=MSP S Z OB = Open market grain quantity
., consumed by households

2 X ‘\

Y
,
\ \‘..‘ Total demand =Household
> demand + Government

*\, procurement demand
N
“
~,

P

0]

0 B E A Quantity

Figure 2-1: Effect of procurement policy on open market grain price and output
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Figure 2-2: Impact of a single period positive procurement (?pg,t> shock
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Figure 2-3: Impact of a single period positive procurement (?p@7t> shock (contd.)
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Figure 2-4: Impact of a single period positive procurement <?PG7t> shock (contd.)
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Figure 2-5: Impact of a single period positive procurement (?p@7t> shock (contd.)

93



pi_og pi_v pi_a

0.05 0.01 /\ 0.02
-0.05 .01 -0.02
5 10 15 20 5 10 15 20 5 10 15 20
x10% pi_m pi T am
4 0.02 0.02
2 k 0 0.01
0 .02 0
5 10 15 20 5 10 15 20 5 10 15 20
T am_n B_am_tilda T_ogv
0.02 5x10 0.04
0.01 \ 0 0.02
0
5

5 0
10 15 20 5 10 15 20 5 10 15 20

Figure 2-6: Impact of a single period negative productivity <2G7t> shock
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Figure 2-7: Impact of a single period negative productivity (A\G,t> shock (contd.)
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Figure 2-8: Impact of a single period negative productivity (A\G,t) shock (contd.)
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Chapter 3

Inefficient Shocks and Optimal

Monetary Policy

3.1 Introduction

Monetary policy in emerging markets and developing economies (EMDESs) is a challeng-
ing task as these economies are often characterized by inefficiencies such as incomplete
financial markets, distorted agriculture sectors and large informal sectors that affect mon-
etary policy effectiveness (see [Hammond et al. (2009), Ghate and Kletzer (2016))). Most
of the existing literature in monetary policy design for EMDEs focusses on determining
an optimal inflation index that a central bank should target to reach a flexible price
equilibrium.ﬂ In a recent paper, |Anand et al. (2015) show that in EMDEs headline infla-
tion targeting improves welfare outcomes by adding incomplete financial markets to the
standard multi-sector small scale NK-DSGE model. This is different from |Aoki (2001),
who shows that strict core inflation targeting is an optimal monetary policy, to close

the gap with a flexible price equilibrium, in developing countries, which are susceptible

'In this paper flexible price equilibrium is defined as an equilibrium level prevailing under complete
price flexibility.
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to sectoral relative price movements (or terms of trade shocks)E] When occurrence of
complete stabilization of inflation coincides with a complete stabilization of output, this
is referred to as divine coincidence in the literature. In other words, there does not exists
a trade-off in inflation and output gap stabilization. Aoki (2001)| shows that divine co-
incidence occurs when monetary policy follows a strict core inflation targeting rule such
that output gaps are also simultaneously stabilized.

One common aspect in the papers mentioned above is that they assume variations in
the flexible price equilibrium are efficient | However, there could be possibilities when
variations in the flexible price equilibrium are not efficient and thus strict inflation tar-
geting will not be an optimal monetary policy, as there exists a trade-off between inflation
and output stabilization (see Woodford (2003), Chapter 6). In other words, any attempt
to stabilize inflation would make output deviate further from its efficient allocation and
any attempt to stabilize output would increase the variability of inflation. Even having
a multi-sector Aoki type model with sectoral terms of trade shocks/ relative price shocks
does not show any tension between core-inflation and output stabilization. Generally,
inefficient variations in the flexible price equilibrium are modelled as inefficient supply
shocks, such as a price/ wage mark-up shock (see Justiniano et al. (2013), Gilchrist et al.
(2009)} |Gali et al. (2007), and Bhattarai et al. (2014))[f [Kim and Henderson (2005)| also
show that optimal interest rate rules for strict inflation targeting regimes are suboptimal
under both full and partial information

As an illustration, Figure shows how an inefficient shock affects the output, Y, in
the economy. When an inefficient shock hits the economy, the flexible price equilibrium,
A, deviates from its efficient allocation, C'. In this case, a monetary policy offsetting

inflation and the gap between actual output and its flexible price equilibrium, AB, thus

2Also see |[Huang and Liu (2005), Benigno (2004) and [Erceg and Levin (2006).

3In general, efficient equilibrium is defined as an equilibrium level prevailing under perfect
competition.

4For the estimates of inflation/ output trade-offs in US see [Fuhrer (1997). |Gilchrist et al. (2009)
shows trade-offs in the presence of financial frictions.

5They also show that some rules for flexible inflation targeting regime are optimal under partial
information set.
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Figure 3-1: Flexible price equilibrium and efficient equilibrium with inefficient shocks

ends up increasing the gap of actual output from its efficient equilibrium from BC' to
AC. That is how inefficient shocks are the source of trade-off between inflation and
the output gap stabilization. In |Aoki (2001), the flexible price level coincides with the
efficient allocation, thus these trade-offs do not occur.

Inefficient shocks do have a practical importance in monetary policy making but the
sources of such shocks have not been studied much (Woodford (2003), p. 454)[f This
chapter addresses this gap in the literature and shows how real disturbances present in
a developing economy could be a source of inefficient shocks. To be precise, in this
chapter we identify market price support present in the agriculture sectors of EMDEs as
an inefficient distortion and show its implications for optimal monetary policy design.

Market price support estimates (MPSE) in agriculture sector have been over 2.2

trillion US dollars, between 2011-2015, across the world (OECD (2016a))[] Out of the

6The term real disturbance refers to the existence of structural disturbances in the economy which can
lead to trade-offs mentioned here. Generally in the New-Keynesian literature, the trade-off is generated
with ezogenous price/ wage mark-up shocks. What leads to such shocks is not studied much in the
literature.

"The Organization for Economic Cooperation and Development (OECD) agriculture statistics
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total producer support estimates (PSE) the share of MPSE is 55 per Centﬂ Market price
supports primarily take two forms, i) border protection measures such as, tariffs, import
quotas and export subsidies as in Canada, Colombia, European Union, Iceland, Israel,
Kazakhstan, Korea, Mexico, Norway, Russia, Turkey, United States and Vietnam; and
ii) target pricing of a commodity both with and without government purchases such as
in China, India, Indonesia, Japan, Norway and Vietnam [

In India and Indonesia, the target pricing of certain commodities is accompanied by
government purchases of the commodity. This policy is known as a food grain procure-
ment policy in India. Under this policy, the government announces the target price known
as minimum support prices (MSP) for a variety of food grains before the cropping season
starts. Once the harvest is done, the food grain producers sell their output to the govern-
ment at a set MSP. The procured food grain is then stored in Food Corporation of India
(FCI) warehouses. A part of the procured food grain is subsequently distributed to the
poor at subsidized prices through the public distribution system (PDS). The remaining
procured grain remains in warehouses as part of a buffer stock.

There is an extensive literature studying the effects of agricultural price supports on
output, consumption and trade (see Bale and Lutz (1981), |Anderson and Hayami (1986),
Acemoglu and Robinson (2001), [Timmer (1989), Dewbre et al. (2001), Benjamin and
Talab (2011))). Figure below shows the share of market price support as a percentage
of GDP for EMDEs and advanced economies (AEs). As can be seen, between 2011-2015,
the share for EMDESs is 0.78 per cent, which is almost double the share in AEs (which

database has agriculture support data for only 50 countries. The Market Price Support (MPS) is defined
by OECD as an indicator of the annual monetary value of gross transfers from consumers and taxpayers
to agricultural producers arising from policy measures creating a gap between domestic market prices
and border prices of a specific agricultural commodity measured at the farm-gate level.

8The Producer Support Estimate (PSE) is defined by OECD as an indicator of the annual monetary
value of gross transfers from consumers and taxpayers to support agricultural producers, measured at
the farm gate level, arising from policy measures, regardless of their nature, objectives or impact on
farm production or income. Total PSE are over 4 trillion US dollars between 2011-2015.

9Refer to OECD (2016b)| for each country (except India) to get more detailed analysis. For India
refer to [OECD (2009)l Under target pricing, Indonesia and India have target/ support prices with
government purchases and China, Japan, Norway and Vietnam have target/ support prices without
government procurement.
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is 0.40 per Cent)F_UI What accentuates the effect of market price support in EMDEs are
large agriculture sectors. Figure below shows the share of the agriculture sector as a
percentage of GDP between 2011-2015 for EMDEs and AEs. The share is 13.4 per cent
and 1.8 per cent for EMDEs and AEs respectivelyE-]

[ INSERT FIGURES B2 & [3-3)]

The effects of government induced procurement policy on the macroeconomy of India
are non-negligible[] In recent years, rising minimum support prices has fueled food
inflation in India (see Anand et al. (2016), Basu (2011), Dev and Rao (2015), Ramaswami
et al. (2014), |Ghate et al. (2018))). High food inflation is a cause for concern, especially
in a developing country like India where food expenditure shares are very high. For
instance, the share of food in consumer expenditure is 52.9% and 42.6% in rural and
urban India, respectively (NSS (National Sample Survey) 68" Round (2011 — 12))[]
Mishra and Roy (2011)| and [Shekhar et al. (2017) show that minimum support prices
and excess procurement by the government with huge unsold stocks is an important
factor driving food inflation and food price volatility especially for cereals. Chapter 2
has shown how the incidence of market price support in the agriculture sector of India
leads to sectoral and aggregate inflation, output gaps and resource reallocation using a

multi-sector NK-DSGE model. We introduce a procurement inefficiency in the food grain

0The author has used OECD agriculture statistics database (doi: dx.doi.org/10.1787/agr-pcse-data-
en (accessed on 16 June, 2017). According to the data, advanced economies (AE) constitute the United
States, European Union (28 countries), Australia, Canada, Iceland, Israel, Japan, Korea, New Zealand,
Norway and Switzerland. Emerging markets and developing economies (EMDESs) constitute, Brazil,
Chile, China, Colombia, Indonesia, Kazakhstan, Mexico, Russia, South Africa, Turkey, Ukraine and
Vietnam.

' The figures are calculated by the author using Macro Indicators Data available on the Food and
Agriculture Organization of the United Nations (FAO) ( http://www.fao.org/faostat/en/#data/MK
accessed in June, 2017). The percentage figures 13.4% and 1.8% are the share of value of agriculture,
fishing and forestry in GDP on average for EMDEs (152 countries) and AEs (38 countries) respectively,
between 2011-2015. The author uses the International Monetary Fund’s (IMF) categorization of AE and
EMDEs (WEO (2016), October 2016).

12Ramaswami et al. (2014) show that the accumulated welfare losses of procurement policy to the
Indian economy between 1998 and 2011 was 1.5 billion US dollars.

13The food subsidy bill rose by 300% between 2006-07 and 2011-12 in India (see |Sharma and Alagh
(2013)).

60



sector as a shock and discuss the transmission of such a shock to the aggregate economy.
We also show that these shocks weaken monetary policy transmission.

In this chapter, using the NK-DSGE model built in Chapter 2 we derive the welfare
loss function for a central bank of an economy, characterized by market price support.
Although we build on the NK-DSGE model specific to the Indian economy, the results
can be generalized to other EMDEs featuring similar inefficiencies. To derive the wel-
fare loss function we follow Rotemberg and Woodford (1997), Rotemberg and Woodford
(1999), Woodford (1999) and Woodford (2003). To recap, model has three sectors: grain,
vegetable and a manufacturing sector. The grain and vegetable sectors are part of the
flexible price agriculture sector. The manufacturing sector is a sticky price sector. The
model features a procurement inefficiency in the flexible price sector namely, the grain
sector. Using a welfare loss function, we characterize optimal monetary policy under
discretion and commitment and study how trade-offs between inflation and output gap
stabilization get affected in the presence of a procurement inefficiency. We then compare
and rank optimal monetary policy rules with some implementable rules.

To summarize, this chapter attempts to incorporate real structural challenges in
EMEs within the current modelling framework of monetary policy design and derive
optimal monetary policy rules for more effective policy implementation. The structural
challenge we consider here is a real disturbance in the form of a market price support in
the agriculture sector of EMEs. We show that a government induced procurement policy
is a source of inefficient shocks for an economy and it generates a trade-off for optimal

monetary policy design.

3.1.1 Main Results

We find that the inefficiency due to procurement in the agriculture sector affects the
economy through two distinct channels. First, it raises prices in the grain sector by
affecting price mark-ups. Second, by reducing aggregate consumption directly, it deprives

households of a part of the output. These channels lead to variations in the flexible-
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price equilibrium which are not efficient. The derived welfare loss function is a function
of squares of core-inflation, the consumption gap, and the terms of trade gap, where
gaps are not the natural gaps (from the flexible-price equilibrium) but from an efficient
equilibrium. For the model economy, an efficient equilibrium with procurement is defined
as a flexible-price equilibrium with no mark-up effect of the procurement inefficiency i.e.
without the first channel mentioned above. In a standard model, the squares of the
consumption gaps coincide with the output gap and the welfare loss function is written
as a function of output gaps. Here, because of the second channel, procurement creates
a wedge between consumption and output and consumption gaps no longer equal to the
output gap.

Optimal monetary policy under discretion and commitment show that a central bank
cannot stabilize core-inflation, output gap and terms of trade gap simultaneously, as
there exists a trade-off between core-inflation and output gap stabilization and between
the terms of trade gap and output gap stabilization. Due to this, the minimum possible
welfare losses are not zero. This happens due to a presence of the procurement inefficiency
which makes the flexible price equilibrium of the model economy deviate from its efficient
allocation. Thus, any attempt to bring core-inflation to zero makes output deviate from
its efficient allocation. We show that divine coincidence does not exist in the presence of
procurement. This result departs from |Aoki (2001), who shows that there exists divine
coincidence and welfare losses can be minimized to zero with complete core-inflation
stabilization for developing countries featuring sectoral relative price movements. We also
produce efficient policy frontiers (EPF) for the optimal policy rules (for both discretion
and commitment) to calibrate trade-offs for the model economy described in Chapter 2.

We compare the response of the economy under different optimal and implementable
Taylor type interest rate rules when an economy is hit by a positive procurement shock
and a negative productivity shock. A comparative analysis among different monetary
policy rules shows that an optimal interest rate rule under commitment gives the least

welfare losses and is thus the best among all considered monetary policy rules. Within the
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class of implementable monetary policy rules, a simple Taylor rule with target variables as
inflation and the output gap, performs the worst. The welfare losses reduce significantly
when terms of trade gaps are added to a simple Taylor rule. We also find optimal
coefficients on a simple Taylor rule with terms of trade gaps to obtain an optimal simple
rule (OSR) for the economy. It is observed that an optimal simple rule with sectoral
terms of trade/ relative price gaps improves welfare outcomes significantly. In particular,
welfare losses reduce by 21 per cent and 62 per cent with optimal simple rules for a

positive procurement shock and a negative productivity shock, respectively.

3.2 The welfare loss function

We derive the welfare loss function for the model described in Chapter 2, to analyze
implications of a procurement inefficiency on an optimal monetary policy. We take a
second order approximation of the discounted sum of utility flows incurred by a rep-
resentative consumer in a rational expectations equilibriumEf] The approximation to
utility for welfare derivation is taken from its efficient allocation equilibrium. The gap of
the actual level of a variable realized after the shock from its flexible price equilibrium
is referred to as a natural gap, and a gap of actual levels realized after a shock from
its efficient level equilibrium is referred to as an efficient gap[®| A standard one sector
NK-DSGE model has two sources of inefficiencies namely, a sticky price sector (nominal
rigidity) and monopolistically competitive firms with constant mark-ups (real rigidity)EG]
In such a model, if the government provides an appropriate employment subsidy to the
firms to do away with the inefficiency due to monopolistic competition (no real rigidity),

the flexible price equilibrium (no nominal rigidity) coincides with the efficient allocation,

14We use seminal work of Rotemberg and Woodford (1997), Rotemberg and Woodford (1999), Wood-
ford (1999)| and Woodford (2003).

Note this is important here because model equations like the NKPC and the dynamic-IS curve are
written in terms of natural gaps. If the welfare loss function is in terms of efficient gaps, then some

modifications need be done to them to derive optimal rules using the derived welfare losses.
16See Chapter-3, [Gali (2008)
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such that the natural gaps are the same as the efficient gaps. Now, if an economy is
characterized by price/wage markup time-varying shocks (generally referred to as ineffi-
cient supply shocks), a flexible price allocation does not coincide with the efficient oneE]
Hence natural gaps are not the same as the efficient gaps.

In the present model as described in Chapter 2 there are three sources of inefficien-
cies namely, sticky prices in the manufacturing sector (nominal rigidity), monopolistic
competition (real rigidity 1) and a procurement distortion (real rigidity 2). We do away
with the market power distortion completely in the vegetable and manufacturing sector
and partially in the grain sector by giving an appropriate employment subsidy. A fixed
employment subsidy, (1 —7) = %, is provided to neutralize the effect of market power
in all three sectors. Mark-ups in the grain sector as shown in equation are scaled
up by the presence of procurement and become time-varying. Thus, a fixed employment
subsidy does not remove the market power completely in the grain sector. Without a
procurement distortion and with an employment subsidy the flexible price equilibrium
in the model coincides with the efficient equilibrium, but with procurement we have a
different scenario. Procurement of grain by the government impacts an economy by two
channels. First, procurement raises prices in the grain sector and affects the mark-up as
shown in equation . Second, procurement reduces aggregate consumption directly,
as it deprives households of a part of the output produce, as shown in equation ([2.34)).
In this section, we shall see how the welfare loss function gets affected when a sector
in the economy is characterized with a procurement distortion. For deriving the welfare

function, we assume that a continuum of households exist on [0, 1] and a representative

household supplies labour type ¢ to sector s and maximizes,
Ey Y B [U(C)) — o(Ns (i)
t=0

where s represents the sector to which a household supplies labour, such that s =G,V , M

17See Bhattarai et al. (2014) and Chapter-6, Woodford (2003).
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for grain, vegetable and manufacturing sector, respectively. Writing the utility function
this way does not affect the results described in Chapter 2 as labour was assumed to be
homogeneous. Also, the household’s consumption basket is the same and the nominal
wage in equilibrium is the same across three sectors in the basic framework of the model
described in Chapter 2. [¥ The labour supplied to each sector depends on the share
of each sector in aggregate output. Following this, ¢ (1 — ) proportion of households
supply their labour to the grain sector, du to the vegetable sector and remaining (1 — §)

to the manufacturing sector. Average utility in the economy at time ¢ is defined as,

§(1—p) § 1
1 g 1 N g 1 N g
wy =U (C’t)—m O/ v(Ney (z))dz—@m[) v(Ny,y (i))di— 1=90) 5/U(J\TJ\M (1))di

(3.1)
where U (Cy) is the utility from the aggregate consumption bundle C, and v(Ng (7)),
v(Ny, (i) and v(Nps¢ (7)) denotes the disutility of supplying labour to the grain sector,
vegetable sector and manufacturing sector respectively. The welfare loss function is thus

given by,

o0
W= 535 () 32)

t=0
where w is the steady state of average utility described in equation . We take a
second order approximation of the average utility flow as described in equation ([3.1))
to get an expression for the welfare loss function around a distorted steady state. The
presence of a procurement inefficiency distorts the consumption-leisure choice decision at

the steady state. The ratio of marginal disutility from labour supply to marginal utility

from consumption in the presence of procurement is defined as,

&_ (1—p)s

Uc ’

where v # 1. In the absence of a procurement inefficiency v = 1 and Z—’g = 1. To get this

18The budget constraint also remains the same and the first order conditions do not change.
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we assume that the government gives an employment subsidy (1 —7) = 9771. A second

order approximation of w; gives the following expressionH

Uc C -1 2 5 . ~  ~0\2
we N = (1-8) (0" +v)0 Var{PMyt(z)}—i-QBQC (Ct—C't> +
~ ~ 2
+252TAM (TAM,t - TAM,t) }
+ 1O + t.i.p.
where, 6;* = 2’3512(30 and T AMt = % are the efficient allocations of consumption and

the terms of trade (between the agriculture and manufacturing sector), respectively. The
expressions in the denominator, By~ and Byp 4, are composites of parametersm The
expressions in the numerator of the efficient levels, 8, and 3,74, are a function of
shocks and natural level of the variables

Efficient allocations of variables are a function of shocks similar to the flexible price
allocation. From the above definition we observe that the efficient allocations we obtain
from approximating utility flows depends on procurement as well. This happens because
procurement reduces utility of a representative household in two ways, (i) by reducing
real consumption as procurement shocks increase the price of the consumption bundle
(mark-up channel); (ii) by reducing consumption directly as the government procures

a certain proportion of the good from the consumption basket (quantity channel).ﬁ A

9 A detailed derivation of the welfare loss function is provided in the Technical Appendix
W8y = =2 (1= 0) + (qav + asm + o), and Bopapy = (a2M52 +agy (1—68)% + ase (1 — 5)2) —
(20[2@ (1 — (5) on— 2@2\/ (]. — (5) (1 - M)) fOGV,t + (1 - (5) (2@21\/[(5 - 20[2\/ (1 — 5) — 2@2(; (]. — (5))

Here, aiag, aay and asgps are also composites of parameters and are given by, (1 — p) oy (W),

uo (%) and (1 —9) (%) , Tespectively.
o = (arv +onnr + 1) —  (200v (1—p) — 200610) Togy,,  and  Bipay =
(0108 = (1= 8) (arv +a1g)) = (2aznd = 200y (1= 8) = 2026 (1 = 8)) (T, = (1= 1) Tdcv,)

(2026 (1 = 0) pp — 2y (1 = 6) (1 — ) fo(;v,t, Further, g, a1v, a1y are too a function of shocks and
are given by, (1 — 1) 6 (¢ (9oc.t (1 — ¢p) — graacp) + (L = 7)), pégvye, and (1 — 8) Ygay ¢, respectively.

Woaady 7 U _ Wya, Ave Vyyray Am,
VWoavos Yoa AG,ta grG,t = YPG,ta gvit = Vi vy YV Vyp vy Yar

22The channel through which procurement shocks lead to an increase in consumer price inflation has

We define, gog: = and gy = —
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central bank’s monetary policy can only minimize/ eliminate a price/ mark-up channel
effect because of a procurement shock. Monetary policy cannot affect the direct reduction
in consumption due to procurement. Thus, an efficient equilibrium of an economy with
procurement has no mark-up effect because of procurement but still has quantity effects.
Both these effects are absent only in an efficient equilibrium of the economy without
procurement.

As an illustration, Figure below shows the efficient and flexible price equilibrium
for the output, consumption and the terms of trade (both between agriculture and man-
ufacturing sector and between open grain and vegetable sector) when procurement is
present (¢, > 0) and when procurement is absent (c, = 0) % It can be seen that, the
efficient and flexible price equilibrium does not coincide when procurement is positive.
The efficient equilibrium with (¢, > 0) and without (¢, = 0) procurement is different for

the reasons mentioned above.
[INSERT FIGURE

Finally to get a following approximated sum of lifetime welfare losses, we substitute

wy from equation (3.1)) above in equation (3.2) and further simplify,

> 1 %
W, = —Eo;ﬁ(UZ’tC)N WMEOZH {wMﬁAM(O*) +

A/~ 2
+ A”;f (T2M7t> ] +[|O]* + t.i.p. (3.3)

The average welfare loss per period is given by the following linear combination of vari-

ances of the consumption gap, core inflation and terms of trade,

Li=n2, + QTM (&) + Aif (Tiase) (3.4)

been explained in Chapter 2 in detail.
23We use calibrated parameters from Table in Chapter 2 for this exercise.
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where, @* = (@ — @*) , and T;; Mt = (T\AM,t - T\;‘l M7t> are gaps from their efficient al-

o _ —1 2
location (efficient gaps). Also, Aqy = ﬁ(_lﬁjij(f(l_tﬁ/[);) ; Ag = 2Ba¢ and Ay = 289740

In the presence of procurement shocks, the consumption gap from its efficient level is not
the same as the output gap from its efficient level. The relation between the two is given

by following equation,

Y, = (1= A)CT + Al = 6)Thyy, — (1= A)2i, (3.5)
where
* 1 Vv vn — An Ac(l — 6) T n
T Ay (Yt —-Y, ) - (Ct - Ct) BTSN (TAM,t - TAM,t> a (3.6)

The quadratic welfare loss function in equation is different from a standard loss
function of a multiple sector model of |Aoki (2001)|in two distinct Waysﬁ First, in |Aoki
(2001)| welfare losses are a function of the variance of core inflation, 7y, the output gap,
XN/,;*, and the terms of trade gaps, fz M.t Where output gaps are the same as consumption
gaps, 5;" The welfare loss function in equation has a variance of consumption
gap, @*, instead of the output gap, ?t* This happens because procurement takes away a
certain proportion of grain sector goods (A, > 0) such that in the aggregate goods market
equilibrium consumption does not equals output. The output gap, i*, is related to the
consumption gap, 5’;‘, through equation . Second, since an efficient equilibrium is
not the same as a flexible price equilibrium, for the reasons explained above, efficient
gaps of the variables in the welfare function are not the same as natural gaps. In the
case of |Aoki (2001) natural gaps are same as efficient gaps, as inefficient shocks are not

modelled there 9

24 Also see |[Huang and Liu (2005)| and Benigno (2004) for standard welfare loss function in a closed
economy multiple-sector and a two-country NK-DSGE model, respectively.
25 A standard form of the welfare loss function depends on the squares of inflation and output gap.

~\2 ~ 2
26The coefficients in front of (C’f) and (Tjj M7t) in the derived welfare loss function are also different

from |Aoki (2001), as they are a composite of procurement parameter, c,.
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Proposition 1 In absence of procurement shocks in the grain sector i.e. when c, = 0, the
efficient level equilibrium of a model economy is identical to the flexible price equilibrium.
In other words, when c, = 0, (7; = @", T\/*‘M?t = fﬁM’t, 21, = 0 and consumption gaps
are same as output gaps, such that the quadratic welfare loss function matches with Aok

(2001)]

Proof. See Technical Appendix for a complete proofﬂ Here it suffices to say
when ¢, = 0, the flexible price equilibrium, defined in Section of Chapter 2, and an

efficient level equilibrium, defined above, reduces to,

S oo @D o 2 -

Ct == Ct = ((z T 0'; ,U/(SAV¢ + (1 - 5) AM,t + (]. - /L) 5AG,t:| (37)
Tf*lM,t = TXM,t = Ani — (1—p) Agy — pAvy (3.8)
j:gG’V,t = ng’V,t = A\V,t - EGJ (3-9)

From the goods market equilibrium, an efficient and flexible price levels for the aggregate

output is given by,
Y;t* = (1 - )‘C> C: + )‘c[YPG,t + IU’TZSGV,t + (1 - 5)T2M,t]v

and

}/}n = (1 - /\0> atn + /\C[?PGJ: + NngV,t + (1 - 6)fZM,t]’

respectively. From Chapter 2, A\, = 75(1_“)_1cp59. Thus ¢, = 0 implies A\, = 0. The goods
market equilibrium thus reduces to EA/t* = @* and lA/t” = 6‘;1. Using equation (3.5]), we
get §~/t* = 5;" = EN/t = é’t, when ¢, = 0. Here }7,5,6’75 signify gaps in actual output and
consumption from their flexible price equilibrium counterparts, as defined in Chapter 2.

The quadratic welfare loss function thus becomes

Lo = Ao (mar + (0 +9) (V) + (641 (0= 8)6 (Tanrs)

2"We consider that demand shocks are absent, here such that ft =0.
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This welfare loss function is similar to the loss function in a multi-sector model as derived

in [Aoki (2001) m

3.3 Optimal monetary policy

This section will discuss monetary policy rules that minimize the welfare loss function
described above. A monetary policy rule that minimizes the welfare loss function is
termed as an optimal monetary policy. We will characterize optimal monetary policy

under discretion and commitment for our model economy in following Section [3.3.1] and

respectively.

3.3.1 Optimal monetary policy under discretion

The optimal monetary policy under discretion is a policy where the monetary authority
optimizes on its decision in each period without committing itself to any future actionsF_g]

Formally the problem can be written as,

, 1
min_ =
{mare, CF, Thngo} 2

[Trﬁd,t + ﬁ (615*>2 + @ (fIZM,t> 2]

/\7rM

subject to the NKPC,
TMt = 5Et {7TM,t+1} + Am (‘7 + w@ﬁ 515* + )‘MéTVZM,t + Z;,t- (3-10)

where,

23, = A (0 +10)) (@* - @”) 0 (f;;M,t - ng,t) . (3.11)

The above NKPC constraint equation (3.10)) is different from the NKPC equation (2.600))
in Chapter 2, as the above NKPC is in terms of efficient gaps”] Using the first order

28Refer to the Technical Appendix for detailed derivations.
29Refer to the Technical Appendix for details.
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conditions from the above optimization and the aggregate output gap equation (3.5)), we

get the following targeting rulesm,

= T YF_ 3.12

7TM7t X]_(l _ )\C) t Xl Zl,t ( )
Xs ~ Xo 52/\M/\7rM

= — Y — N yy— ——————— _ 3.13

i Xi(1-X)"  XoX, et T M1 ( )

Mt — ——5)\;'3]\2” TZM,t (3-14)

where X; and X, are combinations of parameters and z;, = AT, .

Proposition 2 In the presence of a procurement distortion, c, > 0, there exists a trade
off in stabilizing core inflation and the output gap i.e. no divine coincidence exists with
optimal monetary policy under discretion. Divine coincidence only occurs when the pro-

curement distortion is absent i.e. ¢, = 0.

Proof. It has been discussed in detail in Section that with the presence of
procurement, ¢, > 0, an efficient equilibrium is different from a flexible price equilibrium,
such that 27, # 0 in equation . In a targeting rule for optimal monetary policy under
discretion, as described in equation , when 27, # 0 it is not possible to achieve,
mae = 0 and lN/t* =0, Simultaneously In other words, a central bank cannot stabilize
core-inflation and the output gap together. When a central bank puts higher weight on
inflation stabilization and completely stabilizes core inflation i.e. m5;¢ = 0, the minimum
output gap in the economy;, }7;*, would be —(1 — \.)z] ;. Similarly, if a central banks puts
higher weight on output gap stabilization and closes the gap of output from its efficient

1 *

level, such that 37;* = 0, the minimum core inflation in the economy would be —<-27,.

The extent of trade-off would depend on the size of the procurement shock. Higher the

30A targeting rule is the relation between target variables that a central bank seeks to maintain at all
times. We do the welfare loss minimization keeping E; {mas 41} as given.

311t is also not possible to achieve T% ae = 0 and Y;* = 0, simultaneously.
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size of the shock, higher would be the gap between the efficient equilibrium and flexible
price equilibrium, such that 27,, would be higher. Since core-inflation and output cannot
be stabilized simultaneously, we do not have divine coincidence, instead, there exists a
trade-off in stabilizing core-inflation and the output gap.

Following, Proposition 1, when ¢, = 0, the efficient equilibrium coincides with the
flexible price equilibrium, such that 27, = 0 and it is possible to have my;; = 0 and
}7{* = 0, simultaneously. Thus, divine coincidence follows. m

At this point we depart with Aoki (2001), where it is shown that strict core infla-
tion targeting is an optimal monetary policy for developing countries, given that these
countries are susceptible to terms of trade shocks. This departure happens because a de-
veloping country like India is characterized with many sector specific inefficiencies. In this
chapter we explore the effects of a government induced procurement distortion present in
the agriculture sector. A procurement policy generates these trade-offs because of its role
as a structural feature. The structural presence of procurement increases the price and
sets a minimum inflation (for both core and headline) in the economy. Now if inflation
(for both core and headline) is pushed below this minimum, it has a cost in terms of
destabilizing output. From equation (3.13)), a trade-off also exists between stabilizing
headline (or aggregate) inflation and the output gap as shown in |Aoki (2001), but here
the trade-offs will be higher as they get amplified by the presence of procurement.

To get an optimal instrument rule (an interest rate rule) under discretion, we first
substitute targeting rules in the NKPC to obtain optimal values of the inflation rate,
output gap and the terms of trade gap. We then substitute optimal values of the inflation
rate, output gap and the terms of trade gap in the following DIS equation,

Y = E {?{11} D) [13% — E {7} — 7“?] +

o

(a2

g

“0el1=0)) B { AT} (3.15)
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where

. = )\CU (1 -0 T Tin
rpo= T+ E {5ATAM¢+1} B (1——,\))Et {ATAM’HI a ATAM’HI}

g S n o U n
_(1_)\)(}/;5_1/;>+<1 )\)Et{y;f+1_§/t+1}'

is the efficient level of real interest rate. Note that the DIS equation (3.15)) above is
different from DIS equation (2.64]) mentioned in Chapter 2, as the above equation in
written in terms of efficient gapsP? The optimal interest rate rule under discretion is

given by,

o0 J o J
ﬁ;‘ = ?;jL%Et {z; ()%) Z;,t+1+j}+%Et {z; (Xﬁg) Az;tﬂ-}—aEt {Azitﬂ}

" " (3.16)
where X3, Xy are combinations of parameters and z3 ,, 27, are functions of shocks in the
model as described in equation and , respectively. Thus, an optimal interest
rate rule under discretion is not just a function of current shocks but also expected future
shocks affecting the economy. In a standard NK-DSGE model, without procurement,
the optimal monetary policy rule under discretion suggests, ﬁf = ?{ This follows form

Proposition 1, such that when ¢, =0, 23, = 27, = 0, for all time periods ¢.

3.3.2 Optimal monetary policy under commitment

The optimal monetary policy under commitment is a policy where the monetary authority

commits to an optimal policy plan at all possible dates and states of nature, current and

32Refer to the Technical Appendix ’@ for details.
33Refer to Chapter-5 of |Gali (2008)] and Woodford (2003)| for the standard formulation of optimal

interest rate rules.
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future.@ Formally, the problem can be written as,

N2 A s 2
min_ TFMEOZB [ ue + N <C:> + )T\FAM (TZM,t> }
{ﬂM,t’ Ct*v TZAl,t} M M

subject to

e = BB AT arspr ) + Aar (0 +901) CF + MpdT g, + 235

where the constraint is the NKPC as described in equation (3.10f) . Using the first order
conditions from above optimization and aggregate output gap equation (3.5)), we get the

following targeting rules,

Y = —wiPay— (1 A\)zf, (3.17)

Tiny = —wsPary (3.18)

fort =0,1,2,..., where w3 = )"/’\Lﬂw and ﬁM,t = ]3th — ]3M7_1. ]3M7_1 is the price level
TAM

in the manufacturing sector that prevails one period before the central bank chooses its
optimal plan. The targeting rule under discretion in equation has inflation as its
target, but in the commitment case, equation , we get a price level target as an
optimal targeting rule. In other words, given an initial price level in an economy, if a

central bank commits to an inflation rate, it is also committing to a future path of the

price level 7]

Proposition 3 In presence of procurement distortion, c, > 0, there exists a trade off
in stabilizing core inflation and the output gap i.e. mo divine coincidence with optimal
monetary policy under commitment. Divine coincidence only occurs when procurement

distortion is absent, c, = 0.

Proof. The proof follows from the explanation in Proposition 2. Since 27, # 0,

when ¢, > 0, from the targeting rule in equation (3.17)), the output gap and price level

34Refer to the Technical Appendix for detailed derivations.
35See Chapter-5 |Gali (2008), for details.
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gaps in manufacturing sector cannot be stabilized simultaneously. When a monetary
policy completely stabilizes the output gap such that, 17{“ = 0, the minimum price gap
in the manufacturing sector, ; M., that is attainable is —%zit. Similarly, when price
gaps are completely stabilized, ]A3M7t = 0, the minimum possible output gap is, }N/t* =
—(1 = A)27 ;. Once we get the optimal path of the price gaps we get core inflation as
TMt = ; Mt — ZA3 Mm—1. Since price gaps are in a trade off with output gap stabilization,
core inflation, which is a change in price gaps over time, is also in a trade off with output
gap stabilization. When ¢, = 0, 27, = 0 following Proposition 1. Thus, monetary policy
can achieve ]3M,t =0 and 37{" =0fort=0,1,2,..., with optimal monetary policy under
commitment. Also, mp;; = 0 and ?t* =0 fort =0,1,2,.. exists and divine-coincidence
occurs. ®

The following interest rate rule for policy under commitment is obtained by putting

optimal values of the price level, output gap and the terms of trade gap in the DIS

equation,

~ 0 k
~ = ws 1
R = 7 +ws(q—1)Pys+—FE E (—) 2
t t ( ) )t %25 t e 2 2,t+1+k

o i} .
N (1—\ )(1 = A)E {Zl,t+1 - Z1,t} (3.19)

t

o~ 1 >/ 1\
where, P = — ) <—) 2
Mt PN ; 1 kZ:O %2 2,t+k—j

7=0

The optimal interest rate rule under commitment is a function of past, current and future

shocks.

75



3.3.3 The efficient policy frontier (EPF)

In this section, we plot the trade-off in inflation and output stabilization associated with
minimizing welfare losses, as discussed in the previous section’| An efficient policy
frontier (EPF) is a loci of points, such that it is not possible to attain lower inflation
variability (core-inflation, W?\M, or headline inflation, 7?) without increasing variability
of the output gap (}2*2> and vice versa. Thus, any policy rule that results in inflation-
output variability above the frontier is not efficient. In other words, better outcomes
are theoretically possible with a different rule. To produce an EPF we plot inflation-
output variability values that minimize the welfare loss function for a range of values
on the output gap weight. A lower weight on the output gap indicates strict inflation
targeting and a higher weight reduces the importance of inflation targeting. Since we
have a consumption gap in the welfare loss function, we vary the weight on consumption
gap, Ag, as it would be proportional to the weight on the output gapm The value of
A, varies between [0, 500]. We graph the EPF for optimal monetary policy rule under
discretion and optimal monetary policy rule under commitment in Figures -B-7

[ INSERT FIGURE 35|

Figure [3-5| shows an EPF for a trade-off between core-inflation and output gap sta-
bilization, and between headline inflation and output gap stabilization (see Figure
and , respectively) for optimal monetary policy under discretionﬁ It is clear that we
cannot reduce the variability in inflation without increasing the variability in the output
gap. Points A and P in Figure and respectively, correspond to optimal policy
results when A5 = 0, i.e., when there is no weight on output gap stabilization. As a result

we see a large variance in the output gap. The other extreme points C' and R in Figure

36For this exercise we use the calibra‘gvion listed in Table of Chapter 2.

3"We keep the weights on 7 ¢ and T,/ constant at, Ar,, and Az~ . respectively. For details see,
Chapter-6, Woodford (2003).

38We observe that a similar trade-off exists between stabilizing the terms of trade gap, Tj; .1 and the

output gap, 57*, but not between the terms of trade gap, f’fx ¢ and core-inflation, 7z ¢

76



3-50 and respectively, correspond to optimal policy results when Az is sufficiently
large. Points C' and R correspond to the case of strict core inflation targeting and strict
headline inflation targeting, respectively. For the present model economy, an optimal
policy under discretion represents point B and @ in Figure and respectively.
Variation in inflation (both core and headline) and variation in the output gap is positive
at minimum welfare losses for varying values of A5. The size of procurement determines
the extent of the inflation-output trade-off here. Figure[3-6below shows how the trade-off

varies with the procurement level.

[ INSERT FIGURE [3-6]]

This figure plots the EPFs for values of ¢, namely, 0.06, 0.08, 0.10, 0.12, with optimal
monetary policy under discretion. As the value of ¢,, rises, the EPF pushes out such
that minimum variance of inflation and the output gap is higher now. The minimum
welfare losses possible under discretion are also strictly higher for higher values of cpﬁ
This happens because an increase in ¢, increases the gap between the efficient equilibrium
and the flexible price equilibrium, thus the absolute value of 27, increases (see equation
(3.6)). This increases the trade-offs in targeting rule equations and . An
EPF does not exist for ¢, = 0, i.e., no trade-off exists between core-inflation and output
gap stabilization in the absence of procurement distortion. In other words, the minimum
losses possible are zero in the absence of procurement. This follows from Proposition 2.
This case of ¢, = 0 is similar to |Aoki (2001)L

A trade-off between inflation and output stabilization also exists in the optimal policy

under commitment as plotted in Figure
[ INSERT FIGURE

Figure compares the EPFs for the trade-off between core-inflation and output gap
stabilization, and between headline inflation and output gap stabilization (in Figure

39Note that, the EPF for the calibrated value of the model is with ¢, = 0.08.
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and , respectively) for optimal monetary policy under discretion and commitment.
The trade-off exists between core-inflation and output gap stabilization, only for ¢, > 0,
as for the case under commitment. This follows from Proposition 3. Trade-offs are higher
under discretion than under commitment. For a given value of variation in inflation (both
core and headline), the variation in the output gap under commitment is at least as high
as variation in the output gap under discretion. Similarly, for a given value of variation
in the output gap, variation in inflation (both core and headline) under commitment is
at least as high as variation in inflation under discretion. In other words, an EPF for
a discretionary policy has a higher slope than an EPF for a commitment policy for all
arbitrary values of Az except when A5 = 0, in which case the two policies coincide. An
optimal monetary policy rule under commitment gives lower minimum losses than an
optimal monetary policy rule under discretion, because it avoids the stabilization bias
present in a discretion rule. The discretionary policy attempts to stabilize the output
gap in future periods and does not internalize the benefits of short term stabilization
policy as the optimal policy under commitment suggests. This is well established in the
literature.@ Note that the minimum welfare losses possible are not zero but positive in
the presence of procurement distortion both under the discretionary policy as well as

commitment policy.

3.3.4 Implementable monetary policy rules

The optimal discretionary and commitment rule in equation and , respec-
tively, are theoretically the best monetary policy rules that minimize welfare losses. While
these rules are desirable implementing them has the following disadvantages. First, these
rules do not guarantee a unique equilibrium. The existence of a unique equilibrium de-

pends on parameter values[Y| Second, they are not easy to implement. It is apparent

from the optimal interest rate rules in equation (3.16|) and (3.19)) that they depend on

408ee |Gali (2008) and [Woodford (2003)| for further details.
41For the given calibration, a unique equilibrium does exist.
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the current and future path of shocks which are not known to a policymaker precisely.
These imprecisions can lead to large welfare losses. At best these optimal rules can be
used as a benchmark for normative analysis. We therefore discuss some simple interest
rate rules which are easy to implement and do a comparative analysis among them in
this section.

Taylor (1999) discusses advantages of a class of simple rules over a class of optimal
rules. For comparative analysis of monetary policy rules later in the chapter, we use a
following simple Taylor rule, as described in Taylor (1993), with an added relative price/

terms of trade term,

Piam
Vi \?7 [ Tunss

Ru = (o)™ ()" (—) Tae )
Y, T,

Here ¢p > 0 is interest rate smoothing parameter, ¢, > 0, ¢; > 0 and ¢, > 0 are
weights on headline inflation, the output gap and the terms of trade gap, respectivelyf‘_?]
It has been shown in|Anand et al. (2015)|that headline inflation targeting rules improves
welfare outcomes vis-a-vis core-inflation targeting rules. Following this paper, we keep
headline inflation as the measure of inflation rate here. We add terms of trade to a Taylor
rule for two reasons. First, it is empirically observed that some countries consider rela-
tive prices among sectors while setting monetary policy (see |Cuevas and Topak (2008))).
Second, the derived welfare loss function, equation , has variability in the terms of
trade gap besides variability of the inflation term and the consumption gap. Thus, it
appears natural to see how adding terms of trade gaps to the interest rate rule affects
welfare outcomes. Cuevas and Topak (2008 )| estimate such a Taylor rule for South Africa
and some other countries. They show that countries with high inflation and inflation

expectations respond more aggressively to relative prices/ sectoral terms of trade. The

42We assume that the inflation target is zero.
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log-linearized version of the above Taylor-rule is:@
R, = gbrﬁt—l + Q.m + ¢g3~/t* + ¢%TZM¢ (3.20)
When ¢, = 0, the above rule reduces to a standard simple Taylor rule,
Ry = ¢, Rioy + ¢, + %i* (3.21)

The Taylor parameters, namely, interest rate smoothing parameter, ¢, weights on in-
flation, ¢,, and the output gap, ¢; are set using Anand et al. (2015) to 0.7, 2 and 0.5,
respectively. The weight on the terms of trade gap, ¢, in the Taylor rule is set to 0.864
as estimated in [Cuevas and Topak (2008)/[]

3.4 Comparative analysis

We calibrate the model and compare five monetary policy rules namely, an optimal
interest rate rule under discretion, an optimal interest rate rule under commitment, a
simple Taylor rule without terms of trade gaps, a simple Taylor rule with terms of trade
gaps, as shown in equation (3.16) , (3.19) , (3.21]) and , respectively, and an optimal
simple rule. An optimal simple rule (OSR) is a rule like equation where the value

of coefficients, ¢, ¢, ¢; and ¢, are chosen such that the welfare loss function is
minimized We do these comparisons for a positive procurement shock, Ypqg,, and a

negative productivity shock, A\G,t to the grain sector.

43Note that gaps are from efficient levels.

44 Cuevas and Topak (2008) does the estimation for the South African economy. To the best of our
ability, we could not find a paper on the Indian economy that estimates the Taylor rules with a inter-
sectoral terms of trade.

45To get the optimal simple rule, we do the numerical optimization to minimize welfare loss function
in Dynare. To do this we initialize the value of parameters with the calibrated values, i.e. ¢p = 0.7,
¢r =2, o5 = 0.5 and ¢, = 0.864.
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3.4.1 Procurement shock

We analyze the response of the economy to a one period positive procurement shock in
the grain sector (s.d. 0.66) when the central bank follows five different monetary policy
rules as discussed above. Table[3.1|shows welfare losses, values of Taylor rule coefficients,

and standard deviation of the nominal rate of interest with different rules.

Rule Welfare losses” ¢ O, b5 i s.d.(R)
Simple Taylor rule

without ToT* 0.3914 0.7 2 0.5 0 0.0110
with ToT 0.3565 0.7 2 0.5 0.864 0.0117

Optimal monetary policy

Discretion 0.1196 n.a. n.a. n.a. n.a. 0.0055
Commitment 0.0928 n.a. n.a. n.a. n.a. 0.0127
Optimal simple rule (OSR)~  0.3090 0.576 2.029 0.741 0.601 0.0116

n.a. is 'not applicable’ here as the discretion and commitment rules are endogenous
# Percentage deviation from the steady state
* ToT refers to terms of trade gap

“OSR also belongs to a class of implementable rules

Table 3.1: Monetary policy rules for a positive procurement shock

A simple Taylor rule without terms of trade gap gives the highest welfare losses. The
losses reduce by 9 per cent when the terms of trade gap is added to the simple Taylor
rule and by 21 per cent with an optimal simple rule[f] The optimal weight in front
of fAM’t in the optimal simple rule is positive and takes a value of 0.601. This means
that sectoral terms of trade/ relative price gaps in the simple Taylor rule does improve
welfare outcomes. Among the optimal monetary policy rules, a commitment rule gives

the lowest welfare losses, followed by a discretion rule and then an optimal simple rule.

46Here optimal simple rule is the optimized simple Taylor rule with terms of trade gap which minimizes
the welfare loss function.
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Since an optimal simple rule gives the lowest welfare losses, it is best among the class of

implementable rules considered here.

IRFs for a positive procurement shock

Figure [3-8 compares the IRFs for optimal monetary policy rules namely, discretion,

commitment and the optimal simple rule for a one period positive procurement shock.
| INSERT FIGURE [3-§]]

On impact the response of the output gap and consumption gap is smallest under
commitment rule compared to discretion rule or the optimal simple rule. With a com-
mitment rule, the response of the nominal rate of interest is negative on impact, which
is in contrast to the other two policy responses. Due to this, consumption falls less and
aggregate output increases further. Inflation (both core and aggregate) is less persistent
under commitment as the price level (both core sector and aggregate) comes back to its
initial level after four quarters. On the contrary, price levels (both core sector and aggre-
gate) under discretion converges to a higher level permanently. The optimal simple rule
performs very well for most nominal variables like inflation (both aggregate and head-
line), price levels and terms of trade. In fact, with OSR the price level converges close to
its initial value in long run, similar to a commitment rule. On impact an OSR contracts
an economy more than the other two optimal rules, but in the long run it performs very
close to the commitment policy. Figure compares IRFs for implementable simple
rules, namely, a simple Taylor rule, simple Taylor rules with terms of trade gaps and an

OSR for a one period positive procurement shock.
[ INSERT FIGURE [3-9]]

On impact, the simple Taylor rule response to the shock is insufficient to stabilize
nominal variables like inflation (both core and headline inflation), terms of trade and

price levels (which remain permanent high). On the other hand, the response of a simple
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Taylor rule with a terms of trade gap is too aggressive, which deflates the economy such
that the economy converges to a price level lower than its initial level. The optimal simple
rule performs the best among all three implementable rules considered here in stabilizing
inflation (both core and output) and price level as discussed earlier. Since a trade-off
exists between inflation and output stabilization, we see that real variables respond the
least for simple a Taylor rule. As summarized in Table the welfare losses are 21 per
cent less with an optimal simple rule as compared to a simple Taylor rule and hence it
is the best rule among considered implementable rules. The optimal simple rules with
terms of trade gaps perform better than the simple Taylor rules because they ensure
that monetary policy reacts to shocks that lead to significant changes in intersectoral
relative prices. Higher and persistent changes in the intersectoral relative prices leads to

inefficient outcomes.

3.4.2 Productivity shock

We now analyze the response of the economy to a one period negative productivity shock
in the grain sector (s.d. 0.03) when the central bank follows five different monetary policy
rules as discussed above. We do this in two parts. In the first part we do away with the
procurement distortion and put ¢, = 0; in the second part we analyze the policies in the

presence of procurement with ¢, = 0.08.

Without procurement distortion

We put ¢, = 0 in this section, such that the results can be compared to any standard
multi-sector model with a negative productivity shock. Table shows welfare losses,
values of Taylor rule coefficients and standard deviation of the nominal rate of interest

of the shock with different rules®]

47 Any values of losses less than 1073 are put a zero.
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Rule Welfare losses™  ¢p o O i s.d.(Ry)

Y

Simple Taylor rule
without ToT* 0.0115 0.7 2 0.5 0 0.0120
with ToT 0.0076 0.7 2 0.5 0.864 0.0109

Optimal monetary policy

Discretion 0.0000 n.a. n.a. n.a. n.a. 0.0040
Commitment 0 n.a. n.a. n.a. n.a. 0.0040
Optimal simple rule 0.0039 1.240 1.792 0.568 1.005 0.0085

n.a. is 'not applicable’ here as the discretion and commitment rules are endogenous
# Percentage deviation from the steady state
* ToT refers to terms of trade gap

“OSR also belongs to a class of implementable rules

Table 3.2: Monetary policy rules for a negative productivity shock with no procurement

A simple Taylor rule without a terms of trade gap gives the highest welfare losses.
The losses reduce by 33 per cent when a terms of trade gap is added to the simple
Taylor rule and by 66 per cent with the optimal simple rule. The optimal weight in
front of fAMﬂf in the optimal simple rule is positive and takes a value of 1.005, which
is higher than our calibrated value of 0.864. This means that sectoral terms of trade/
relative price gaps in the simple Taylor rule improves the welfare outcome. Among the
optimal monetary policy rules, the discretion and commitment rules are the same as
both policies completely stabilize core-inflation, output gap and the terms of trade gap,
le. myy = }7;* = 5;* =T e = 0. Note that there are no trade-offs between stabilizing
core-inflation and output gap when, ¢, = 0. This case resembles Aoki (2001). An optimal
simple rule although performs worst among the optimal rules but is best among the

considered implementable rules.
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IRF's for a negative productivity shock without procurement distortion

Figure [3-10| compares the IRFs for optimal monetary policy rules namely, discretion,

commitment and the optimal simple rule for a one period negative productivity shock.
[ INSERT FIGURE [3-10]

The IRF's show that the discretion and commitment rules give the same response for
all the variables in the economy, as explained above. Core-inflation, the output gap and
terms of trade gap are all zero under discretion and commitment policy rules, as there
is no trade-off. The price level returns to its original levels under these two policies.
The optimal simple rule on the other hand performs well for aggregate inflation and the
aggregate price level, but poorly for core sector inflation and the price level. On impact
an optimal simple rule also contracts the economy more than the other two optimal rules.

Figure[3-11|compares the IRF's for implementable simple rules namely, a simple Taylor
rule, a simple Taylor rules with a terms of trade gaps and an optimal simple rule for one

period negative productivity shock.
[ INSERT FIGURE ]

The response of most of the variables seem similar for all three rules on impact except
for core-inflation and the price level (both aggregate as well as core-sector) where the
optimal simple rule performs better. Under an optimal simple rule, core inflation is
strictly less for all periods and prices deviate less from the steady state in the long run.
Between the second and fourth quarter, the output gap, consumption gap and terms of
trade gap are more stable with an OSR. Overall the optimal simple rule performs the

best by reducing welfare losses upto 66 per cent as compared to a simple Taylor rule.

With procurement distortion

We put ¢, = 0.08, as calibrated for the Indian economy, in this section. Table shows
welfare losses, values of Taylor rule coefficients and standard deviation of the nominal

rate of interest of the shock for different rules.

85



Rule Welfare losses”™ ¢ br b5 ¢  s.d.(R)
Simple Taylor rule

without ToT* 0.0128 0.7 2 0.5 0 0.0125
with ToT 0.0081 0.7 2 0.5 0.864 0.0114
Optimal monetary policy

Discretion 0.0016 n.a. n.a. n.a. n.a. 0.0042
Commitment 0.0001 n.a. n.a. n.a. n.a. 0.0036
Optimal simple rule 0.0049 1.153 1.8 0.548 1.001 0.0092

n.a. is 'not applicable’ here as the discretion and commitment rules are endogenous

# Percentage deviation from the steady state
* ToT refers to terms of trade gap

“OSR also belongs to a class of implementable rules

Table 3.3: Monetary policy rules for a negative productivity shock with procurement

As expected, welfare losses under all five rules in Table [3.3] are higher in the presence

of a procurement distortion as compared to Table [3.2] A simple Taylor rule without a

terms of trade gap gives the highest welfare losses here too. The welfare losses reduce by

36 per cent when terms of trade gap is added to the simple Taylor rule and by 62 per

cent with the optimal simple rule. The optimal weight in front of T um,¢ in the optimal

simple rule is positive and takes a value of 1.001, which is higher than the calibrated value

of 0.864. This means that the sectoral terms of trade/ relative price gaps in the simple

Taylor rule improves welfare outcomes. With procurement, the welfare losses are positive

under discretion and commitment rules, as trade-off between inflation and output gap

stabilization exists and welfare minimizing values of my, Y;*, Cf, Th,, are not zero.
’ )

Among the optimal monetary policy rules, the commitment rule gives the lowest welfare

losses, followed by the discretionary policy and then the optimal simple rule (OSR).
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IRF's for a negative productivity shock with procurement distortion

Figure [3-12| compares the IRFs for optimal monetary policy rules namely, discretion,

commitment and optimal simple rule for a one period negative productivity shock.
[ INSERT FIGURE ]

The IRFs show that with procurement distortion, discretion and commitment rules do
not give the same response for all the variables in the economy, specially the price levels
(both aggregate and core-sector). Moreover, core-inflation, the output gap and terms
of trade gap are not zero under discretion and commitment policy rules, as there exists
a trade-off. Between the second to fourth quarter these variables become more stable
under a commitment policy. The optimal simple rule on the other hand performs well for
aggregate inflation and the aggregate price level, but poorly for core sector inflation and
the price level. On impact, the optimal simple rule contracts the economy more than the
other two optimal rules.

Figure[3-13|compares the IRF's for implementable simple rules namely, a simple Taylor
rule, simple Taylor rules with a terms of trade gaps and an optimal simple rule for a one

period negative productivity shock.
[ INSERT FIGURE ]

The graphs in Figure |3-13| are not qualitatively different from the graphs in Figure
[11], although the presence of procurement affects the values of the variables. The output
gap and consumption gap are higher in the presence of procurement for all time periodsEg]
The response of most of the variables seems similar on impact except, core-inflation and
price levels (both aggregate as well as core-sector) where optimal simple rule performs
better. Under the optimal simple rule core inflation is strictly less for all periods and

prices deviate less from the steady state values in the long run. Between the second

48For other variables the effect is small and is not visible on the graphs.
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and fourth quarter, the output gap, consumption gap and the terms of trade gap are
more stable. Overall an optimal simple rule performs the best among the implementable
interest rate rules considered and reduces welfare losses upto 62 per cent as compared to
a simple Taylor rule.

The ranking of monetary policy rules based on the welfare losses and the IRF's re-
mains the same across all three cases of procurement shock, productivity shock (without
procurement) and productivity shock (with procurement). Although with a productiv-
ity shock (without procurement), the commitment and the discretion outcomes coincide.
Optimal simple rules with the terms of trade gaps perform best among the subset of
implementable rules considered for the comparative analysis. This is not to say that the

optimal simple rules are the best among the class of all possible implementable rules.

3.5 Conclusion

Our paper contributes to a growing literature on monetary policy for India and other
EMDEs. Most of the literature in monetary policy setting for developing countries fo-
cusses on the optimal inflation index that should be targeted to bring an economy close
to the flexible-price equilibrium. Real disturbances which can be a source of inefficient
shocks to EMDEs and possibly generate trade-offs between inflation and output gap sta-
bilization for central banks, have not been studied much in the literature. This chapter
attempts to incorporate real structural challenges in EMEs within a modelling framework
of monetary policy design and derive optimal monetary policy rules for more effective
policy implementation. In particular, we identify market price support present in the
agriculture sector of EMDESs as a real disturbance leading to policy trade-offs. In other
words, a government induced procurement policy in the Indian economy is a source of
inefficient shocks. We derive the welfare loss function of central banks and characterize
optimal monetary policy under discretion and commitment. We show that the presence

of procurement induces trade-offs between core-inflation and output gap stabilization,
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and between headline inflation and output gap stabilization under both a discretion and
commitment rule. This result is a departure from the existing popular view point that
strict core-inflation targeting is the optimal monetary policy for developing countries.
This implies that central banks in developing countries need more caution while setting
their monetary policy, as the inefficiencies in the real sector of their economy can modify
standard results and alter the optimal policy response. We find that, among the class
of monetary policy rules considered for comparison, a commitment rule is the best rule
with the least welfare losses. Among the implementable rules, an optimal simple rule,
with terms of trade gap as one of the target variables (besides aggregate inflation and
the output gap), reduces welfare losses significantly. As compared to a simple Taylor
rule without terms of trade gaps, an optimal simple rule with terms of trade gap reduces
welfare losses by 21 per cent and 62 per cent for a positive procurement shock and a
negative productivity shock, respectively. Thus, a simple interest rate rule with terms of
trade/ relative price gaps can be used by central banks in EMDEs, featured with large

distorted agriculture sector, to improve welfare outcomes.
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Chapter 4

Uncertainty shocks and monetary

policy rules in a small open economy

4.1 Introduction

There has been a surge in the macroeconomics literature on aggregate uncertainty post
global financial crisis (GFC) of 2008-2009. The role of uncertainty shocks in slowing down
the real economy and driving business cycles is getting well recognized in the literature.
Using a reduced form VAR, Bloom (2009) estimates that global uncertainty shocks reduce
U.S. industrial production by 1 per cent. |Gourio et al. (2013) show a similar result for
GT7 countries. Bloom et al. (2018) show that uncertainty rises sharply during recessions
and it reduces GDP by 2.5 per cent. Basu and Bundick (2017), using a new-Keynesian
DSGE model, show that demand-determined output is the key mechanism for generating
comovements observed in the data as a response to uncertainty fluctuations in US. Ravn
and Sterk (2017) exposits the role of job uncertainty in amplifying adverse effect of GFC,
using a model featuring labour market with matching frictions and inflexible wages.
While the literature on the impact of uncertainty shocks on emerging market economies
macroeconomic outcomes is less developed, Fernandez-Villaverde et al. (2011) show ad-

verse real effects of an increase in real interest rate volatility (uncertainty in real interest

100



rates) on output, consumption and investment. |Cespedes and Swallow (2013) argue that
global uncertainty shocks not only impact consumption and investment demand in ad-
vance economies (AEs) but also in emerging market economies.(EMEs). Their estimation
shows that the impact of such shocks on EMEs is much more severe than AEs. More-
over emerging markets take much longer to recover due to credit constraints present in
these economies. (Chatterjee (2018) discusses the role of trade openness in explaining a
disproportionately larger real effects of uncertainty shocks on EMEs compared to AEs,
especially during a recessionary period[| To the best of our knowledge, the role of mon-
etary policy in offsetting the adverse effects of global uncertainty shock in an EME and
its link with the exchange rates is not explored in the literature. This chapter addresses
this gap in the literature.

We examine the role of exchange rates and monetary policy rules in transmitting the
effect of uncertainty shocks in a small open economy (EME). We observe that exchange
rate movements are significant in EMEs vis-a-vis AEs, when global uncertainty rises. To
be specific, the data distinctly shows that exchange rates, both nominal as well real, de-
preciate strongly during periods of high global uncertainty. This happens because capital
moves out of EMEs as an immediate response to higher global uncertainty. Typically,
when global risks are high investors move their risky asset portfolio into safer assets
like US treasury bill and that’s why EMEs experience a net portfolio outflow. This is
consistent with the flight-to-safety hypothesis. [Fratzscher (2012) finds strong empirical
evidence showing that during the time of global financial crises when global risks (same
as high global uncertainty) were high, emerging markets economies showed a significant
net portfolio outflow. They also argue that global risks have been a key ’'push factor’

driving capital flows from EMESEI A depreciating currency in an EME does not lead to

In the trade literature, [Magrini et al. (2018)| also show that there are ex-ante risks due to trade
exposure in Vietnam and these risks affect consumption growth. An ez-ante shock in the trade literature
is closely associated with an uncertainty shock in the macroeconomics literature.

ZFratzscher (2012)| also argues that country specific features including structural issues only affect
the cross-country heterogeneity effects of common global shocks emanating from advanced economies.
In other words, country specific features have been important determinants of 'pull factors’ as a driver
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an expansion of output, due to expenditure switching via trade channel, because increas-
ing global uncertainty contracts world output too. Instead, the depreciating currency
is contractionary here. This follows from the existing literature which has emphasized
on the contractionary effect of a depreciating currency (see |Agenor and Montiel (1999),
Cook (2004)| and Korinek (2018)) F]

Further, due to a currency depreciation, domestic consumer prices increase due to an
increase in the import prices in EMEs. As a response to increasing inflationary expec-
tations, the central bank in EMEs increases the nominal interest rate[f Other possible
reasons for increasing interest rates could be to put a check on the outflow of capital.
Our stylized facts show that emerging markets grapple with a fall in private consumption
and investment during episodes of increasing uncertainty, as shown in the recent litera-
ture described above. An increase in the nominal interest rate can further destabilize a
contracting small open economy by reinforcing the adverse effect of uncertainty shocks.
A monetary policy (implemented using Taylor type interest rate rules) is thus faced with
a strong trade-offs in inflation and output stabilization.

Benigno et al. (2012) explore a link between uncertainty and exchange rates and show
that the time variations in uncertainty is an important source of fluctuation in exchange
rates. They also argue that when an uncertainty shock hits an economy, fluctuations
in exchange rates are guided by a hedging motive and uncovered interest rate parity

(UIP) does not hold, generating time varying risk premiumsf| As shown in the left chart

of capital flows.

3This happens because most of the external debt held by firms in emerging market economies is
denominated in dominant currencies such as the US dollar. A depreciation (both nominal and real)
of the currency would worsens the balance sheets of firms. With worsening balance sheets, foreign
investors pull out their funds and firms hit a borrowing/ credit constraint. This can further make things
worse if the currency depreciates further with capital moving out of the country. This point has also
been emphasized in |Cespedes and Swallow (2013)|to explain a longer recovery time period for a fall in
investment in emerging markets when hit with a global uncertainty shock.

4All the countries considered for the empirical analysis are inflation targeters and monetary policy
follows an interest rate rule as an instrument to stabilize the economy. The results are based on using
short-term interest rates as a proxy to policy rates.

5When an uncertainty shock hits the economy, capital looks out for a safer currency which leads
to fluctuations in the exchange rates. See Menkhoff et al. (2012)| for the link between deviation from
the UIP and time varying risk premiums. [Backus et al. (2010) have also shown that Taylor rules are
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Figure 4-1: In presense of global uncertainty shock (a) Monetary policy using nominal
interest rates as instrument (left); (b) Monetary policy using nominal exchange rates as
instrument (right)

of Figure below, when an economy deviates from UIP, the link between nominal
interest rates (monetary policy instrument) and the nominal exchange rate breaks down.
Thus any attempt to use an interest rate rule to stabilize the economy through the
nominal exchange rate is unsuccessfulﬁ To summarize, a depreciating domestic currency
in EMEs aggravates the contractionary real effects of an increase in global uncertainty
and leads to increase in inflation. Thus, in a small open economy (EME), stabilization of
exchange rates is imperative to offset the adverse effects of increasing global uncertainty
and interest rate rules fail to do so.

Finally, we build a small open economy new-Keynesian DSGE model with an uncer-
tainty shock to world demand and examine the response of real macroeconomic variables
under a variety of monetary policy rules. The purpose of this exercise is to look for

a monetary policy rule which minimizes the welfare losses since interest rate rules are

ineffective. |Singh and Subramanian (2008) have shown that an essential feature that

determines the optimal choice of the monetary policy instrument is the nature of shocks

affecting the economy. Following this we consider the response of the economy under an

associated with high risk premiums.
6This point is also emphasized in [Heiperzt et al. (2017).
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alternate monetary policy instrument.

A most obvious alternate policy to be considered here is a fixed exchange rate regime.
Cook (2004) has argued that a fixed exchange rate regime (PEG) offers greater stability
than an interest rate rule (or flexible exchange rate regime) when currency depreciation
destabilizes the business cycle. We show that a fixed exchange rate regime does only
slightly better than an interest rate rule, in terms of welfare losses, as it brings high
variability to other nominal variables in the economy like consumer price inflation (CPI),
which adjusts more. Although fixed exchange rate does bring a greater stability to
macroeconomic variables then interest rate rules in the long run. This is different from
Corsetti et al. (2017), who argues that flexible exchange rate regimes perform better
then a fixed exchange rate regime when the domestic economy faces a negative demand
shock (level shock) from abroad. This happens because a flexible exchange rate regime
stabilises the demand via depreciation of the domestic currency which a PEG regime
does not allow for. This is in contrast to the results we get in this chapter for a second
moment shock to the demand abroad. The difference in the results is primarily driven
by non-zero risk premiums generated for second moment shocks as UIP does not hold.
Since flexible exchange rate regimes are associated with higher risk premiums than PEG,
the latter performs better under high global uncertainty/[’]

We find that a monetary policy rule that gives the lowest welfare losses when a small
open economy is hit with a global uncertainty shock is an exchange rate rule. When a
monetary policy uses the exchange rate as an instrument, the exchange rate follows a
rule and is guided by key fundamentals governing the domestic economy, like inflation

and output. Since the exchange rate follows a rule and does not float freely, the hedging

"In |Corsetti et al. (2017) a depreciation of domestic currency stabilizes demand. This paper looks
at two other channels of depreciation which can affect an economy adversely in the baseline case of
flexible exchange rates. Firstly when the domestic currency depreciates this increases inflation in the
domestic country. Assuming the domestic country is an inflation targeter and is not at the zero lower
bound (ZLB) constraint (the EMEs considered here are not at the ZLB constraint), monetary policy
increases the policy rate which has a negative affect on domestic demand. The second channel is the fall
in the investment demand and drying up of the working capital in domestic firms due to depreciation,
as discussed in the Introduction to this chapter.
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motive mentioned above is weakened. Thus, nominal exchange rates are stabilized and
welfare losses are reduced significantly. |Heiperzt et al. (2017) also show that exchange
rate rules outperform interest rate rules in a small open economy for shocks to the first
moment. The risk premiums associated with exchange rate rules are also lower, due to
a lower hedging motive. At the same time, a link between monetary policy, exchange
rates and key real macro variables like inflation and output is restored. Exchange rate
rules not only reduce welfare losses but also reduce the variability of nominal exchange
rates, output and inflation remarkably. The right chart in Figure shows how a link
between monetary policy, exchange rates and key real macro variables like inflation and
output is restored when exchange rate rules are followed. Exchange rate rules not only
reduce welfare losses but also reduce the variability of nominal exchange rates, output

and inflation remarkably.

4.1.1 Empirical evidence

We use a local projection method proposed by [Jorda (2005) to look for the effects of global
uncertainty shocks on a wide variety of variables for both AEs and EMEsf| To capture
global uncertainty we use the VXO index series as proxied in Bloom (2009) and (Cespedes
and Swallow (2013). For the VXO series, we use the CBOE S&P 100 Volatility Index’s
daily series accessed from the Federal Reserve Bank of St. Louis database from 1996 to
2018 For further analysis, we create a quarterly panel dataset for 12 economies from
1996:Q1 to 2018:Q4. We consider six AEs (US, UK, Canada, Japan, Australia and South
Korea) and six EMEs (Brazil, Indonesia, India, Mexico, Russia and South Africa)[l| The

primary source for most of the macroeconomic series is the quarterly national accounts

8We use STATA 13 to do our empirical analysis.

9Chicago Board Options Exchange, CBOE S&P 100 Volatility Index: VXO [VXOCLS], is retrieved
from FRED, Federal Reserve Bank of St. Louis;

https://fred.stlouisfed.org/series/VXOCLS, January 10, 2019.

10The choice of EMEs depends on availability of data. For AEs we choose six large economies. All
the series are seasonally adjusted using X-12-ARIMA routine provided by the U.S. Census Bureau, and
detrended using the Hodrick—Prescott filter.
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data compiled by the Organization for Economic Cooperation and Development (OECD).
The macroeconomic series we consider are: real GDP, real consumption, real investment,
trade balance, nominal exchange rate, real effective exchange rate and short term interest
ratesﬂ We get the country wise series on net portfolio investment from the International
Monetary Fund’s International Financial Statistics (IFS)E A detailed data description
is provided in the Data Appendix [C.1]

We estimate panel local projections for horizon, h = 0,1,2,3,4,5,6 as described

below,

_ q
Yieen — Yieo1 = i + 05 pvvo, + E BinXit—q + Sit+n

q
Here, for country i, ¢;,+p is the projection residual, o, 0;5 and th are the projec-
tion coefficients. The vector Y; is a set of response variables including real GDP, real
consumption, real investment, the trade balance, the nominal exchange rate, the real
effective exchange rate, net portfolio investment, inflation and short term interest rates.
The vector X; is a set of control variables including lagged dependent variables and policy
variables. The local projection impulse response of Y; with respect to vzo; at horizon h
for country i is given by {6;,} for h = 0. The lag of control variables, ¢, is set to upto

four periods. We control for the country fixed effects in our panel regression.

[ INSERT FIGURES [-2} =3} =4 and

Figures[4-2] [4-3] [i-4 and [4-5| show local projection responses using OLS for six quarters
after the shock to global uncertaintyﬂ We plot impulse response functions with 90 per
cent and 80 per cent confidence bands. Figures and show the response of
GDP and private consumption to an increase in global uncertainty. GDP and private

consumption decrease in both EMEs and AEs, but the decrease is much higher (upto

HData is accessed in January, 2019 from https://stats.oecd.org/#

12Data is accessed in January, 2018 from http://data.imf.org/?sk=388DFA60-1D26-4ADE-B505-
A05A558D9A42&sI1d=1479329334655

13The values on the y-axis show a percentage change from the trend. All the graphs are local projection
responses with VXO impulse for EMEs (on the left) and AEs (on the right) using OLS. No single country
is driving the results in the robustness checks.
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10 per cent from the trend) in EMEs compared to AEs. This result is consistent with
the empirical fact observed in (Cespedes and Swallow (2013). Figure shows capital
(net portfolio investment) outflows from EMEs immediately after the shock[M ] About 30
per cent of the capital, as a deviation from the trend, in EMEs flows out when global
uncertainty increases. AEs do not experience much change in there capital movement
as compared to EMEs. The literature has identified global risk as one of the most
important push factors in determining capital outflows from EMEs (see Fratzscher (2012),
Forbes and Warnock (2012)). As a result of capital outflows, the domestic currency
(nominal exchange rate) in EMEs depreciates up to 10 per cent in two quarters after the
shock (see Figure [4-4h). The real effective exchange rate (REER) also depreciates and
remains depreciated up to four quarters after the shock in EMEs (see Figure )E]
No significant exchange rate movements are observed in AEs as compared to EMEs. A
sustained real or nominal depreciation of the currency amplifies the reduction in real
activity and brings instability to the business cycle in EMEs as argued in Korinek (2018)
and |Cook (2004).

The primary reason emphasized in papers mentioned above is the presence of large
external debt denominated in foreign currency in EMEs. When the currency depreciates,
balance sheets of firms in EMEs worsens, and this leads to foreign investors pulling
out their investments. EMEs also experience a trade deficit in the first two quarters
after a shock before the trade balance starts improving due to currency depreciation
(see Figure [4-3p) [ Initially, the trade balance falls due to a fall in foreign demand for
domestic goods (exports) as consumption in the foreign economy is also low due to higher
global uncertainty. Currency depreciation in EMEs leads to a rise in inflation due to a

rise in the import good price (see Figure 4-5h). AEs on the other hand, experience a

14The series used here is net portfolio investment to GDP ratio. This is done to normalize the series
before HP filtering.

15Since the REER is measure in terms of US dollars, any decrease here indicates real effective
depreciation.

16Geries used here is the trade balance to GDP ratio. This is done to normalize the series before HP
filtering.
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fall in consumer prices as their aggregate demand falls (see Figure ) All countries
considered for the present analysis have an inflation targeting mandate with interest rates
as a monetary policy instrument. Interest rates thus fall in AEs as a policy response to
a contracting economy and deflation (Figure ) B For EMEs, a contracting economy
would suggest reduction in the interest rates (expansionary monetary policy), and an
increase in consumer prices with exchange rate depreciation would suggest an increase
in the interest rates (contractionary monetary policy). Policymakers in EMEs are thus
faced with the trade-off between inflation and the output stabilization. Moreover, as the
central bank gives more weight to stabilizing inflation in a Taylor type interest rate rule,

we observe an increase in the interest rates in EMEs (see Figure [4-5h).

Summary of stylized facts

The empirical observations explained above can be summarized as following stylized facts:

Fact 1: An increase in global uncertainty reduces real activity in both AEs as well
as EMEs. EMEs experience a greater fall in GDP and private consumption compared to
AEs and also take more time to recover from the shock.

Fact 2: An increase in global uncertainty pulls capital (net portfolio investment)
out from EMEs. The trade balances deteriorates initially before improving due to an
exchange rate depreciation.

Fact 3: The capital outflow from EMEs leads to a currency (both nominal and real
exchange rates) depreciation. As has been emphasized in the literature, an exchange rate
depreciation worsens the balance sheets of firms, which is followed by foreign investors
pulling out capital further and thus amplifying the effect of the shock on the real economy.

Fact 4: Consumer prices in EMEs increase due to a depreciation, and monetary

policy responds by increasing interest rates. A rise in interest rates can thus reinforce

"Tmpulse responses for real GDP, real consumption, the trade balance,the real effective exchange rate,
inflation and short term interest rates are strongly significant at the 90 per cent confidence level. On
the other hand, net portfolio investment and the nominal exchange rate are significant nearly at the 80
per cent confidence level. We suspect this happens due to the averaging out effect in the movement of
portfolio investments and exchange rates over a quarter.
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the adverse effects of global uncertainty shock on the real economy.

To explain these facts and understand the role of monetary policy, we build a small
open economy NK-DSGE model with uncertainty shocks. The basic framework of the
model is adapted from the two country model (foreign and domestic country) discussed
in |Benigno et al. (2012), While we characterize the domestic economy as a small open
economy, the foreign economy is an approximation to the world economy. The uncertainty
is present in the preference/ demand shock of households in the foreign economy. We
calibrate a small open economy and the world economy to a prototypical EME and AE,

respectively.

4.1.2 Main results

Response to an uncertainty shock to the demand

We find that the calibration results from the model fit well qualitatively with the empirical
stylized facts we observe in the data. When a global uncertainty shock hits a SOE,
they experience a sudden capital outflow of capital and their nominal exchange rates
depreciate. The real effective exchange rates (REER) also depreciates following a nominal
exchange rate depreciation. This result is consistent with stylized Fact 3 we observe in
the data. Demand contracts in the economy as agents save more (precautionary savings
motive) and consume less today in a demand determined new-Keynesian model. Net
exports rise due to a fall in imports as a result of the depreciation. This result is in
line with empirical Facts 1 and 2, although in the data we observe the trade balance
improving only after two quarters. Due to a depreciation of the domestic currency, the
import prices of foreign goods consumed by domestic households increases. This increases
consumer price inflation in the domestic economy. Since the central bank follows a simple
Taylor type interest rate rule, the nominal interest rate also rises to stabilize consumer
price inflation in the domestic country. This result too qualitatively matches Fact 4 that
we observe in the data. The welfare losses in the domestic economy are positive because

of adverse real effects of the shock.
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We also find that the level of price flexibility matters for the extent to which uncer-
tainty shock affect real variables. Under complete price flexibility, real variables are not
affected and only nominal variables adjust. This happens because the economy under
flexible price equilibrium is supply determined and not demand determined. When sav-
ings increase due to an uncertainty shock, the supply side of the economy is unaffected.
Only the price level and the nominal interest rate adjusts here. As a result when savings
(in assets) go out of the country, with increasing uncertainty, the price of the asset in
domestic country falls. This fall in the asset prices leads to a rise in the nominal rate of
interest. Consumer prices also increase to ensure that real savings and real interest rate

do not show any change in the new equilibrium.

Role of monetary policy

A positive response of interest rates can reinforce the adverse effects of uncertainty shocks
on the real economy. Moreover, the interest rate response is ineffective in stabilizing
exchange rates, both nominal and real, as the UIP breaksdown. Further, to examine
the role of monetary policy in stabilizing the effects of a global uncertainty shock, we
compare impulse responses from the model under alternate monetary policy rules. We
broadly consider two categories of monetary policy rules. The first category rules are
modified Taylor type interest rate rules. The second category rules are exchange rate
rules. Under exchange rate rules, monetary policy is conducted with exchange rates as
a monetary policy instrument. We also consider an extreme case of complete exchange
rate stabilization i.e. a fixed exchange rate / PEG rule.

We find that welfare losses are lowest in exchange rate rules, followed by a PEG rule.
The Taylor type interest rate rules give highest welfare losses. The welfare losses are
reduced upto 21 per cent when a central bank switches to following an exchange rate rule
from an interest rate rule. Comparing second order moments in long run simulations
from the model under different rules show a remarkable reduction in the variability of

variables when exchange rate rules are followed. To be specific, the standard deviation of
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the nominal exchange rate, output and consumer price inflation (CPI) is reduced by 85
per cent, 36 per cent and 45 per cent, respectively, when exchange rate rules are followed
instead of interest rate rules.

This happens primarily because with a flexible exchange regime and monetary policy
following an interest rate rule, uncovered interest parity (UIP) condition does not hold.
Under increasing global uncertainty, the movement of nominal exchange rates is guided
by a hedging motive, instead of interest rates. In other words, the link between exchange
rates and interest rates breaks down and uncovered interest rate parity no longer holds.
This gives rise to a non-zero time varying risk premium. When monetary policy follows
an exchange rate rule, the hedging motive is weak and the movement of the exchange
rates is controlled by a rule. This rule restores the lost connection between monetary
policy, exchange rates, inflation and output, thus making monetary policy rules effective
in stabilizing the economy. Moreover with exchange rate rules, the precautionary motive
to save and thus consume less is weak since exchange rate rules are associated with lower
risk premiums. This reduces transmission of uncertainty shocks on the real economy

through the aggregate demand channel.

4.2 The Model

Our model is a two-country (domestic and foreign) open economy NK-DSGE model.
The domestic country represents an emerging market economy, which is modelled here
as a small open economy, and the foreign country represents an advanced economy. The
basic framework of the model is adapted from Benigno et al. (2012) with the following
modifications. First, in our model the domestic economy is characterized as a small open
economy and the foreign economy is thus an approximation to the world economyl-r_g]

Second, we consider a simple preference structure for households following [Fernandez-

18Benigno et al. (2012) consider the case of two large economies in their paper.
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Villaverde et al. (2011), rather than a recursive preference StructureF_gI Third, we have a
second-moment shock (uncertainty shock) on the productivity and the demand processes
of only the foreign/ world economy. We do this because the foreign economy represents
the world here due to its size and we are interested in effects of global uncertainty shocks
on the small open economy. Fourth, we follow [Fernandez-Villaverde et al. (2011) and
take a third-order approximation of the model to solve it. Benigno et al. (2012)| follows
an approach discussed in |Benigno et al. (2013) and take a second-order approximation

to solve the model and capture the effects of second-moment shocks.

4.2.1 Households

The world is assumed to consist of two countries, domestic (D) and foreign (F'). We
assume that domestic economy is a small open economy with size n relative to the world
economy, which is modelled as a foreign economyf’| A continuum of domestic households
exist over [0, n], while foreign households from (n, 1], where n € (0,1). An agent in each
country is both a consumer and a producer, producing a single differentiated good and
consuming all the goods produced in both countries. Also, the population size in each
country is set equal to the range of goods produced in that country, such that domestic
firms produce goods on [0, n], and foreign firms produce goods on (n, 1]. The preferences
of a representative household in domestic country is captured by the following utility

function,
Ct 1-vp (HD t) 14+np
Ey ¢ —wWp—>- : 4.1
Zﬁ (1_VD i (4.)

Here C; denotes the aggregate consumption index, Hp; denotes hours worked by the
representative domestic household, vp is a measure of the inverse of the intertemporal

elasticity of substitution, 1 is the inverse of the Frisch elasticity of substitution, and

19We also assume that the elasticity of substitution between domestic goods and foreign goods is
different for domestic and foreign households in our model. But later we calibrate the model for the
same values due to limited empirical evidence on the same.

20We later limit n — 0 to characterize the domestic economy as a small open economy.
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B € (0,1) is the discount factor. The aggregate consumption index, Cy, is defined as,

»)
Ep—1|ép-1

ep-1 ¢p-1
Cy = |(up) /P (Cpy) 0 + (1 — pup) /P (Cry) oo (4.2)

where, Cp, and Cp,; denotes the consumption index of domestic goods and foreign goods
of domestic households, respectively. &, > 0 is the elasticity of substitution between
domestic goods and foreign goods for domestic households and pp, € (0,1) is the weight
given to domestic goods in the aggregate consumption basket, C; E Analogous to equa-

tion (4.1)), the utility function for a representative household in a foreign country is given

by,
- Iy (C*) o (HFt) e
E L LR A — ! 4.3
0;5 ( 1—up WF1+77F ( )

where C} denotes the aggregate consumption index, Hp; denotes hours worked and I'p,

is the preference/ demand shock process. The aggregate consumption bundle C} is given

by,

ol
Ep—1 Ep-l]ép-1
Ci = [(uF>1/fF (Cha) 5+ (1= )™ (Chi) ] (4.4)

where pup € (0,1) is weight given to domestic goods in the aggregate consumption basket,
C;. Following Benigno et al. (2012), the weights mentioned in the aggregate consumption

bundles equations (4.2)) and (4.4)) are related to country sizes through:

L—pp = (I-n)x (4.5)

pp = nX. (4.6)

Here, x € (0,1) is the (common) degree of openness between the domestic and foreign
country. When x = 0, there is no trade of either goods or assets happening across the

two countries and it represents an autarky case. xy = 1, represents a case of complete free

2I'When vp > n means a home-bias for domestic goods since the weight given to domestic goods is
higher than the size of the country.
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trade of both goods and assets between the two countries. Consumption bundles, Cp,
Crt,Cp, and O, are Dixit-Stiglitz aggregates of differentiated goods produced in two

countries and are defined as,

_ g a

Cp: = (%) /On(CD,t(i))Td@'] o  Opy = [(in);/nl(c”p,t(i))cvldi]
/On( B,t(w)%ldi] "o, - [(ﬁn);/nl( ;t@)mdi](ig)

Here o is the elasticity of substitution between the varieties, where a variety is indexed

al=

. 1
Dt — E

al=

by i € [0, 1] H The demand for each variety of a differentiated domestic and foreign good

by each country’s household is given as followsﬂ

o0 = (2) () e = (c15) (742) e

L N (Po. D\ 1 Py )\
CD,t (i) = (E) (;—i) CD,t 3 OF,t (i) = <1 _ n) ( I;;t* CF,t (4.10)
Dt Fit

where, Pp; (i) and P}, (i) are prices of a variety i of a good produced in the domestic

country in domestic and foreign currency, respectively. Similarly, Pr, (i), and Py, (i) are
prices of a variety ¢ of a good produced in the foreign country in domestic and foreign

currency, respectively. Pp;, Pr, Pp, and P, are the price aggregates of the aggregate

22Note that the elasticity of substitution between the varieties, o, is assumed to be same in both the
countries.
23Refer to the Technical Appendix for derivations.
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consumption baskets, Cp;, Cry, C7, and CF,, respectively and are defined as follows,
; ) Dt Fit y

1 1

[ 1 " Nl—0O .- 1o [ 1 ! . —0 .- 1=e
Pp: = (—) / Pp (1) di ; Ppy = ( ) / Ppy ()77 di|  (4.11)
L\"/ Jo | \1—n//a |

1 1
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L\"? 0 i L n n d

The law of one price is assumed to hold across all individual goods, such that, Pp; (i) =

Xy P, (i), and Ppy (i) = XyPj, (i), where X; is the nominal exchange rate (price of
foreign currency in terms of domestic currency). Using this relation with the price ag-

gregates in equations (4.11) and (4.12) we also get, Pp; = X;Pp, and Pp; = X Pp,.

Demand functions for the consumption aggregates, Cp;, Cry, Cp , and CF, are as follows,

P . —€p P;«:t —£p
Cpyi = p —Pt’ Ci; Cpe=(1—pp) P Ct, (4.13)
t
* T e * * P* e *
CD,t = M (_6127:) Crs CF,t =(1—pp) (_;*t> ¢y (4.14)
t

where, P, and P; are the aggregate consumer price indices (CPI) in the domestic and

foreign country, in domestic and foreign currency, respectively, and are defined as,

Bo= |ip (Pod)™ + (1= pup) (Pr) 2| ™ (4.15)

Pr = e (5™ (L ) (PR) ] (4.10)

It can be seen that due to a heterogenous preference structure across the two countries,
purchasing power parity (PPP) does not hold at the aggregate price levels, such that
P, # X, Pr. PPP holds only when pp = pp and £ = 5. Benigno et al. (2012) assume
lp # pg, such that PPP does not hold in their model too. Any deviations from PPP

are measured through the real exchange rate, which is defined as the ratio of consumer
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price indices in the two countries in terms of domestic prices, and is given by,

X,P;

Qr = P (4.17)

Re-writing equation (4.17)) gives us the following relationship between consumer price

inflation in the domestic and foreign country,

Q

M.
Qtflﬂ'X,t

(4.18)

*_
Ty =

Here, consumer price inflation in the foreign country and domestic country are defined

Py . i .
as T = 5+~ and T = Pi, respectively. Also, the change in the nominal exchange rate
t—1 t—1
is defined as, mx; = X)ftl. The terms of trade is defined as a ratio of foreign prices to

domestic prices, where both price indices are denominated in domestic currency and is

given by,

P
T, = Pt
Pp.

Ty
— IRt 4.19
Tp. (4.19)

. . . P, P, . VL.
where we define relative price ratios, Tp; = % and Tr; = Pit’t. Using these definitions

of relative price ratios with equation (4.15)), we get the following relation,

1
1— T 1-¢p | T-¢p
Ty = [ tip (To.) ] . (4.20)

Similarly, equation (4.16) can be re-written in terms of gross foreign inflation (W}jt) ,

foreign consumer price inflation (77), and the terms of trade as,

1

Hp (Tt)§:_11+ (1 — NF) ] e (421)
pp (Ti-1)>" " + (1 — pp)

x %
Ty = TRy
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*

P
where, 7}, = 5. For the above described preferences, the total demand for each
) Fit—1

variety 4 of the domestic produce is given by,
Yp (i) = nCpy (i) + (1 =n) Cp, (i)

where nCp, (i) and (1 —n)C}, (i) is the aggregate demand of all households in the
domestic and foreign country, respectively, for variety ¢ of the domestic produce. Using

the demand functions described in (4.9)) and (4.10)), we get

Ypu (i) = (PD—t(Z)> - Yo (4.22)

)

where, aggregate demand for domestic good (all varieties) is given by, Yp; = Cp, +

(1’7”) b Further, using (4.13) and (4.14) in equation (4.22), we can re-write Yp; in

terms of aggregate consumption bundles in the two countries, as given by

_ n —_
Vo= (o) ot (20 ) urf (Tl C; (4.29

Similar to the domestic country, aggregate demand for a variety ¢ of the foreign good is

given by,

Vi (1) = (M) - Vi, (4.24)

where, aggregate demand for the foreign good (all varieties), Yp; = ﬁc Fi + Cky
Aggregate demand, Yy, can be re-written in terms of aggregate consumption bundles in

the two countries as,

Vi = (Tiy) ~°P { (1= pp) G+ (1 = pp) Q57 (Tpy) 5% C (4.25)

(1—n)
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Households in the domestic and foreign country maximize (4.1)) and (4.3]) subject to the

following flow budget constraints,

WpiHp: +wp: > PC,— Bpy+ E{Bpi1Mitia}, (4.26)

WriHrpy +@ry > P/CY — Bry + E; {BF,t+1Mt*7t+1} (4.27)

respectively. Here Wp; and Wy, are nominal wages in the domestic and foreign country,
respectively. The nominal wages are decided in a common labour market in each country.
Also, wp, and wp, are the nominal profits which households receive from owning mo-
nopolistically competitive firms in the domestic and foreign country, respectively. Each
household in each country holds equal shares in all firms and there is no trade in firm
shares. The asset markets are assumed to be complete both at domestic and at inter-
national levels. Households trade in state-contingent nominal securities denominated in
the domestic currency. Bp ;41 is the state-contingent payoff at time ¢+ 1 of a portfolio of
state-contingent nominal securities held by a household in the domestic country at the
end of period ¢. The value of this portfolio can be written as F; {Bp ;11 M; 141}, where
M, 141 is the nominal stochastic discount factor for discounting wealth denominated in
the domestic currency.

Households in the foreign country also trade in state-contingent securities denomi-
nated in the domestic currency. Let B;,; be the state-contingent payoff (denominated
in domestic currency) in period ¢t + 1 of the state-contingent portfolio held by foreign

households at the end of period ¢. The payoft in the foreign currency in period t + 1

is given by, Bri11 = :?’;E Also the value of the portfolio today in foreign currency in
. .. E B X1 M . . .
period t is given by Et{B”)léWt’” 1} _ i Bren X:“ t’”l}. The nominal stochastic discount

factor for discounting wealth denominated in the foreign currency can thus be defined
as,

Mtﬂjt-i-l - —Mt t+1- (428)

The first order conditions for maximizing utility functions (4.1]) and (4.3) for consumption
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(Ct, CY), labour (Hp+, Hr+) and asset holdings (Bp ¢+1, Brt+1) subject to the flow budget
constraints (4.26|) and (4.27)) respectively are given by:

, . E{Cr
Euler’s equation (D) BW = E {M;am}
t
B {C 1P E
3 t{_t;; _ t{WtJrl} (4‘29)
C (14 R)

EA{TraCr"}

(F) B FF,tCt*_VF = E, {M:tﬂﬁﬂ}
6Et {FF¢+1C:J:1VF} _ E; {W?H} (4.30)
LpCFYF (1+ Ry) '

H D

Labour supply equation (D) : wp;= % (4.31)
(Cy) """ Tpy
H nr

(F) : wry wp (Hr) ™ Qo (4.32)

CTre (CF) 7 Ty

Here, the gross nominal interest rate in domestic country is given by, (1 + R;) = m

and the gross nominal interest rate in foreign country is given by, (1 + R}) = ———~—.
E{M;, )}
Real wages in the domestic and foreign country are defined respectively as, wp: = Vgg tt

and wp; = %. We also define the Lagrangian multiplier denoting the marginal utility

of income for the above maximization exercise as,
Ape = (C)™"" 3 Ape =Tre (CF)F (4.33)

Here Ap; and A\, are Lagrangian multipliers for domestic and foreign country households,
respectively. Combining the Euler equation from equation (4.29) and (4.30]) with equation
(4.28) , we get the following complete asset market condition,

E{TriaCr"}

7 (027 (4.34)

Qt+1 =K

119



—op

where, Kk = QOFCOCW is the ratio of marginal utilities of nominal income across coun-
F,040

tries in the initial period. Equation (4.28) when combined with definitions of nominal

stochastic discount factors i.e. Fy{M;1i1} = m and B, {M;, .} = (1+—1R*)’ gives the
’ t

following uncovered interest rate parity (UIP) condition,

(14 R,) = E, {X)Zl } (1+ RY) (4.35)

Following Menkhoff et al. (2012), Backus et al. (2010)| and Benigno et al. (2012), we
define time-varying risk premiums as deviations from the UIP condition, mentioned in
equation (4.35]) . The log-linearized time-varying risk premiums, rp,, are excess returns

on holding domestic currency and written as follows,

rpr =1 —1f — B {Azi 11}, (4.36)

where, ry, 7 and E; {Ae; 1} are logs of (1 + R;), (1 + R}) and F; {X;gl } , respectively.

4.2.2 Firms

The domestic country produces goods on the interval [0,n] and the foreign country on
(n,1]. A firm producing variety ¢ of a good in the domestic and foreign country follows

a production function linear in labour, given by,

Ypi (i) = ApsHp, (i) (4.37)
Vi (i) = ApcHry (1), (4.38)

respectively. Here, Ap, and Ap; are the productivity levels (common) following ex-
ogenous processes. Hp, (i) and Hp; (i) are composites of all the differentiated labour

supplied by household A in each country, as given by,

L1 . . I .
Hpy (1) = 5/ Hp, (i) dh 5 Hey (i) = E/ H,, (i) dh (4.39)
0 n
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where H}, , (1) and H}, (i) are the labour supplied by household A to firm 7 in the domestic

and foreign country, respectively.

Price setting

In the benchmark model we assume that firms in both the countries have nominal price
rigidities in the form of price stickiness. We follow Calvo (1983)|to capture price stickiness
here. In each period only (1 — ap) fraction of firms in the domestic country can reset
their prices independent of whether they had a chance to reset them in the last period.
A firm i which gets a chance to reset its prices, Pp (i), maximizes a discounted sum of

current and future expected values of profit, given by

[e.e]

pax > Mypik (Ppu(i)Ypu,, (i) = MCp kYo, (i) (4.40)
D,t\? k=0

where M Cp 4 is the nominal marginal cost of domestic firms in period ¢ + k and is the
same for all firms as the nominal wage is decided in a common labour market and all
firms face a common productivity level realization. The demand function Yp ; (i), for

each firm ¢ in period ¢ + £ is given by,

Pp(i)

YD,t+k(i) = <m> YD,t—l—k

The optimal price chosen by firms re-setting prices is given by,

o0

k .
o ap Mt,t+kMCD,t+kYD,t+k (@)
) . k=0

(4.41)

o0

My 41 YD k()
k=0

where —7 is the constant markup charged by firms. As can be seen from equation (4.41)),
the optimal price today depends on not just current but future marginal costs, and also
demand conditions in the economy. A firm ¢, which does not reset its price is assumed

to keep the prices same as last year’s prices, Pp;_1(7). Thus, the law of motion for the

121



aggregate producers price index (PPI) in the domestic country for Calvo’s model can be

written as,

1
—0 =Y l-0o|1-0
Pp. = [ap (Ppy 1)+ (1= ap) (Pp,) 7|7 (4.42)

Using the domestic household’s optimization problem we can write the stochastic discount

factor My 4y as,

Apat+i P
M, oy = BFE2IE 4.43
tik = Nor Pk (4.43)

where A\p, is the Lagrangian multiplier denoting the marginal utility of income. Com-
bined with equation (4.43), the price setting equation (4.41)) can be written recursively

as,

Tps = . 4.44
Tpp=——7T (4.44)

where Xp, and Zp, are defined as follows,

Xpr = ApYpmepTpy+ apB(mpit1)” Er{Xpt1} (4.45)

Zpt = Apt¥YpiIpirr + apf (7TD,t+1)071 Ei{Zpii1} (4.46)

)

Ppy
Pp i1

Here, the reset domestic price inflation is defined as, Tp; = , and domestic price

Pp ¢
Ppi_1°

The real marginal cost for domestic firms in terms of

MCp
Pp ¢

inflation is defined as, mp; =

domestic prices is given by, mcp; = . The law of motion for the domestic producer’s

prices in equation (4.42)) can be written in terms of inflation as follows,
1-0o =
Tpt = [QD —+ (]_ — CVD) (fDﬂg) ] 1= (447)
Since labour is the only input into production, the nominal marginal cost for domestic

firms, MCp,, can also be written as,

%4
MCp, = AD,t ‘
Dt
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The real marginal cost for domestic firms, mcp,, in terms of domestic prices would then

be,

Wp,t
mepe = - : (4.48)
Dt
where wp; = % are real wages in the domestic country.

’

The price-setting behavior of firms in the foreign country is similar to the price-setting
behavior of firms in the domestic country, as described from equation — .In
the foreign country, (1 — aup) proportion of the firms reset their prices to FF,t and the
rest ap proportion keep it the same as last year prices, Pp, ;. Maximizing the current
and future stream of profits by firms in the foreign country yields the following equation

on reset foreign inflation, similar to equation (4.44)

- 0 * XF,t
Tre = ——{"F Zr (4.49)

where Xr; and Zp, are defined as follows,

XF,t = AF,tYF,thF,tTF,t + Oépﬁ (W*F?t_’_l)g Et {XF7t+1} (450)

Zry = MeeYpilrppn + apB (W},tﬂ)a_l E{Zppi1} (4.51)

Here the reset foreign price inflation is defined as, Tp; = and the foreign price

Pry

* )
Ppy
"

P
. The real marginal cost for the foreign firms in terms

Pri
MCp
Ppy

inflation is defined as, 7}, =

of foreign prices is given by, mcp; = L. The law of motion for the foreign producer’s
inflation is given by,

T = [ar + (1 ap) (Tre) 7] 77 (4.52)

The real marginal cost for the foreign firms, mcg;, in terms of foreign prices would be,

WE
mepy = —— (4.53)
Apy
where wp; = 1;1’: Z denotes real wages in the foreign country.
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XtPI’;
Pp ¢

The terms of trade equation (4.19)) can be written as T} = L. Re-writing this gives
us the following relation between the terms of trade, the nominal exchange rate change

and producer price inflation between the two countries,

*

m
T, = Tt,lwx,tﬂ—“. (4.54)

Dt

Under a flexible price equilibrium, ap = ar = 0, such that all firms reset their prices
in each period. This would imply, Pp; = ?D,h Pr, = ﬁF,t and Dispp; = Disppy = 1.
The reset price in each period would simply be a markup over marginal cost in both the

countries i.e., Pp; = ﬁMprt and Pp; = ﬁMCF,t.

4.2.3 Equilibrium
Aggregate goods market equilibrium in a small open economy

In this section we will describe the equilibrium for the benchmark case of the small
open economy. To characterize the small open economy we follow Benigno and Paoli
(2010) and limit » — 0, such that 1 — up — x and pp — 0 from equations and
(4.6). It can be seen that the share of domestic goods in the consumption basket of
domestic households, i, now depends only upon the degree of openness (inversely),
while the share of domestic goods in the consumption basket of foreign households, pp,

is negligible.@ The real exchange rate in equation (4.17)) is now given by,

XiPry  Pry
= D= = =T 4.55
Qt Pt Pt Fit ( )

(since P = Pj;, under the limit n — 0 in consumer price index equation (4.16))). The

demand function equations (4.13|) and (4.14) , aggregate demand equations (4.23) and

24Note that the negligible share of domestic goods in the foreign household’s consumption basket does
not mean that foreign households do not consume domestic goods. It just means that the size of the
domestic country is small compared to the foreign country such that the share of the domestic good in
it’s basket appears to be negligible.
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(4.25)) , relative price and inflation relations in equations (4.20) and (4.21f) reduce to the

following,
OD,t = (1—X) (TD,t>7£D Cy CF,t:X(TF,t)iéD Cy (4-56)
* * TF,t e *
Cpy = 0 Cpy = ? G (4.57)
t
You = (Tpa) ™ |(1 =) G+ xQf (Tp)* ™ C; (4:58)
Yir = Cf (4.59)
1—(1—x)(Tpy) 2|
Try = 1= Tb.) ] (4.60)
X
™= (4.61)
respectively.

Aggregate labour market equilibrium

Equilibrium in the labour market would require aggregate labour supply to be equal to

aggregate labour demand. For the domestic country, labour is aggregated as follows,
1 N
HD,t = — HD,t (Z) di
n
0

Using labour demand of a firm i, Hp, (i), from equation (4.37)), and demand for the

firms’s output, Yp, (i), from equation (4.22)), we re-write equilibrium in labour market

as,
Y,
Hp, = =2t Dispp, (4.62)
Apy
n N\ —O
where the price dispersion term, Dispp; = % f (Pg’Tt(:)> di and can be written recur-
. P
sively as,

Dispp: = (mps)” [aDDispD7t_1 + (1 —ap) (ﬁDﬂf)iU] (4.63)
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Pp i1

where Dispp 1 = % i ( Pos- 1(2)>_ di. Analogously, equilibrium in the foreign labour
0

market implies,

Hpy = L Dispp, (4.64)
AFt
1 Q)
where the price dispersion term, Dispp; = ﬁ f ( s ) di, can be written recursively
as,
DiSpRt = (W}’t)a [OéFDZ'SpF,t_l + (1 — OéF) (7F’t>_a] (465)

1-n Pri 1
equations (4.31]) and (4.32) along with labour demand equations (4.62]) and - deter-

mines the labour market equilibrium.

1 e
where Dispp; 1 = —— f < ARG )) di. For a given wages and prices, labour supply

Trade balance

The trade balance is captured through net exports (net trade of goods) in domestic and
foreign country. The value of net exports for the domestic country in terms of domestic
consumer prices, NXp,, is defined as the value of total imports (in domestic consumer

prices) subtracted from the value of total exports (in domestic consumer prices), and is

given by,
Pp tCBt PFtOFt
NXp; = —5—%——=
Dt P, 2)
- TD,tC*D,t — TF,tCF,t (466)

Similarly, the value of net exports for the foreign country in terms of foreign consumer
prices (foreign currency), NXp;, is defined as the value of total imports (in foreign

consumer prices) subtracted from the value of total exports (in foreign consumer prices),
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and is given by

NXg, = “RCEL_ bt
t t
Try Tpy
= —(Op, — ==C% 4.67
Q: it Q. Pt ( )

A positive and a negative net exports are referred to as trade surplus and trade deficit,

respectively.

4.2.4 Welfare losses

The utility based welfare criterion defines welfare as an expected lifetime utility of a
representative household (see Chapter-6, Woodford (2003)) | The welfare function in the
domestic country would thus be a following lifetime utility of a representative domestic

household, described in equation (4.1):

Welfarep, = E; Z ﬁtUDi

t=0
(C)!~+p (Hp.a) """ -
where, Up; = U (Cy, Hp;) = L—VD — WD We can write the above welfare
function recursively as:
Welfarep, = Upy + BE {Welfarep 11} (4.68)

Similarly the welfare function in the foreign country would be a lifetime utility of a

representative foreign household, described in equation (4.3). Writing welfare function

25We do not take an approximation of the welfare function in this chapter as we are solving a non-
linear model. The welfare described in this section would be used later to compare alternate monetary
policy rules.
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recursively we get,

Welfarepii1 = Ups + BEAAWelfarepii1} (4.69)
(C)'vF (Hre) "
where, Upy = U (Cy, Hpy) = “—— — wp~—7—— We define welfare losses in the
) ) vp +nF

domestic country and foreign country as —Welfarep, and —Wel farer,, respectively.

4.2.5 Monetary Policy Rules
Simple Taylor rule: benchmark policy

In the benchmark case we assume that the central banks in both the domestic and the
foreign country set a monetary policy rule on the nominal interest rates using a simple
Taylor rule (see Taylor (1993))). Here the central bank attempts to stabilize both inflation
and output. In this case, we assume that the measure of inflation a central bank targets

is the consumer price inflation in their respective countries. The rules are given by,

4,
e (Y
TR-CPI : (1+Rt):R(%> (ﬁ) (4.70)
Dt
N &
. (Y
TR-CPI : (1+R)=R (;—t) (#) (4.71)
Fit

for the domestic and foreign country, respectively. Here, R = % and R = % are the steady

state values of nominal interest rate, R;, and R;, respectively. We get these steady state
values from Euler equations and . Here, ™ and 7* are the steady state values
of consumer price inflation, and Ygﬁ and Yl{f are the flexible price equilibrium levels of
output, in the domestic and foreign country, respectively. The parameters (gbﬁ, qby) and
(¢;‘r, ¢Z) capture the responsiveness of the interest rates to the deviation of inflation from
its steady state level and deviation of output from its flexible price level counterpart in

the respective countries.
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Alternate monetary policy rules

For comparative analysis, we only vary the monetary policy rule in the domestic economy/
SOE. The monetary policy rule for the foreign economy is assumed to be a simple Taylor
rule as described in equation for all the alternative monetary policy cases we
consider for the domestic economy.

The Taylor rule we consider in the benchmark model, as described in equation (4.70))
is a consumer price inflation (CPI) based rule. The first alternate rule we consider is a

Taylor rule with producer’s price index (PPI), given by,

6 %y
TR-PPL: (1+R) =R (@) ’ (Yift) (4.72)
TD YDﬁ

Here, mp, is producer price inflation in the domestic country and 7p is it’s steady state
value. This is an interesting case because it has been shown in |Gali and Monacelli (2005)
that under a flexible exchange regime it is optimal for the central bank of a small open
economy to target producer price inflation. Later, Engel (2011)| shows that under local
currency pricing, exchange rate flexibility does not matter and the optimal policy for a
central bank is to completely stabilize consumer price inﬂationE]

It has been argued in (Calvo and Reinhart (2002) and Reinhart (2000) that emerging
market economies use their foreign exchange reserves and monetary policy with interest
rates as an instrument to stabilize exchange rate movements in a flexible exchange rate
regime. There also exists empirical evidence showing that central banks in emerging mar-
kets consider exchange rate movements while setting their monetary policy (see Cuevas

and Topak (2008), |Aizenman et al. (2011))). Given this, the next set of rules we consider

26These papers analyze shocks to first moment, while we consider shocks to second moments of the
underlying process.
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are Taylor rules (both CPI and PPI) with nominal exchange rates, as given by

by

— (T b YDt Xt ¢x
TR-CPL-ER: 1+R) =R (-) Dt 4.73
1+ &) T <Ygﬁ> <Xt1> (473)

(7o Or Yy Py X dx

TR-PPI-ER : (1+R,) =R ( = ’t> = (—t> (4.74)

TD Yo X1
Here, Xi{il denotes a change in the nominal exchange rate and the policy rate responds

positively to a positive change in the nominal exchange rate. This is because a depreci-
ation of currency would imply an increase in expected future inflation (due to a rise in
import prices) and an increase in output (because of a higher demand for exports and
import substitution). A rise in the interest rate is thus required to stabilize the economy
from the effects of the depreciation 7]

From the empirical evidence shown in Section [4.1.1] it is evident that the movement
of the exchange rates (both nominal as well as real) is high and significant in emerg-
ing markets with uncertainty shocks. We also observed that the nominal interest rates
increase as a response to an increase in global uncertainty and thus can reinforce the
adverse effects of uncertainty shock. At the same time the interest rates do not seem to
stabilize exchange rates. Aizenman et al. (2011) also show that when monetary policy
is geared to stabilize inflation, output and exchange rates, exchange rates are not much
stabilized as a part of mixed strategy in an IT (Inflation Targeting) regime. Given the
inability of interest rate rules to absorb the effect of the shock under consideration, we
examine, an alternative instrument for conducting monetary policy, namely, exchange
rates. This puts a rule on exchange rates directly and does not let them float freely.
These set of rules are called exchange rate rules (ERR) where a central bank manages
exchange rates to target inflation and output. The Monetary Authority of Singapore
(MAS) has been following this rule since 1981 (McCallum (2006)). We consider a simple

2"The rule would suggest a fall in the nominal interest rates in case of an appreciation.
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exchange rate rule as described in Heiperzt et al. (2017),

—4
X Y, g
ERR: ' = ( 22 (@) (4.75)
X1 YDﬁ m

Here, ¢; and ¢ are the response parameters of nominal exchange to the change in output
and inflation. Note that the exchange rate responds negatively to an increase in inflation
and output to stabilize the economy. This is because increase in inflation and output
can be stabilized when nominal exchange rates fall (an appreciation). An appreciation
reduces inflation (by reducing the price of imports) and also reduces output (by reducing
the foreign demand for domestic goods and reducing the domestic good’s demand by
domestic households). We also consider an extreme case of a fixed exchange rule (PEG)

where the central bank completely stabilizes the nominal exchange rate, as given by

X
L= (4.76)

PEG: =
Xi1

When, ¢, — 0 and ¢; — 0, the exchange rate rule (4.75) approaches a PEG rule in
(4.76) . As values of ¢, and ¢, increase, the exchange rate adjusts more to stabilize the

economy. Note that interest rates are endogenously determined in the economy under

ERR and PEG rule.

4.2.6 Exogenous shock processes

The technology process for domestic country firms, Ap,, in equation (4.37), follows a
standard AR(1), as given by,

Apy = (1~ pp) Ap + ppAps-1 + ey (4.77)

where ep, is a shock to the first moment of the technology process. For the present
analysis we assume that there are no shocks to technology in the domestic economy,

such that the technology Ap; is at its steady state level Ap. Since we are interested in
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global uncertainty shocks we assume a shock to the second moment of a foreign country’s
preference/ demand and technology/ productivity process. We follow Basu and Bundick
(2017)| and Fernandez-Villaverde et al. (2011) to describe the shock processes with un-
certainty shocks. The demand shock process in equation and productivity shock

processes in equation (4.37)) and (4.38)) take the following form,

Try = (1—=6p)Tp+6pTpi 1 + Vps 1680 (4.78)

Apy = (1—pr) Ap + PrAFI—1 + Upi-1€Ry (4.79)

where ep; and ep; are shocks to the first moment of demand and productivity levels.
The standard deviations vg;—; and up,—; in the foreign demand and productivity shocks

are not constant and are described by the following AR(1) processes,

vpr = (1 —=104,)Up + 06, Vp1—1 + Wpip, (4.80)

upy = (1= pyp) Ur + pyptipi—1 + 25Cp,. (4.81)

Here, Ur; and (p, are shocks to the second moment or an uncertainty shock to the
underlying demand and the productivity levels, respectively. In other words, uncertainty
shocks here refer to the shocks to standard deviation of the underlying process. It is
assumed that the stochastic shocks, ery, €py, €rt, Ury and (py, are independent and
normally distributed random variables. In the baseline calibration we show results for
uncertainty shocks to the demand process. The results for the uncertain productivity

shocks are very similar. Also, Ap = Ap = 1, at the steady state.

4.2.7 Solution method

We are interested in looking at the effects of shocks to the second moments (or uncertainty
shocks) of the demand/ preference levels of the foreign country on a small open economy

(domestic country). To capture the complete effect of the second moment shocks on
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the endogenous variables of the model we need to take the third order approximation
of the model equations as explained in [Ferndndez-Villaverde et al. (2011) and later
also applied in Basu and Bundick (2017). Following this, we do a third order Taylor
series approximation of the model using the Dynare software package in MATLAB to
find a solution to our benchmark model ¥ All the approximations are done around the

stochastic steady state.

4.2.8 Calibration

We calibrate the small open economy to a prototypical emerging market economy and
the foreign country, which comprises the world, to an advanced economy. We estimate
the degree of openness parameter, y, to be 0.6, as the average trade share to GDP of
emerging market economies. To get this we use World Bank’s country level trade data for
year 2015{7_51 The value of k, which is the initial parameter in the asset market condition is
estimated to be 3.8. We calculate this using the OECD database on national accounts ]
Details on the calculation of y and & is provided in the Data Appendix [C.I} The inverse
of the intertemporal elasticity of substitution parameter, vp and vy for the domestic and
the foreign country, respectively, are set to 5 following |Fernandez-Villaverde et al. (2011)
and Benigno et al. (2012). We make the domestic goods and foreign goods relatively
substitutable in the benchmark calibration for both the countries, thus setting the value
of the elasticity of substitution between domestic and foreign goods, £, and £, to be 1.5
as calculated in Benigno et al. (2012). The discount factor, /3 is assumed to be the same
in both the countries and is set to 0.994 following Basu and Bundick (2017). The utility
parameter, wp and wp capturing the weight given to the household’s disutility from the
labour supply is set to 1 using Ferndndez-Villaverde et al. (2011). The parameter for the

elasticity of substitution between varieties, 6, is set to 6 following [Benigno et al. (2012)

28We use MATLAB 2015 and Dynare 4.4.3 for calibrating the model.
29The data was accessed in November, 2018 from:
https://datacatalog.worldbank.org/search?sort_by=title&sort_order=ASC
30Data is accessed in January, 2019 from OECD: https://stats.oecd.org/#
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such that the steady state markup for a firm is 20 per cent. In the baseline calibration
we fix the value of stickiness parameter for the foreign country, ap, to be 0.66 following
Sbordone (2002) and |Gali et al. (2001). These papers provide empirical evidence for
stickiness parameter for the US and Europe, respectively. For the domestic country, the
parameter for stickiness, ap is set slightly higher to 0.75 such that domestic firms revise
prices in 4 quarters!] We also compare our baseline sticky price calibration results to a
completely flexible price calibration, where ap = 0 and ap = 0. The value of the inverse
of the Frisch elasticity of substitution (IFES) varies from 0.5 to 1000 in the literature
(see Basu and Bundick (2017), Fernandez-Villaverde et al. (2011)). Here we set IFES,
1p, for domestic households to 25 and IFES, 7, for foreign households to SOP_ZI The
preference shock parameters for the preference shock (both first moment and second
moment), for the foreign country are calibrated from Basu and Bundick (2017), and are
set as follows: 0p = 0.94, §,, = 0.74. The steady state values for the demand shock, I'r,
and its standard deviation, v, are set to 1 and 0.085 respectively. The scaling parameter
for the uncertainty shock w, is set to 0.18 following Benigno et al. (2012).

For the baseline calibration of the Taylor rule as described in equations and
, for both the countries, we set the weight on inflation to be, ¢, = ¢, = 1.5 and
the weight on output to be, ¢, = ¢, = 0.5. These are the standard values used in the
literature (see Taylor (1993))). We also consider models with alternate monetary policies.
The parameter for Taylor rules with an exchange rate where weight on the exchange rate
change, ¢y, is set to 0.05 uses estimates from Cuevas and Topak (2008) The exchange
rate rule parameters, ¢7, i.e., weight on the inflation gap, and ¢, i.e., weight on the
output gap are set to 0.16 and 0.04 following estimates from Parrado (2004 )| and Heiperzt
et al. (2017). We also calculate the second moments of the simulated data from the model
by varying the value of ¢ to 0.2 and 0.5, and of ¢; to 0.3 and 0.8. The parameters are
summarized in Table below.

31See |Devereux and Engel (2003).
32We choose the minimum values for the IFES such that the impulse responses are matched
qualitatively.
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4.3 Impulse Response Functions

4.3.1 Effects of an uncertainty shock to the foreign demand

In this section we discuss the macroeconomic effects of a one standard deviation shock

to uncertainty in demand of the foreign households as described in equation (4.80)) .
| INSERT FIGURE [4-6] |

Figure [4-6|shows the impulse responses of the macroeconomic variables for the domes-
tic economy,/ SOE when the foreign/ world economy experiences an uncertainty shock
to its demand. As described in [Basu and Bundick (2017)| the uncertainty shock to de-
mand contracts the economy as agents save more (precautionary savings) and consume
less today. Ravn and Sterk (2017)| argues that a higher risk of job loss and worsening
job finding prospects during unemployment depress consumption goods demand today
because of a precautionary savings motive. Note that both the domestic as well as for-
eign economy have a new-Keynesian feature of nominal rigidities in the form of price
stickiness and thus output is demand determined. When an uncertainty shock hits the
foreign economy the households save more and consume less today which leads to a fall
in aggregate demand and hence prices in the foreign economy. When a SOE (domestic)
is connected to the world through trade of goods and assets, the exogenous uncertainty

shock to foreign demand also affects them.
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Parameter Notation Value Source

Households & Firms

Discount factor I} 0.994 Basu and Bundick (2017)

Inverse of intertemporal elasticity of substitution vp;vep 5;5 Ferndndez-Villaverde et al. (2011)

Inverse of Frisch elasticity of substitution Np ;Mg 25; 50 Author

Stickiness parameter ap ;ap 0.75;0.66  Author; Sbordone (2002)

General

Degree of openness X 0.6 Author

Elas. of substitution between Epiép 15515 Benigno et al. (2012)

domestic and foreign goods

Elas. of substitution between varieties 0 6 Benigno et al. (2012)

Shocks: preference shock

Level parameters dp: T 094 ;1 Basu and Bundick (2017)

Uncertain shock parameters 0o psU 0.74 ; 0.085 [Basu and Bundick (2017)
w 0.18 Benigno et al. (2012)

Policy : Taylor rule coefficients

Inflation O. ;0 15515 Taylor (1993)

Output gap ¢, ¢, 0505 Taylor (1993)

Exchange rate change 3% 0.05 Cuevas and Topak (2008)

Policy: Ezxchange rate rule coefficients

Inflation o5 0.16 Parrado (2004)

Output gap 0 0.04 Parrado (2004)

Table 4.1: Summary of parameter values

The domestic country experiences a sudden outflow of capital and its nominal currency

depreciates. Subplot (2,1) of Figure shows the depreciation of the nominal exchange

rate. Since prices are sticky in both the countries, the REER also depreciates following a

nominal exchange rate depreciation (Subplot (2,2)). This result is consistent with Fact 3
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we observe in the data. Due to an uncertain future demand, households in the domestic
economy too save more (precautionary savings) and consume less today because of which
consumption demand falls (Subplot (1,1)). Net exports rise due a fall in imports as a
result of a depreciation (Subplot (1,2)) | This result is in line with empirical Facts 1 and
2, although in the data we observe the trade balance improves only after two quarters.
The consumption basket in the SOE has a share of imported goods proportional to the
degree of openness as shown in equation .2). Due to a depreciation of the currency,
the import prices of the foreign goods consumed by domestic households increases. This
increases the consumer price inflation in the domestic economy (Subplot (3,2)). Since the
central bank follows a simple interest rate rule described in equation , the nominal
interest rate also rises to stabilize consumer price inflation in the domestic countryP? This
result too qualitatively matches empirical Fact 4 we observe in the data. The welfare
losses in the domestic economy are positive because of the real effects of the shock. To
summarize, the calibration results from the model fit well qualitatively with the empirical

stylized facts.
[ INSERT FIGURE [4-7]]

Figure compares the impulse responses for uncertainty shocks to foreign demand
under a flexible price allocation (red line) with the sticky price allocation (blue line).
The calibration under flexible price allocation is interesting because it can affect the way
real variables respond to the uncertainty shock. It has been shown in Basu and Bundick
(2017)|, that a standard model with flexible prices does not generate a negative comove-
ment in uncertainty and real demand in the economy as observed in the data, which
nominal rigidities in the form of sticky prices are able to generate. Figure shows

that only nominal variables change as a response to an increase in the uncertainty and

33The initial value for the net exports is negative here such that the country starts with a trade deficit.

34Note that the output gap would be negative here which would require the central bank to reduce the
nominal interest rates but the net change depends on the Taylor parameters and the size of the change
in inflation and output.
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none of the real variables are affected under a flexible price allocation. This happens be-
cause the economy under flexible price equilibrium is supply determined and not demand
determined. When savings increase due to an uncertainty shock the supply side of the
economy is unaffected as the savings in the present model are not investible (no capital
in the model). This is in contrast to Basu and Bundick (2017) where a flexible price
allocation results in the expansion of economy with an uncertainty shock. This happens
because they assume a model with capital such that when savings increase, investment
increases in the economy, leading to a capital driven expansion of output. Since we con-
sider a model without capital, this channel does not exist. The nominal variables, price
level and the nominal interest rate, adjusts here as can be seen in Subplot (3,1) and (3,2)
respectively. This happens because savings (in assets) have a tendency to go out of the
country which reduces the price of an asset in the domestic country and thus increases
the nominal rate of interest. To satisfy the Taylor rule, we would observe that consumer
prices also rise with increasing nominal interest rates. Moreover, increasing consumer
prices also ensures that the real savings and the real interest rate do not show much

change in the new equilibrium.

4.3.2 Role of monetary policy

In the model calibration so far we have assumed that the central bank of a small open
economy (domestic country) follows a simple Taylor rule (TR-CPI) described in equation
. As discussed earlier a positive response of the interest rate rule in the EMEs
amplifies the contractionary effect of an uncertainty shock on the real economy. In this
section we consider alternate monetary policy rules to ascertain the role of monetary
policy in determining the post shock (uncertainty shock) equilibrium. For comparative
analysis we set TR-CPI as the benchmark case. The other monetary policy rules we
consider for comparison can broadly be grouped into two categories. The first category
correspond to modified Taylor rules. Here we consider a simple Taylor rule with PPI (TR-

PPI), a CPI Taylor rule with an exchange rate mandate (TR-CPI-ER), a PPI Taylor rule
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with an exchange rate mandate (TR-CPI-ER), as specified in equations ,
and , respectively. In all the above mentioned cases, we have free movement of
assets across countries and an independent monetary policy. Following the impossible
trinity, the exchange rate is completely flexible.

The second category is a different class of monetary policy rules, where the exchange
rate is the monetary policy instrument. Here we consider a very simple exchange rate
rule (ERR) and an extreme case of fixed exchange rates (PEG), as specified in equations
(4.75) and , respectively. A detailed description of the alternate monetary policy

rules is given in Section 4.2.5

[ INSERT FIGURES [i=8}, -9 and [=10] |

Figure 4-8 compares the impulse response functions for welfare losses for the above
described monetary policy rules. As can be seen, welfare losses do not vary significantly
among modified Taylor rules (TR-CPI, TR-PPI, TR-CPI-ER and TR-PPI-ER) and the
PEG rule, for the given calibration. Flexible exchange rate regimes and fixed exchange
rate regimes give very similar welfare losses with the present calibration. We do find
however that the PEG rule does slightly better (not significantly) than interest rate
rules. On impact, exchange rate rules reduce welfare losses by 21 per cent, when the
inflation parameter in exchange rate rule, ¢, is O.SE The reduction in welfare losses
is 9 per cent and 13 per cent when ¢ equals 0.16 and 0.30, respectively. This happens
because in the presence of uncertainty, with the central bank following an interest rate
rule (flexible exchange rates), the movement in exchange rates are primarily driven by a
hedging motive (see Benigno et al. (2012))). Thus the link between exchange rate and the
monetary policy through interest rates (UIP condition) breaks down with higher-order
moment shocks. When the link between monetary policy (through interest rate rules)

and exchange rate breaks down, the monetary policy becomes ineffective in stabilizing

35The comparisons are made from the benchmark policy.
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the economy via stabilizing exchange rates. Due to this, we observe higher welfare losses
when monetary policy is implemented with interest rate rules as an instrument.

Exchange rate rules give the least welfare losses as they are associated with lower
risk premiums. Figure 4-9 above compares the risk premiums under different monetary
policy rules¥| The risk premiums with exchange rate rules are strictly lower than the
considered Taylor rules and the PEG rule. In particular, the risk premiums reduce by
45 per cent, 61 per cent and 91 per cent from the benchmark rule when ¢ equals 0.16,
0.30 and 0.80, respectively, in an ERR. This result is consistent with Heiperzt et al.
(2017), who show that ERRs are associated with lower risk premiums than interest rate
rules. The risk premiums are lower with ERRs because movements in exchange rate are
no longer guided by a hedging motive, but rather by a rule as shown in the equation
. This restores the broken link between monetary policy, exchange rates and other
real variables in the domestic economy like inflation and output. Subplot (3,1) in Figure
[4-10] shows that the output fall is the least in ERR vis-a-vis other rules considered.
This happens because ERRs are associated with lower risk premiums and thus lead to
a lower precautionary motive to save. Thus the adverse impact on aggregate demand
triggered by an uncertainty shock in a demand determined economy is weakened when
monetary policy follows an exchange rate rule. Consumer price inflation is negative as
the currency does not depreciate much and PPI falls in the domestic country (due to fall
in the demand). Under ERR, an initial depreciation of the currency with an expectation
of future currency appreciation leads to an increased demand for bonds denominated in
the home currency. This increases the price of bonds, which leads to a fall in nominal
interest rates.

On the other extreme, the fixed exchange rate regime will not generate any movement
in the exchange rates or the risk premiums when the economy is hit with uncertainty

shocks. This implies that other nominal variable like consumer price inflation and nominal

36The risk premiums plotted here are levels and not logs. Values less than 1 here signify negative log
risk premiums, rp;.
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interest rate adjusts more to stabilize the economy, as shown in Figure Subplot
(2,1) in Figure m shows that the movement of consumer price inflation under PEG
rule is the highest compared to other rules. Moreover, output fluctuates less under PEG
than in interest rate rules considered (see Subplot (3,1)). Due to this balanced trade-off
between inflation and output stabilization, we get similar welfare losses with a PEG rule
and interest rate rules. Among the interest rate rules, Taylor rules with CPI as inflation
measure performs the worse. Although the welfare losses are similar among Taylor rules,
the nominal exchange rate movements with TR-CPI and TR-CPI-ER are very high. In
fact it is highest in the benchmark case of TR-CPI (see Subplot (1,1)). This is consistent
with the literature which shows that with producer currency pricing, a Taylor rule with
CPI brings more inefficiency (see Gali and Monacelli (2005), |[Engel (2011), Devereux and
Engel (2003)). Taylor rules with an exchange rate mandate perform slightly better than

those without it but they do not significantly reduce welfare losses.
[ INSERT TABLE [£.2]]

We investigate the response of the economy under different monetary policy rules to
further examine how the economy responds in the long run. We simulate data from the
model for 100 periods (25 years) under the considered monetary policy rulesE] Table
compares the standard deviation of some important variables under different monetary
policy rules. The ERR (column 5) outperforms all monetary policy rules and gives strictly
lower standard deviation of all variables. The standard deviation of the nominal exchange
rate, output and CPI is reduced by 85 per cent, 36 per cent and 45 per cent respectively
from the benchmark case (column 1). The PEG rule (column 6) stands out as the second
best monetary policy rule with the fall in the standard deviation of output, inflation and
nominal exchange rates upto 13 per cent, 37 per cent and 100 per cent, respectively.
Among Taylor type interest rate rules, TR-PPI-ER does the best. This is consistent
with the results shown in (Cook (2004) where, he argues that the fixed exchange rate

37The economy is assumed to be at the steady state in the initial period.
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regimes offer greater stability than interest rate rules. The ranking of monetary policy
rules based on second moments is consistent with the impulse response for welfare losses

discussed above.
[ INSERT TABLE and FIGURE ]

Table compares the Taylor rules with an exchange rate mandate with varying
degrees of the exchange rate parameter (¢y), and exchange rate rules with varying
degree of the inflation parameter (¢2). Among the Taylor rules (column 1-6), TR-PPI-
ER with ¢ = 0.5, gives the least standard deviations of the variables. However, ERR
with the lowest value of ¢, = 0.16, performs better than TR-PPI-ER with ¢y as high
as 0.5. When the response parameter of the exchange rates to inflation, ¢, increases,
both output and inflation are stabilized more at the cost of increasing variability in
nominal exchange rates. When the inflation parameter, ¢;, increases from 0.16 to 0.30,
the standard deviation of output and inflation reduces by 21 per cent and 11 per cent
respectively, but the exchange rate variability is increased by 75 per cent. In an extreme
case, the nominal exchange rate variability increases by 248 per cent when the inflation
parameter is increased from 0.16 to 0.80. Note that even with ¢ as high as 0.8, the
variability of the nominal exchange rate is much lower compared to Taylor interest rate
rules.

To summarize, there exists a trade-off between stabilizing the nominal exchange rate
and inflation-output with exchange rate rules. The choice of ¢ by a central bank should
thus depend on the weight it puts on variability of the nominal exchange rates and the
inflation in its objective function. Furthermore, the trade off can be noticed in Figure
[11] in Subplots (1,1), (2,1), (3,1) corresponding to the nominal exchange rate, consumer
price inflation and output, respectively. Welfare losses reduce by 14 per cent when ¢-
increases from 0.16 to 0.80 due to more stabilized consumer price inflation and output.
The higher value of ¢ ensures that exchange rates respond more to the change in key

fundamental variables governing the domestic economy.
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4.4 Conclusion

This chapter explores the role of exchange rates (both nominal and real) and monetary
policy in amplifying/ stabilizing the real effects of global uncertainty shocks in a small
open economy. Using a local projection method, we produce stylized facts from the data
to examine effects of an increase in global uncertainty on macroeconomic variables of
EMEs. We consider six EMEs (Brazil, Mexico, Indonesia, India, Russia and South Africa)
and six advanced economies (US, UK, Australia, Canada, Japan and Korea) for our
analysis. We build a small open economy NK-DSGE model to qualitatively fit the stylized
facts from the data and compare responses of an economy with alternate monetary policy
rules. To the best of our knowledge this is the first paper analyzing the effects of an
uncertainty shock in a small open economy NK-DSGE model. The small open economy
is calibrated to a prototypical EME. We observe that an increase in global uncertainty
depreciates the currency in EMEs, as capital moves out of these economies. Due to a
precautionary motive to save, households save more and consume less. As argued in the
literature, nominal and real depreciation of exchange rates lead to a worsening of the
balance sheets of firms, and foreign investors pull out funds from the domestic economy,
which further depreciates the currency. Since the world economy also slows down due to
global uncertainty shocks, the depreciated currency does not produce an increase in the
demand for domestic goods. Thus, exchange rate movements in EMEs amplify the real
effects of uncertainty shocks on these economies. The currency depreciation also leads
to an increase in the consumer price inflation in the EMEs. A central bank following
an interest rate rule (simple Taylor rule) with an inflation stabilization mandate, thus
increases the nominal interest rate. Both nominal exchange rates and monetary policy
based on interest rate rules thus amplify the real effect of an uncertainty shock. The
stabilization of the exchange is very important to stabilize the small open economy faced
with a global uncertainty shock and interest rate rules are ineffective in doing so. This
happens because, UIP fails and the link between monetary policy (interest rate rules),

exchange rates and crucial macroeconomic variables of domestic economy like inflation
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and output breaks down under uncertainty shocks. This generates time varying risk
premiums under interest rate rules.

Welfare losses are distinctly lower when monetary policy follows exchange rates as an
instrument instead on nominal interest rates. To be specific, welfare losses reduce by 21
per cent with exchange rates rules. The second order moments from the model show that
the variability of nominal exchange rates, output and CPI is reduced by 85 per cent, 36
per cent and 45 per cent, respectively, when exchange rate rules are followed instead of
interest rate rules. Exchange rate rules have a stabilizing effect on the economy because
under these rules exchange rates are guided by a domestic country’s macroeconomic
factors and not by a hedging motive. Alternately, exchange rate rules are associated
with a lower risk premium which reduces the real effect of uncertainty shocks on the
domestic economy.

The current model framework does not feature some of the frictions standard in the
literature (like imperfections in domestic financial markets or transactions costs) typical
of an EME. For future research, we believe that adding the following features to the
model can make the framework richer: (1) Adding trend inflation rate to a small open
economy (EME). This would allow us to analyse the case of a zero lower bound (ZLB)
in the foreign economy (AE) leaving the domestic economy (EME) unconstrained (i.e.
no ZLB). (2) Introducing foreign borrowing by domestic firms as working capital loans.

This way external debt in major currencies can be introduced.
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Figure 4-2: Local projection responses for (a) GDP; (b) Consumption with VXO impulse
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Figure 4-3: Local projection responses for (a) Net portfolio investment; (b) Trade balance with
VXO impulse

Variable Standard deviationx 100
TR-CPI | TR-PPI | TR-CPI-ER | TR-PPI-ER | ERR PEG
¢ x=0.05 ¢ x=0.05 ¢2=0.16

(1) (2) (3) (4) (5) (6)
Consumption | 2.484 2.483 2.484 2.483 2.476 2.484
Output 2.502 2471 2.473 2.446 1.602 2.182
Net exports 1.450 1.451 1.450 1.451 1.455 1.450
Inflation (PPI) | 3.081 3.041 2.940 2.914 1.673 1.911
Inflation (CPI) | 3.057 3.064 2.923 2.943 1.695 1.933

Nominal ER 1.656 1.607 1.478 1.449 0.246 000
REER 0.561 0.550 0.561 0.511 0.507 0.109
Interest rates 3.689 3.711 3.584 3.614 2.645 2.877

Table 4.2: Comparing second empirical moments for different monetary policy rules
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Figure 4-4: Local projection responses for (a) Nominal exchange rate; (b) Real effective ex-

change rate with VXO impulse

Variable Standard deviationx 100

TR-CPI-ER : ¢ = | TR-PPI-ER : ¢y = ERR : ¢, =

0.05 0.2 0.5 [0.05 |0.2 0.5 0.16 | 0.3 0.8

W@ | G| @ |6 |6 @6 |0
Consumption 2.484 | 2.484 | 2.484 | 2.483 | 2.483 | 2.483 | 2.476 | 2.472 | 2.465
Output 2.473 | 2.412 | 2.344 | 2.446 | 2.394 | 2.334 | 1.602 | 1.261 | 0.661
Net exports 1.450 | 1.450 | 1.450 | 1.451 | 1.451 | 1.451 | 1.455 | 1.458 | 1.465
Inflation (PPI) | 2.940 | 2.662 | 2.394 | 2.914 | 2.659 | 2.403 | 1.673 | 1.489 | 1.081
Inflation (CPI) | 2.923 | 2.660 | 2.406 | 2.943 | 2.696 | 2.446 | 1.695 | 1.510 | 1.089
Nominal ER 1.478 | 1.116 | 0.749 | 1.449 | 1.124 | 0.784 | 0.246 | 0.430 | 0.857
REER 0.561 | 0.552 | 0.533 | 0.511 | 0.542 | 0.526 | 0.507 | 0.282 | 0.182
Interest rates 3.584 | 3.385 | 3.202 | 3.614 | 3.425 | 3.243 | 2.645 | 2.476 | 2.095

Table 4.3: Comparing second empirical moments for varying parameters in monetary

policy rules
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Figure 4-5: Local projection responses for (a) Consumer price index; (b) Nominal interest
rates with VXO impulse
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Figure 4-8: Welfare loss responses in a SOE under different monetary policy rules to one
standard deviation shock to uncertainty in foreign demand
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Figure 4-9: Risk premium responses in a SOE under different monetary policy rules to one
standard deviation shock to uncertainty in foreign demand
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Figure 4-10: IRFs for a SOE under different monetary policy rules to a one standard deviation

shock to uncertainty in foreign demand
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Figure 4-11: IRFs for a SOE under exchange rate rules with varying sensitivity to inflation
(¢2) for a one standard deviation shock to uncertainty in foreign demand
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Appendix A

Technical Appendix: Chapter 2

A.1 Household optimization

e Derivation of the demand function of each variety of good j: Equation

@.11)

max [/ Cst () 7 dj} subject to
CS,t(j) 0

1
/ Ps,t (J) Cs,t (]) dj = ZS,t
0

for a given level of expenditure level, Z; ;. The above maximization problem can be

written as the following Lagrangian,

L= {/ Os,t (])T d]} _/\t (/ PS,t (]) Cs,t (]) djl _Zs,t) .
0 0

The first-order condition is given by,

1

C2Cot ()77 = M Puy ()
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for all j € [0,1]. Using the above first order condition for any two varieties ji, jo

and eliminating \; we get,

Py (jl))a .

et ) = Cu i) (2

Now substituting Cs; (ji) into fol P, i (71) Cst (j1) djs = Zs, and putting

=
|:/Ps,t (jl)lie d]1:| = L5t

the aggregate price index of sector s, we get

. Py (j2)\ * Z,
ot = (Bp22) 22

for all j, € [0,1]. Also, substituting the term, Cs; (j1), in the expression,
1 ot 7o
[/ Cot(j1) @ djl] = Gty
0

1
/ Pii (j2) Cst (j2) djo = PsyCsy = Zsy.
0

we get

N 0
Hence Cs; (j) = (PP;SJ)) Csy for all j € [0, 1] where s = OG, V, M.

Derivation of the demand function for each sector’s good: Equation ([2.7))

- @.10)

The optimization exercise is to,

(CA,t)(s (C'M,zs)l_(S
max
{Ca,t,Crit} (55(1 — 5)(1*5)

subject to

PaiCat + PriCrre = Zs,
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for a given level of expenditure level, Z;. The above maximization problem can be

written as the following Lagrangian,

Ca (O )0
L= ( 5?251) _( 5;\?—)6) — M (PatCat + PrsCurrs — Z1) .

The first order conditions with respect to C4; and C), are given by,

5 (CAﬂt)(S_l (CMﬂf)l_é
6 (1 — §)-9)
(1—0)(Cap)’ (Care)”°
6°(1 —6)a-9)

MNPy

APy

respectively. Eliminating \;, we get,

(1-9) P\
Cuy = 5 Cay Pas -

(CA,t)(S(C]M,t)175
5°(1—6)(1=9)

Now substituting the term, C};;, into the expression, , and setting

(PAjt)a (PMyt)lfa = P,, the aggregate price index of the economy, is

P -1
Cap=0 (%) Cs.

t

~1
Put Cyy =9 (PA‘t> C} in the term, C),, which gives

P,
P —1
Chre = (1—6) ( Mﬂf) C,.

The above two equations can be re-written as

PAJCA,t - 5PtCt
Py:Cyr = (1—=96)PCy
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Adding the above two equations we get Py ;Ca; + PrCry = PoCy. Hence Z; =

(COG,t)(l_#) (CV,t)#

pH (1—p) (=)

Py,Cvi = Za we get equations (2.9)) and (2.10]) .

P,C;. Similarly, maximizing subject to the constraint Pog :Coc i+

e Derivation of the Euler equation and labor supply equation (2.13) and

@.14)

max Eoi [(Ftct)l_g _ ()

C¢,N¢,Bi 41 P 1—0 1+ w

subject to

1 1 1
/ Poa.t (j) Coa,t (5) dj+/ Py (7) Cvy () dj+/ Priy (3) O (5) dj + By { Q41 Bes }
0 0 0

= Bt + WtNt + Tt + DZ"Ut.

The Lagrangian for the above problem can be written as:

(0,C)' ™7 ()Y

l—0o 14+

conZﬁ{
t=0

—M[PC+ E{Qi1 B} — By — W N, — T}, — Dwt]}

The first order conditions for C}, N; and B;; are given by:

0;6 —0
ac, (T)'=7(Cy) " = NP, =0
oL
8_Nt = —(Nt)w + MW, =0
oL
= —BNE{Qii1} + BT EA{ N1} =0,
0B 11

respectively. Using the first two conditions we get the labor supply equation ([2.14]) ,
and using the first and the last condition we get the Euler equation (2.13). In the

Euler equation, R; = m
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A.2 Firm optimization

e Derivation of the price setting equation: The grain sector equation ([2.27))

The optimization problem is given by,

max {Pog: (J) Yoct (J) + Yrail — MCaqiYoc: (5) + Ypaul}

Pog,t(7)

subject to the demand constraint

| P AN -0
Yoa. () = <(;)GO—’;(;]>> Yoa,-

The first order condition is given by:

. . 0Y j Y, ;
Yoo () + Yras + Pocy (j) #’i(ég - MCGJ% —0
Yo (4) <P0Gt(j))9 ]
OPoc,: (j) Poc Poc () 2%
0 Yoa.: (4)
Poc, (j)
Simplifying we get,
. ) Y, ]
Yo, (j) + Yra: — 0Yoc: (j) + HMCQt% —0,
t

Poc+ () (1 —=0)Yog+ (j) + Yrar) = —0MCq1Yoe: (4),

. OMCq
Pog. (j) = 01 Yrar
T Yoe.()

Similarly one can solve for the price setting equation in the vegetable sector as

given in equation ([2.28)) .

e Derivation of the price setting equation: manufacturing sector equations

159



£29) and

The optimization problem is given by,

ma}; E; Z aMQt 4] Mt () Yareen (5) — MCwypruYar s (7))

P*
subject to the demand constraint

P (4)
Par i

—6
Yirr (J) = < > Yt 4k

The first order condition is given by:

> sk (7) sk (J)
E b1 Quivk |Yareen (5) + Py ()*— MCypirh—Fm— 0
t,;o e " MRy, () T opPy, ()
Now Wareix () . ( Pii <j))9 Y
W = — :
Py, () Paare ) P, ()
_ _QYM,tJrk (7)
Py, (7)
Simplifying we get,
5 Z Yarerw (G) |
t aMQt b | Yorean (5) = OYap4n () + OMCrppn———-| =0,
k=0 P, (4)
Py. () Er Z ahQrisk (1= 0) Yare () = —E, Z (Bonr)' M Crp Yk ()
k=0 k=0

P = 0 E> o ok Qi Yarasr(§) MChrysr
M 0—1 By ook QuisiYarisn(J) .

We know that
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is the aggregate price index of this sector. Since demand for each variety of goods in
this sector is symmetric and all firms revise their prices with a common maximiza-
tion problem we can drop the ’j" so that Py, (j) = P, for all j. For all the firms
who do not get to choose their prices Pyt (j) = Puae—1 (7). Hence, the aggregate

price index can be written as
' 1-6 ' 1-6
P = [ Pua ) = 0= ) (P 4 s [ P )
0 0

Note that the expression, o, fol Pri1 (4 )179 dj, is simply a subset of the prices in
t — 1, with each price appearing in the period ¢ distribution of unchanged prices
with the same relative frequency as in the period ¢ — 1 price distribution (Ch-3,

Woodford, 2003). Therefore,

1
Pth _ [(1 o OéM>(P]T/[7t)1_9 + @M(PM,t—l)l_e] a-o

e Market Clearing: Derivation for equation (2.35)) .

Equation ([2.34) can be re-written as,

Poc
P,

Y, = G+ Yrc

Pog Pay

(POG,t>1_u (Pyo)" (PA,t)é (Phr)
= Ci+ (Togve)" (TAM,t)(l_é) Ypar

= C%'+

1—6 YPG,t

A.3 Steady state

e Derivation of steady states: Section [2.3.2]

l1-0o —o
Using the fact that Qi1 = B* <Fli—t1) (Cé—tl> <Pi1>’ in the steady state
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Qrivk = . Thus equations (2.29) and ([2-31)) in the steady state can be written

as,
E, Z(ﬁOéM)tYMMCM

P* — t=0
M 0—1 > ’

Er Yy (Baw)Yu
t=0
6
B
and

(Par) 0 = ans (Po) ™% + (1 — aag) (Pi)' 7 respectively.

The above equation implies,

Py, = Py

0

Similarly considering the price setting equation in the grain sector,

0(1—c,) Ypa
Pog = P MCs, wh -
T -1 (1-c)—c, CEERT N

and in the vegetable sector,

0
PV = 0_—1MCV

The aggregate price index at the steady state is:
P = (Po)" ™ (Py)" (Pur)' ™"

Using equation (2.22), MCs =W for s = G, V, M, as A; = 1. Substituting these
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values in the above aggregate price index we get,

o ((0<9—1><1—cp> )“‘“”LW.

“D)(1—c,)— 0—1
Caems 0 (0—-1)(1-¢)—c
P = A 0-mp9 W wh = pl__p
7 o—1 T T o) (1o
) . _ 6 o 0(1—cp)
Since, Py = Py = 55 W and Pog = T D—cp)—cp W,
P P
o= p = and
Poa — (it

Now from the demand functions,

Coc _ (1—p)P

CV ,u5P
c A
= péy 007 and,
Cy (1-90)P
C Py
= (1-9) A

We can re-write the steady state labor supply equation (2.36|) in the steady state

as,

N = Nog+ Npg+ Ny + Ny

Y, Y, Y; Y,

Yoo , Yee  Yv  Yu

AG AG AV AM

= Cog + Cy + Cy + Ype (Goods Market Equilibrium).
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Using the above values from the steady state consumption demands,

N =~ 1 4 (y = 1) (1 — pu)3] C + Vg

A.4 Log linearized model

e Derivation of the log-linearized model: Equations (2.39)), (2.40)), (2.41d)),

, and in section

Equation (2.39): Using a first order Taylor approximation in equation ([2.13))

yields,
BR+ BR (B572) + (1 - 0) R (")
Ei§ —(1-0)BR (%55) - oBR (S0 C) +oBR (459) b~ 1.
-l—ﬁR (Ct ) +5R (Pt ) (PtH P)
Now for variable X; #=% ~ In(X;) — In (X) ~ X,. Using the steady state value

of Euler Equation, BR =1, we get
E, {ﬁt +(1—o0) ft+1 —(1-o0) T, — a@tH +0C,+ P, — ﬁtﬂ} ~ 0.
Re-arranging terms and using ﬁt+1 — f’t = Tyy11, We get
Ci = E{Cusn} = ~((Ru = Bulma}) + (1 = ) B{ AT}

Equation (2.40)): Using a first order Taylor approximation in equation (2.14)) , we
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have

NY NY [Ny —N NY  (T,—T
+9 s —(1-o0) - +
ri-eC—o ' "Tl-oC—o N ri-eCc— \" T

. NY C,—C NK+[ W,-W\ W (P-P
[l-oC-o C T~ p P W P P '

This implies that,

/Wt—.ﬁt:@bﬁt‘i‘aat—(l—g)ft

Equation (2.41d)): Using a first order Taylor approximation of equation (2.23a)) ,

we get

_ (-4 (TAM,t - TAM) o (TOG,V,t - TOG,V)]

Tam Toav

Simplifying the above expression using the steady state expression,

meg = t% (TAM)f(lfé) (Toav) ™", we get

T/n\CG,t =W, — P, — AG’,t - (1 - 5)TAM,t - PJTOGV,t-

We can derive (2.418) and (2.41¢) in a similar way.

The log-linearized sectoral employment equations can be obtained by taking a first
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order Taylor approximation of equation (2.26)) and noting that

1

Ng: =
' Acy

{Ypet + YociZocr},

where a first order approximation to the dispersion term, Z\M ~ 0. (For details see

Gali (2008), Ch-3)

Note that:

B (P Pud)” (P s
Pay Pay Phry At
P _ (Pad (Pud ™ (Pac)'_

Pary Phry Pary AN

Py _ (Pocs) ™" (Pyo)" _ Poci\ " (T )

Pog t Poc Py, ocvt

Py _ (Pocs) ™" (Pyy)" _ Pog o _ (T )
Py, Py, Py, oGyt

We use the above four equations to re-write the demand functions Cogt, Chrg,

Cy, in terms of C; and the terms of trade terms (Tarr: & Tocv:) - Using the goods

market equilibrium and the demand functions it is easy to derive equations ([2.43a}) —

using a first order Taylor’s approximation. Log linearization of the aggregate

goods market clearing equation , gives us,
Y —Y)

Y + YT ~ C+ (Toey)" (Tam)" ™’ Ypa +

(Cy —C)
C
(Tocve — Toav)

C

1 (Toav )" (Tam)" "’ Yra

Toav
Toav

(Tanre — Tanr)
Tamr

Ypa

+ (1= 0) (Toev)" (Tan) ™ Y

1-5 Ypat — Ypa)
Ypa

Tam

+ (Toav)" (Tam)

O (T V(T y R n N
Y + ( OGV) ( ;M) PG ,LLTOGV,t + (]_ - 6) TAM,t + YPG,t]
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Note

<TOGV)u (TAM>176 Ypra _ ’y_'“fy_(l_ﬂ)(l—is)
Y Y

and

Therefore,
Vi = (1= 2)C0 + A | nTocve + (1= 8) Tarre + Yooy -
Equation ([2.36) can be written as,
Ny = Nogi+ Npgt+ Ny + Nagy,

Y Y, Y Y2
oGt , YPGi Vit | YMeaMt

N,
' Ac Ac  Avy Anry

Log linearizing Equation (2.36)), we get

N—i—N(Nt]\_]N) ~ Yoo  Yrec Yv  Yu +YOG |:(YOG,t_YOG) _ (AG,t_AG):|

06 16 TV
Ac  Ac  Av  Au Agy Yoc Ac
+YPG |:(YPG,t — YPG) B (AG,t — AG)]
Ay Ypa Ac
—l—& Yvi=Yv\ (A — Ay
Ay Yy Ay

+YMZM |:(YM,t - YM> N <ZM,t - ZM) B (AM,t - AM):|
e Yu Zr Ayp '

167



Using Zy; =1 and Z\M,t ~ 0 (as shown in Gali (2008))), we get

NN, = Yoq <3A/OG¢ - A\G,t> + Ypa <5A/PG¢ - A\G,t> +Yy (?V,t - A\V,t> + Y (?M,t - A\M,t)
NN, = Coq (aOG,t — A\G,t) + Ypa <?PG,t - A\G,t> +Cy (aV,t - A\V,t> +Cu (aM,t - A\M,t> :

Using steady state equations (2.37a]) — (2.370)) in Section we get

NN, =77509¢ | (1= )y = 1)8 (Coay — Acy) + 16 (Cry = Ay ) +
(1—-9) (CA'M,t — A\Mgf)] + Ypa (?PG,t - A\G,t>
NN, =00 [@ — A+ (- - 1) <}/}OG’,t - A\G,t)] C + Ypa <}/}PG,t - g@)
where @ =(1- ,u)(Séoa,t + uéévyt +(1- 6)6’]\“
Ay = (1= )0Ac, + Ay, + (1 — 6) Ay

Using equation ([2.38)),

PO Co= At (L= (3 = 18 (Vo = A ) | O+ Yoo (Veas — Acy)
= T L+ (1= @)y — DIC + Ve |

Using ([2.35)) at the steady state, Y = C' + PLPGng,

Y,
YPG o YPG o YLGG
C o Y — 7[5(1—N)—1}YPG T Yy —A0-m)-1yp,
Yo
CpSy Yo Ypa
= here s, = —.c, = —.
1_ 7[5(1—,1)_1101)89"" Al AT

(1 = AB0=m=1lg 5 ) 500-0) [@t A (- )y —1)8 <?OG,t _ gG’t)]
Y@= [T+ (1 — p)dy] (1 — 7[6(1_“)_1}01)59) + CpSg

ﬁt -

CpSg (YPG,t - AG,t)

—‘f_ .
YO0 L4 (1 = p)oy] (1 = AL 50) + ¢ps,
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Ny = 0, |:at — A\t + (1 —=p)(y—1)6 (i}OG,t — A\G,t>:| + 0O, (?PG,t — A\G,t> )

(1 — 7[6(17“)71]61)89) ry*(s(l*p‘)

YOI L+ (1 — ) (y = 1)6] (1 = APO=m=e,s,) + ¢psg
CpSg

YO [1 4+ (1 — p) (7 — 1)8] (1 — ABO=m=1c,5.) + ¢ps,”

Equation (2.47) is the New-Keynesian Phillips Curve for the manufacturing sector
derived by log-linearizing (12.29) and (2.31)) (for details see |Gali (2008) Ch-3)).

Equation (2.51)) : Log-linearizing real marginal cost, mcg,, as in (2.27)) , and using

a first order Taylor approximation we get

f—1 _ YPG,t
0 0Yoc

mcegy =

megy — mCG) o 0=-1 Ypg  Ypg (YOG,t — Yoc)

mcg + mcg +
mee Yoa

0  0Yoe OYoc

Ypa (YPG,t - YPG>

0Yoc Ypa
_ Yre o Yre &
megmegy = Yo — Yra
0Y, oY,
oG oG
Cp

T (17 _y ) here ® = -
mea, 0G,t PGt | where 0—-1)(1—-c,) —c,

From (22.28)) the real marginal cost (V') is a constant and hence mcy, = 0.

e Derivation of the flexible price equilibrium: The natural level of a variable

is the flexible price equilibrium level. The natural level of the terms of trade in
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equation (2.52)) and (2.53)) can be derived as (for Equation (2.52))

MCG,t Wt
Tn o POG,t . omegir mea,tAa,t
oGVt — P T MCy: Wi
Vit ; meag . A
meyt G, tAVit
o mcyy AVJ
- Y
mcag AG’,t

where M (' is nominal marginal cost and mc is real marginal cost.

/\n —_~ —_~ - i
TOGV,t — mcvﬂﬁ - mCG7t + AVﬂf - AGJ

= —O(Yoe, — Yrau) + Ave — Acir
Similarly T i can be derived. For wy consider first the aggregate price index, P;",

n n \G [ on \1—6 n NA=1)8 /o NS [ op \1-0
Pt = (PA,t) (PM,t) :(POG,t) ! (Pv,t)u (PM,t)
—)s ) —0
meg U (mep N My,
- mc’é’t mc(},t mcﬁu
(1—p)s 5 1-6
B th # Wt’n w th
Agytmcg’t Avytmc?,,t AM,tmc’Mt

W

(AGJmCTGL’t)(l_“)(S (zﬁlx/ﬂg??zc(}’t)ms (AM,thKM)

1-6

wp

A (man,t)(l_u)(s (mCT\L/,t)M (mcyj\L/f,t)l_a.

Wy - -
it = T = A mes,) T (me )" (mefy, )7

Note that A; = (Agvt)(l_“)é (Aw)“é (AM¢)1_6. Log-linearizing this we get,
@7 = A+ @ (1= 1) 6(V86, — Veay).
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From the labor supply equation,
o =¢YN' — (1—0)T; + oCP.

Substituting the value of ]/\7[‘ =06, [ép — A+ (1= p)(y—1)8 (?gth - 121\07,5>] +
O <}A/p(;,t — A\Gﬂg) above we get,

@:L =1 [@1 [a? - A\t + (1 - M)(V - 1)5 <?onc,t - A\G,tﬂ + O (}/}PG,t - A\G,t)]
—(1=0)T, +aCP.

Replacing @7 with A, + ® (1 — p) 8 (ffonqt - i}pgvt) yields

A+ ® (1= 1) 0(V3g, — Vear) = 001G = At (1= p)(y = 18 (Ve — Acy))|

10, (?PG’t - Eg,t) — (1—0)T, +oCr.

Rearranging this to get @”, we get equation ([2.56))

e WO1+1) o~ (PA-p)d+9Y0y)s (1—0) =

O = e r o) W6, 10) Pt e r o)l

+(¢(1—M)5—¢@1 (vy=1) (1 —=p)o) (YO (v — 1) (1—M)5+¢92)2
(10 + o) (1O + 0) Gt

ATL
Yoo +

Derivation of the sticky price equilibrium: equation ([2.59)

Using (241d) and (2:40) we get,

77/’L\CM’t = wj\?t + a@ — (1 — O')ft — A\M,t + (5T\AM,t-
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Putting the value of Nt from ([2.45)), we get

Mess = (V01 +0) =001 [ = (1= ) (7 = 1)6 (Yogu — Ay )|
1003 (Vrgu = Aay) = (1= o)y = Ay + 6 Tan

At the natural level, mcy, , = 0, which can also be written as,

0 = (W01 +0)C =90y [A — (1= ) (v = 1) (Vo0, — Acy )|
+10, (?PG,t - 121\6‘,1&) —(1- U)ft - A\M,t + 57/:2]\47,5
’ﬁ’L\/CMﬂg = ﬁ”L\C]\/Lt - T/I’L\C?\Lt - (@b@l ‘l‘ U) (675 - é?) + 5 (fAM,t - sz,t)

meye = (Y01 +0)Cr+ 0Tans
Using demand functions, 5t = EN/M’t — T um ¢, the above equation can be written as,

meay = (V01 + o) ?M,t —6(YO1+0—-1) TAM,t-
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Appendix B

Technical Appendix: Chapter 3

B.1 Derivation of the welfare loss function

The average utility flow at time ¢, is defined as

5(1—p) ) 1
wt—U(ot)—m—l_u) / o(Na () di— 5 [ e ai- (11 5 [ o @)
0 §(1—p) 8

where U (C}) is the utility from the aggregate consumption bundle C; and v(N; (7)) is
the disutility of supplying labor N; (i) by the i’ household. The sum of lifetime welfare

function becomes

> Wy — W
By (55 B.1
> (= (B.1)
Alternatively, the welfare loss function is
> Wy — W
W, =—-E ! B.2
¢ 0;5 ( Us C ) (B.2)

173



We take a second order approximation to U (Cy, ),

N C,—C , (Cr—C\°
00,0 (950 vu e (229)

using 22 ~ Z, + 172 where Z, =InZ, —In Z
~ 14 1 ~ 1)\
U (Ot7) ~ Uc C <Ct + 507&2) + §UCCCQ (Ct + 50,52)

~ 1~ 1 ~
U (Ct,) ~ UvC C (Ct + 503) -+ iUccCQCtQ + HOH3

using o = —%C
c

~ 1 ~
U(C) = U.C (Gt =) 8+ O (B.3)

Now we take the second order approximation to disutility of labor, v (Ny, (7)) .This can
be rewritten as V' (Yy4(i), Ay,), since Yy, (i) = Ay Ny, (). Similarly v (N, (7)) and
v (Ngy (7)) can be rewritten as V' (Yaz.(4), Aare) and V (Yog(7), Yre i, Agt) respectively.

Consider a second order approximation to v (Ny, (7)),

. - V. VAV
V (Yul), Ava) & V(Yo Av) + Vi (Ve (1) = Yo) + Vay (Ave = Av) + =252 (A, — Ay)?

. % .
+Wpay Yy (1) = Yv) (Avy — Av) + YEYV (Yv, (i) — Yv)* + [[O]

V (Yoali) Av) ~ Vo Yy (?W (0) +% (s (z))Z) 1 Va, Ay (Aw 4z (Aw)2)
(P (7;))2) (Aw 2 (AW)Z)
(7))

v 2\ *
AVAVAVAV (Aw+ (AW)) +||O]® + t.i.p.

+Viy 4, Yy Ay (?W (i) +

N = o =

A ~
+ﬂYVYV (Yw (i) +
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: S o Lrs N2 SN
Vv (YV¢<Z), AV,t) ~ VYVYV (YV,t (Z) + 5 (YV,t (2)) ) + VYVAVYVAV (YV,t (Z) A\/’t>

Vi 5y .
+ Yy (T (@) +11O)° + tip.

Assuming the steady state value of shocks is 1, i.e., Ay = Ag = Ay = 1 and let

Wy ay Avie

gvit = = Wy vy Yv

. ~ . 1/ .\2 ~ .
V (Yvi(i), Ave) =~ Vi Yy (YV,t (1) + 3 <YV,t (Z)) ) — gviVyuy, Yv Yy (YV,t (Z))

Vi SEPRY |
Yy (Ve () + 01 + tip.

Wy,

Using Wy, v, = ¢ 7o
. S, S, +1\ /o )2 4
V (), Ava) = Vi Yo [ o () = v (Fre ) + (5 ) (B ) | #1017 00
(B.4)
Similarly for the manufacturing sector,
. S S . +1\ /o )2 .
\% (YM’t(Z), AM,t) ~ VYMYM {YM,t (Z) — 1/)gM,t (YM,t (Z)) —+ <¢T) (YM,t (Z)) :|_|_||O||3—|—tlp
(B.5)

WAy AMe

where gy = — . For the grain sector, consider a second order approximation

Vv vy Y

to v (Ngy (7)), since Yo (1) = Yoi(i) + Ypet = Ag+Ne,. (i) . This implies

V Yoci(1), Ypai, Ace) =~ V (Yoa,Yrar, Ac) + Ve Yo (1) — Yoi) + Vipe Yrar — Yre)
+Va, (At — Ac) + Wppae Yoar (1) — Yoa) (Act — Ag)
V
+Wpoae Ypar — Ypat) (A — Ag) + % (Ag: — Ag)?

. % .
+Woovee Yo (i) — Yoa) Year — Ypar) + % (Yo (i) — Yog)?

%
+2IEDE (1 — Vg, + O
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| I 2R N L
V (Yoci(i), Ypar, Act) = ViyoYoa (YOG,t (2)+§(YOG¢ (Z)) )‘F%YOGYOG <YOG,t (2))

+WypeaeYoaAa (?oa,t (i) gcu) + Woovee YoaYra <?0G,t (7) }/}PG,t)

+ O + t.i.p.

Assuming the steady state value of shocks is 1, i.e., Ay = Ag = Ay = 1 and let

VYOG Ag AG,t

= — and = -Y]
9goa,t Veoavos Yoo PGt PGt

| S I PSR A7 SN
V (Yog,u(i), Ypay, Act) = WoeYoa <YOG,t (2)+§(YOG¢ (Z)) )—I—%YOG}@G <YOG¢ (z))

_gOG,tVYOGYOGYOGYOG?OG,t (1) — 9rctWouvos YoaYraYoa, (1)

+[|0]]* 4 t.i.p.

3 VYOG — Woa
USlng VYOGYOG %ZJ ,Qb YOG+YPG,t

| N 2 Yo SN
V (Yoci(i), Yot Act) = VipeYoclYoa (i) + 5 <Yoc,t (2)> + 1/} oc <YOG¢ (z))
2 2 (Yoc + Ypay)
—goc tiﬁL?OGt (4) — gra, HﬁLYOGt ()] + O + t.i.p.
" Yog+Ype T Yoo +Ype
Since ¢, = —Ypsﬁ'@c,

) -~ . 1+4Y(1—c ~ 0\ 2
V (Yoci(i),Ypar, Act) ~ WyeYocYoc: (i) + <%p)) (YOG,t (l))

— (gocs (1 — ¢p) + graicy) Yoa, (i)] + ||O|° + t.i.4B.6)

Let
5(1—-p) 5 .
Vtzﬁ 0/ v(Ney (z‘))dHi(/ﬂ) v(Nve (2))di + (115)5[0(%\“ (1))di
% o .
=505 0/ V (Yoa,: (1), Ag,) dz+@ (1[#) V (Yva(i), Avy) d’i+m/V(YMt() Anre) di
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Putting values from equations (B.4)), (B.5) and , we get

S(1—p)

Vi = ﬁ 0/ WoeYoa |:}/>OG,t (4) + <W) (?OG,t (i))z—

Y (goat (1 —¢p) + gpa.icp) ?OG,t (Z)} di

- / VYo | o) = v (e ) + (5 ) (Fre ) a

(1-p)

M ‘

1

(1-94) / Vy Yar [?M,t (1) — Vg (?M,t (i)) T (%) (f/w (Z.))Q} "

)

+ 01 + t.ip.
Aggregating disutility over all households,

Vo~ v BT 0 - v (T @) + (7))

i, Yo | B (T 0} = vonaa {Tare 0} + (V50 ) 8 {Tns 07}
Voo Yo {E {Yoa ()} + (W) B { Yoo (i)'}

— (goc (1 — ¢p) + gpaicy) Ei {}/}OG,t (Z)H

+ 0N + t.ip.
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(22) rr o} [ )]
+Woe Yoa [(1 — Y (goa, (1 — ¢p) + graicy)) B {?OG,t (2)}
+(FEE=) [var {Toe 0} + [ {Toas 0}
+ O + t.i.p.

It can be shown that (see Woodford (2003) and |Gali and Monacelli (2005))),

+Woo Yoo [(1 — ¥ (goas (1 —cp) + gra.cp)) |:}/>OG,t —3 (T) Var {}/}OG’,t (l)}]

+ (R [Var {Focs (0} + T36,] | + 101 + i
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Using a result in [Woodford (2003), since the manufacturing sector has sticky prices in

place,

Var {?M,t (z)} = 0*Var {ﬁM,t (z)} :
Similarly for the grain and vegetable sectors, which are flexible price sectors,

Var {?VJ (z)} = *Var {ﬁV,t (z)} =0
Var {?Og,t (2)} = 0*Var {ﬁogi (z)} =0

On simplifying we get,

_ ~ N +1\ ~
Vi = WYy |:YV,t — gy Yve + (¢T) Yat}
—~ ~ 1 1 2 = .
W Yor (Y — YgnreYne + 5 (07 + ) *Var {PM,t (2)}

+1) o - ~
* (w 2 ) YJ‘QM} + WoeYoo [YOth — 1 (g9oa, (1= ¢p) + gracy) Yoo

+(1+¢(1—cp)

5 ) ?gG,t] + O] + t.i.p. (B.7)

From the first order condition of the consumption-leisure choice at steady state,

Note here P = P{P}° = ng” )(;PS(SP]%[‘S. Using Section and the Technical Ap-
pendix of Chapter 2,

0(1—cp) 0
— C Py = Py—
Fa ((9—1)(1—cp)—cpw’ w=Ly =g W
P=~ (1-p)s <9_1>W
0
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We assume that government provides an employment subsidy, (1 — 7), to do away with

the inefficiency due to monopolistic competition. Here (1 —7) = %. This implies,

VYG VYV VYM (1—p)é

Ue  Ue  Us |

The steady state in a goods market equilibrium implies, Yoo = Cog, Yy = Cy and

Yy = Cyy. Equation (|B.7) reduces to,
_ B ~ . +1\ ~
Vi = UC’Y(I u)(SCV {Y\/,t —YgvYvs + (¢T> Y\%t}
~ ~ 1 ~
+U07(1_“)6CM [YM,t - I/JgMin’t + 5 (6_1 + Q/J) ‘92VCLT‘ {PMﬂg (Z)}

2

+ (W) ?3@] + O + t.i-p. (B.8)

Y1) o ) . -
+ (— Y| + Uy ™ Cog [Yoc,t — (9ot (1 —¢p) + graicp) Yoo

Again using the Technical Appendix of Chapter 2,

Cu

M _ 1= —(1=p)s

c (1—=0)v

Cy _(1—

B v S L

C pnoy
Coc 1

— (1— (1—p)5+1

ol (1 — ) oy
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Replacing Yis, Yy, Yo and Vi in equation(B.7) with C);, Cy, Coq and Ug ~(—#)°

respectively we get,

Vt ~ UcC {Mé |:?V,t - ¢9V,t?V,t + (w ;_ 1) Ylgt:| (B,9)
{ Mt — ngtYMt + 3 (9 +¢) 0°Var {PMt( )}
(¢ —; 1) A]\24t:| — ) oy [YOGt — ¢ (9o (1 — &) + graacy) Yoau
1+ (1-

( 2 )>YOGtH +O]* + tip.

Now, we know that

Wt = U (Ct) —_ Vt
Now, combining the second order approximation of utility from consumption (equation
(B.3))) and the second order approximation of aggregated disutility from the labour supply
(equation (B.9)) in the average utility function (equation (3.1)), and using M(S}A/V,t +
(1-9) ?M,t + (1= p) 55}06‘,1& =C, we get,
1 U . .
wy ~ UC C lCt + 5 (1 - O') Ctz — Ct + (1 — /J) ) (1 — "}/) YOG,t + u5¢gv,tYV,t (B].O)
+1 > 1 _ 7
— 1o (¢ 5 > Y2, 4 (1= 0) gnYare — 5 (1=0) (6" +v)*Var {PM,t (z)}
P41 -
—(1-=9) 5 Y2+ (1= 1) 07 (gocs (1 = ¢) — graacy) Yocu

- =y (RS 72 ] ol + i

Simplifying further, we get
1 ~ —~ ~
Wy =~ UC C |:§ (1 — O') Ctz + OflVYV,t — ang‘%t

N 1 o N
‘oY — 5 (1=0) (6" +v)*Var {PM,t (z)} —on Yy,

"‘alG?OG,t — 042(;?5@4 + O + t.i-p.

181



where,

aqy (coefficient of }Afw) = poYgyy (B.11)
agy (coefficient of ?&t) = u (%) (B.12)
aqy (coefficient of ?M,t) = (1—90)vgms (B.13)
agyr (coefficient of ?J\Qh) = (1-9) (%) (B.14)
a; (coefficient of ?Oc,t) = (1—p)d (v (g0t (1 —cp) — gpaicy) + (1 — ) B-15)
ase (coefficient of ?th) = (1—p)dy <W) (B.16)

Now substituting,

Yu: = Ci + 57/—\‘AM,75 (B.17)
Yy: = C, — (1—0) fAM,t +(1—p) fOGV,t

Yot = C, — (1—-9) fAM,t - NfOGV,t

w, ~ UoC % (1-0)C2— % (1-0) (07 +v) #Var { P, (i)}
+ (ary + ayg + a1g) Cr + (ard — ary (1= 8) — arg (1 — 8)) Tunrs
+ (ary (1= ) — arep) Togys — (oo + asng + asg) CF — [aoard® + asy (1 — 6)?
+ase (1 — 5)2] AZM,t - (a2V (1- M)2 + a2GM2) TBGV,t
— (200006 — 209y (1 — 8) — 20006 (1 — 8)) CiTanss
— 2azy (1 — 1) — 2061) CiTocvs — (2006 (1 — 6) 1 — 200y (1 — 8) (1 — 1) fAM,thGV,t]

+O1? + t.i.p.
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Now we use the fact that }/}OG,h fOGw, ffw, are t.i.p. as they are natural levels.

athM,t = (?V,t +(1—-9) fAM,t —(1—p) T\OGV,t) fAM,t

= ?V,thM,t +(1-9) ij,t —(1—p) focv,thM,t

w, ~ UcC {—% (1-0) (0" +v)Var {ﬁM7t (@)}
+ [(Oén/ + aim + aig) — 202y (1 — ) — 2a96p) focv,t] Ci + [(a1md — aay (1= 0)
—a6 (1= )) = (20210 — 202y (1= 6) = 200 (1 = ) (Ve = (1 = 1) Tocve)
~ (2026 (1= 8) 11 = 200y (1= 0) (1 = 1)) Toave| Taea + (v (1 = ) — araps) Toave
{—% (1 —0)+ (2v + aan + Ozzc)} C? — [(aamd® + agy (1 = 6)® + s (1 — 6)?)

+ (1 =) (20200 — 202y (1 = 6) — 205 (1 — 0))] ffo,t — (aav (1 = p)? + asg?) fgaw}
+ 0] + t.i.p.

w ~ UCC[—%(l—é) (07 ) 0*Var { B, ()} + 51cC

. . o ~ ~
+BrramTane + BiroavIoavie — BacCr — Baram i — /BQTOGVTOGV,t]

+ 101> + t.i.p.
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where,

Birans (coefficient of fAM’t)

Borans (coefficient of T\jMJ/)

Biroc (coefficient of fOG,t)

Baroc (coefficient of féG,t)

Wy

Wy

Bic

Boe (coefficient of C?)

~

(coefficient of C}), =

_Uc C

(aqy + oaap + aie) — Lagy (1 — 1) — 2a0ap) T\OGV,t (B.18)
1

5 (1 —0) + (aav + azn + asg) (B.19)

(OélMd — 1y (1 — (S) — 011G (1 — (5)) (BQO)

— (20&2]\/[6 — 2042‘/ (1 — (5) — 20&20 (1 — 5)) <}/>V,t — (1 — ,u) j-\'OG’VJ)

— (2056 (1 — 8) pt — 200y (1 = 6) (1 — ) Tocvy

(a2ar0® + gy (1 — 6)* + asg (1 - 6)?) (B.21)
+ (1= 8) (202010 — 202y (1 — 8) — 20196 (1 — 8))

ar (1 —p) — aigu (B.22)
v (1= 1) + agap’® (B.23)

[(1 —8) (07 + ) 6°Var {ﬁM,t (z’)} — 28,00,

—281ramTams — 2BaroavTocve + 2B2cCF + 2BaranTane + 252T0GVT5GV¢}

+ 1O + t.i.p.

U C

+2B9ram (TflM,t -

+ 01 + t.ip.

{(1 —8) (07 + ) 6*Var {ﬁM,t (i)} + 2B, (63 - &06) +

t
Bac

B ~ = B =~
EITAMT vri ) + 2B9rocy Toav: — LGV Toav
ﬁQTAM

B 2TOGV
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Note here 510, Biram, Birocy are functions of shocks and By¢, Boranss Borocy are

constants.
Uc C ~\2
wo~ =25 [( = 0) (07" + ) 0*Var { Pary (1)} + 2800 (G = C7 ) +
~ ~\2 ~ - 2
+2B9ram (TAM,t - TAM,t) + 285r06v (TOGV,t - Toc:w) }
+ 1O + t.i.p.
where 2%1260 = C’t* , fgfﬁ = fj Mi> 2[;;0% =T, OG- The welfare function reduces to,
Uc C ~ ~\2
w, ~ == {(1 = 0) (07 + ) 0*Var { Pua (i)} + 280 (C7) +

~. 2 ~. 2 3 )
+209ram (TAM,t> + 2B5r0av <Tocv,t> ] + 1O + t.i.p.

Whel‘e Ct - Ct* - Ct*7 TAM,t - TZM,t - TIZM’t. SIHCG TOGV’t - TSGV,t’ and TgGV,t & TBGV,t

are functions of shocks, it is t.i.p. The lifetime welfare function is given by,

o0 . w,
Ey» B (UC G
t=0

) ~ ——EOZB { 9 +¢)92VaT{PMt()}+2620 (6’;)2+
28rar (T ] 101 + tip,

Using the following result from [Woodford (2003)[f]

E() Z 6tVa7" {ﬁM,t (Z)} ( am E() Z B 7TM,t
t=0

1—50{]\/[)(1—&]\/[ =0

Eogﬁt(%) ~ ——EOZB[ (Tass) —i—Ag(éj)Q—i—

T 3 .
AT <TAM,t> } + 10| + t.i.p.

IRefer to Chapter 6 of the book.
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o (1-8)(07 +¢)6

where A\ = A—Ba) (o) AG = 2By¢ and Amir, = 28574p- This implies,

S . W
Eogﬂ <UC C)

1
2

+

ATi
)\TI'M

AeiEo S5 [M re ()
t=0 M

~ 2
(Tiur) } +10]* + t.i.p.

B.2 Welfare losses in the absence of procurement

From Chapter 2, composite parameters v, ©; and O, are defined as,

~1)(1-¢,) —
_ 0-D-g) g o Cp (B.24)
0—1)(1—cp) O-1)(1-c)—0¢
1— [6(1—p)=1]\ A —0(1—p)
o _ (1 cpsy )y (B.25)
I [+ (L= 1) (7 = 0] (L= s P001) + ¢y,
CpS
o, — P39 ) B.26
2 Y@= 1+ (1 — p) (v — 1)8] (1 — ¢p8,7PA=m=1) + ¢,5, ( )
Ao = P s, (B27)

Whenc, =0,vy=1,®=0,0; =103 =0, = 0. Substituting these values in the
flexible price equilibrium equations (2.56) , (2.52) (2.53)and (2.58)) from Chapter 2, we

get

(Y+1) 2

(¥ +0)

-~
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where, A\t = (1—p) 52(” + ,uéflvyt + (1-9) A - The efficient equilibrium levels for

consumption, terms of trade, and output is given by the following:

Ax 510 . _ ﬁITAM T _ BITOGV
t = 55 o dami =57 i doevi = 57—
284c 2891 am 28yr06v

Ve o= (1=2) G+ AYpas + 1Ty, + (1= )T

When ¢, = 0, oy and aag, defined above in equation (B.15) and (B.16]) would reduce
to the following,

1+

azaz(l—u)5< 5

) s aue = (1 —p) dgoay

Similarly, substituting values of a1, a1y, a1, Qag, Qav, Aoy in equation (B.18)—(B.23)) ,

we get

Bic = gy + (1 —08)vgm: + (1 — 1) dvgoc

Biram = (1 - 5) 01 (QM,t — K9V — (1 - N) gOG,t)
1
Bac = <¢—2|—J) ; 52TAM:(1_5) (&)5

2
Birog = oY (1 — 1) (gve — goa.l

1
Baroc = p1o (w%) (1—p)

poYgye + (1 —0) wanys + (1 — 1) 0% 9o
Yv+o
M5(1+¢)A\V7t+ (1-0) (1+¢)A\M,t+ (1 _N)5(1+¢)121\G,t
V4o

(1+¢) ~

n n
= At: t
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(1+ ) Ang — p(L+) Ay — (1— ) (1 +9) Agy

Thr =
e (v +1)
= Anre — pAvy — (1— p) Agy = T\ZM,t
N A+ Ave—+¥) Al
Tocv: = = Avi — Ace = Toav,

(¥ +1)
Vo= GeOre¥

Where, 121\,5 = ILL(S/ZVJ + (1 — 5) A\M,t + (]_ — M) 6121\@7,5.

The lifetime welfare function thus becomes,

W, = Eotg(;ﬁt (%) ~ —%Eotg(;ﬁt |:)\7TM (7TM,t)2 + (0 + ) (2)2

+@+1)(1-46)d (TAM,t>2] + |O|)? + t.i.p.

where, Y; and TAM’t are gaps from the flexible price equilibrium.

B.3 Derivation of the aggregate goods market con-

dition, NKPC & DIS

We need to rewrite the manufacturing sector NKPC, the aggregate goods market condi-
tion and the DIS in terms of gaps from the efficient levels (instead of natural levels).

The aggregate goods market clearing condition is given by,

% == (1 - )\C)ét + /\C(]- - 5)TAM¢.
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Adding and subtracting the efficient levels, we get

(V-9r)£% = (1-0) (G- Cr) £ (1-2)C;

et = 8) (Tanse = Thags) + Aell = 0)Tas

kL 1 Uk )\C(l — 5) Tk A An
Ct - (1 _ /\C)Y; - (1 _ )\c) TAM,t - (Ct - Ct)
)\C(l B 5) T Tn 1 % Sn
- (1 — >\c) (TAM,t - TAM,t) + (1 — )\c) (3/15 - Y;f )
1 = A1-0)~

_ o T* *
(1 _ >\c) t (1 _ )\c) AM,t + Zl,t

% 1 % on s ~n - T n
where 27, = =) <Yt -Y, ) - (C’t - C’t> ETESN) (TAM,t - TAM,t) :

The manufacturing sector NKPC is,
Tt = BE ATt} + Av (0 +90q) 6% + )\M(SfAMJ
Adding and subtracting relevant the welfare relevant levels, we get

Tate = BB maresa b+ (0 +601) (Co = O ) dur (0 -+ 001) C+awd (Tanea = Titase ) M0 Tins,

e = BE AT} + A (0 +904) 6’: + >\M5i*1M,t + 23,
where 25, = Ay (0 +110) (@k - @”) + Ad <T\}§M7t - T\XMJg) :
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The DIS equation is:

(1—2X)

Vi = B{Vi} - (B = By {mea} = 77| = A (1= 0) B { ATuren |

Adding and subtracting the efficient levels, we get

(1 - )‘C)

(V-v) =% = B{Vn - er{vn) - B = By {ma} - 7]

2o (1=8) By { ATuasers = ATypepn } F e (1= 0) B { AThps 0 }

Re-arranging and substituting 7,11 = mar¢41 + 5AT\A M1 (as P = PjvtPj[’t‘s),

~ 1_)\0 = —Sk
Y;* — Et {}/;:_1} ( - ) |:Rt _Et {TrM,t+1} _rt:| +

(0

- A (11— 5)) E, {AfZM,tH}

. ~ Ao (1 —=9) =~ “~n
where 77 = 77+ E| {5ATAM,t+1} - WEt {ATAM,t—H - ATAM,H—I}

“aog (=) o B - Y

B.4 Optimal monetary policy under discretion

We need to minimize the welfare loss function subject to the aggregate NKPC. The

Lagrangian is given by,

M

1 A& . Aot (e )2
L, = min 5 |:7TMt+ o <C> + )\TAM (TAM’t> }

-, |:7TMt —A\u (U + 90, ) )‘M(STAMt *,t]
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The first order conditions are:

oL
87TMt,t = TMt— ¢1 =0
- C*) + éhr (0 +101) =0
80;‘ >\7rM t gbl M( ¢ 1)
0L, A (~
Ol _ T ) b Aad =0
aTZMJ >\7rM AM;t LA
This implies,
A~
M — —ﬁTZM,t
~ A O1) \;
CZ _ M(O’ ‘l‘)\di 1) M7TM7t
c
We know that,
- 1~ A1-6)~
CYt (1 _ )\c) t (1 . )\C) AM,t + Zl,t

Substituting for @* in the first order condition, we get

Tare — (1 — Ae)2i

Yr=—
t A A

~ [)\M (O’ -+ 1/1@1) (1 — )\C))\TI'M 4 /\c<1 — 5)5)\M)‘7rM
TAM

Let [/\M(UJF¢?I))‘WM 4 )‘6(1:5)6)‘1‘4)‘”1‘4 = X4, such that
by (A=A) A7,

Since ¢y = Tary + OAT ansy,
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where, 23, = Afj M- Substituting Tz m, from the FOC into the above equation, we get

A\,
TyMe = 7Tt+%A7TM,t_Z§,t
TN
52)\M)\TFM) [ 1 o~ 1 52 A Ans
m = —|1- Vit 21| — —V—7me + 48:31)
( A ) LXl=A) 7 X Azt

Lot (1 _ m) — X,

TAM

T ==Y, — 0 + 234

X1<1 — )\c) t XQXl Lt M1

TAM

To get the optimal value of manufacturing sector inflation, 7y, the consumption gap,
5,5* , the output gap, EN/t*, the terms of trade gap, T i and aggregate inflation, 7, we first
substitute the value of C; and T% a,¢ from equation (B.28)) and (B.29) into the NKPC.
We get

X3mye = BE, {7TM,t+1} + Zg,t

where X3 = |1+ Ay (0 4+ 90y) AM(”;@”’\”M + 62;\@“‘4} . Thus the optimal level 73, , is
é TAM ’

1 o0 6 7 .
m = — —_— z .
ME=X =\ X 24+

Substituting this in the first two FOC’s, we get the optimal value of Tvz am, and @* as,

T = _—)\NMAM(SL N (ﬂ)jz* 4
AM,t )\m X3 — X3 2,t+j

~ 2,t+7
)\C X3 par; X3
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Substituting this into equation (B.30)) , we get the following optimal value for SN/t*,

U * Xl - B g * *
Vi=—-(1-X) [E ]; (Z) Loy T 21y

Substituting this value in equation (B.31)) , we get the optimal value of aggregate inflation,

T, aS

XN X BY . .
TN [XS jzo (X3> Zapt T A1t

1 A |- <6 )j
— —Z* -+ Z* - R Z* _ .
X1 1,t 3,t X3 Am ]ZO X3 2,;t—14y

To get the optimal instrument rule, JSL;‘ we substitute the optimal values of ?t*, TZ e and

7, into the DIS equation. We get,

{2 )W}
[ (5 n ) S (2 2

J=0

- . 1
Rf = 71, —0oF, {Az17t+1} + X

Let <0X1 4 Amudud o ((HC)‘S A (1— 5))) — X,. This implies,
Ay (I=Ae) o

~ . (1_X) i 6 J . X - ﬁ J % *
Rt:rt+T34Et Z E 22,t+1+j +Y§Et Z ?3 AZ?,H-j _aEt {Azlvt'H}

=0 §=0
B.5 Optimal monetary policy under commitment

The Lagrangian is given by:

A& A/~ 2
Ly = _ min __AWMEO ok [W +— <C*> + —IAM (T* )
{mane, CF Thng o Tocv,et Z e ArM Axm ANt

—, <7TMt — BEATMi1} — A (0 + 960, ) - /\M5TAMt Z;,t)i|
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The first order conditions are:

OL
am\;t = Tut— P+ ¢ =0
8Lt )\5 (~
- C*) + o (0 +101) =0
act* )\7rM t ¢t M( w 1)
ot - Thase) + 006 = 0
aTZM,t /\ﬂM AM.,t Cbt M
From equations, (B.33) and (B.34)),
A& ~
— — O*
¢t )\ﬂ-M)\M (O' + ¢@1) t
A ~
_ __\TAM g
or ¢t - /\WM)\M(;TAM,t
such that from (B.32) we get
+ c o — c
e Aevidns (0 +001) 1 Ao (0 4 ¢6y)

P —
TAM TAM
T Mt +

Re-writing, we get,

~. ~. At A (0 + YO
G = G- = M(~ v 1)7TM,1t
c
~. ~. A M AMO
TAM,t = TAM,tfl_—)\N T Mt
TAM
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Using the value of a* from aggregate output in the above equation, and substituting the

following value of wy,

9

(Ac(l _pyAmndud | (1= Ao (o + w@1)>

A A&

we get

Y=Y ", —wimn — (1-=X) [Zik,t - Zit—l]

We now assume that ¢_; = 0, such that,

M0 = Qbo
which implies,
)\N
TAM
= —[TAM T
TM,0 ATI‘M)\M(S AM.,0
)\~
= C’*
)\ﬂ-M)\M (O' -+ w@ )

and 370* = —wimpo — (1 — )\0)2170

Writing the above equation recursively,

N*
Y, :—wlg'/TMtk_l_ Ezltk E:thlk

= —wlﬁMﬁt —(1- )\C)zit
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where P Mt = ]3th — ]3M7_1. Similarly,

5: = —Ww2 <13M,t - ﬁM7—1> = —w213M,t
j:';iM,t = —Ws3 <ﬁM,t — ﬁM7,1) = —W3ﬁM7t
)\ﬂMAM (O‘ + 1/191) )\NMAM(S
where wy = , Wy = ————
Ag Az

To get the optimal values of variables, we substitute the value of @*, f}; m,¢ in the NKPC.
Re-writing the NKPC,

ﬁM,t — ﬁM,t—l = 5Et {ﬁM,t+1 — ﬁM,t} + )\M (0' + w@l) 5: + AMész’t + Z;,t

ﬁM,t — ﬁM,t—l = [E, {ﬁM,t—H - ﬁM,t} + A\ (0 + 90y) 5: + /\MészM,t + Z;,t
Substituting values from above,

o~ ~ o~ .
Puyiy = waPprg1 + PwiEy {PM,t-H} T Wazyy

1
1+ 5+ Ay (04 ¢O1) wa + Aprdws

where, wy, =
Solving this difference equation,

~ ~ 2 .
Pury —waPp—1 — Pwa By {PM,t+1} = W42y,

PM,t—l |:—CU4 + F— ﬁW4F2} = W4Z;’t

such that, F"X; = X;,,. Let 511 and s be the roots of the quadratic equation,

1—+/1—4puw? d 1+ /1 —4pw?
anda sy =

25&)4 26&)4

n =
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Assuming, 5, > 1]

V' = —wiPue— (1= Aoz,
= 1=, 1—-X)
Py, = ——Y, _gzl,t

w1 w1

Substituting the value in the optimal price path above, we get

00 k
Y =mY - (1-X\) [Zl,t - %1Z1,t—1] - Zﬂ Z (Z) 29 t+k
k=0

Similarly,
0 k
T* _ T* w3 1 *
AMt = L a1 — T3 E — ] 2tk
s02/3 o \7%2

Rewriting DIS equation after substituting value of }N/t* and i*l Mgy We get

~ . = = o * *
R; = 7] +wsE, {PM,t+1 — PM,t} — m(l — ) B {21,t+1 - Zl,t}

where, ws = {1 -7 7 - q jAC) <(1 _OAC)(S A (1— 5)) w3}

~ ~ EN = o * *
Ry =7 +wsE, {PM,t+1 — PM,t} — —)\)(1 — ) B {Zl,t+1 - Zl,t}

(1-

25¢0 > 1 and 511 < 1 has been verified for the calibrated values of parameters of the model.
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Re-writing P Mt

%251@ 0
1 & = 1),
= m%%%(}@) 2,t+k—j
Therefore,
. 2 ws = 1\", o . .
R =i tws (50 — 1) Puet 5 ; (;2) z2’t+1+k—m(1—>\c)Et {21 — 24}
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Appendix C

Appendix: Chapter 4

C.1 Data Appendix

C.1.1 Data description for empirical evidence

For the VXO series, we use the CBOE S&P 100 Volatility Index’s daily series accessed
from the Federal Reserve Bank of St. Louis database from 1996 to 2018. The series
is available with daily frequency which we convert to quarterly series by taking simple
quarterly averages. We create a quarterly panel data for 12 economies from 1996:Q1 to
2018:Q4. We consider six AEs (US, UK, Canada, Japan, Australia and South Korea)
and six EMEs (Brazil, Indonesia, India, Mexico, Russia and South Africa).

The primary source for most of the macroeconomic series is the quarterly national
accounts data compiled by the Organization for Economic Cooperation and Development
(OECD). We consider a seasonally adjusted volume index for the following series: GDP,
private consumption, government consumption and private investment (GFCF). The
reference year for the all the data series in the dataset is 2010. For India we consider
the nominal series data (for GDP, private consumption, government consumption and
private investment (GFCF)) at current prices instead of the volume index data because

the volume index data for India is available from 2011:Q1. We later adjust the nominal
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data series with the CPI (consumer price index) for India to get real indices for all the
variables mentioned above.

We create trade balance (total exports-total imports) series from the quarterly nomi-
nal data series on total imports and total exports. To normalize the trade balance series
we take the ratio of the trade balance to GDP. We get monthly series on nominal ex-
change rates (currency per US dollar) from the OECD. We create quarterly nominal
exchange rate series by taking quarterly averages of the monthly series. The relative
consumer price indices (in terms of US dollars) data is used to capture the real effective
exchange rate. Any increase (decrease) in the index would thus mean currency appreci-
ation (depreciation).

We use short term interest rate (per annum) series to approximate the nominal interest
rate series (policy rate). We also consider money supply measures including broad money
and narrow money as control variables for local projections. We consider seasonally
adjusted narrow and broad money quarterly indices and adjust them with CPI series to
get real narrow and broad money series.

We get the country wise quarterly series on net portfolio investment (US dollars)
from the International Monetary Fund’s International Financial Statistics (IFS). We also
consider the net financial account (except exceptional financing) series as a control in
local projections. Finally we create a ratio of net portfolio investment to GDP and net
financial account to GDP to normalize the series.

We HP filter following series for the analysis: VXO, real GDP, real private consump-
tion, real government consumption, real private investment, trade balance ratio to GDP,
net portfolio investment ratio to GDP, net financial account ratio to GDP, real narrow
money and real broad money. The non-filtered series used during the analysis are CPI,
nominal exchange rates, relative CPI and short term interest rates.

We run panel data local projections on the above described dataset. To get the
impulse response on a single variable, with VXO being an impulse variable, we control

for all the variables with lag upto 4 periods over a horizon of 6 periods.
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C.1.2 Data description for calibration

We estimate the degree of openness parameter, x, to be 0.6, as the average trade share
to GDP of emerging market economies. To get this we use the World Bank’s country
level trade data for year 2015. We take the average for 13 emerging market economies,
namely: Argentina, Brazil, Chile, Colombia, Costa Rica, Hungary, India, Indonesia,
Mexico, Poland, Russia, South Africa and Turkey to get average value as 0.6. We get
the trade share of each country as a ratio of the total value of trade of a country with
the world to the value of country’s GDP, for year 2015.

The value of the initial parameter in the asset market condition, x, is estimated to be

—v

D
3.8. From the asset market condition, x = QO#
F,0

—+ is a function of the initial (begin-
0

ning of the time period) ratio of marginal utility of the domestic country to the foreign
country and real exchange rates. We calculate this using the OECD database on annual
national accounts. First, using the exchange rate and the consumption series at constant
prices of 2015, we get real consumption series in US dollars. We then calculate the av-
erage for EMEs and AEs from 2005-2015. We consider 13 EMEs namely: Argentina,
Brazil, Chile, Colombia, Costa Rica, Hungary, India, Indonesia, Mexico, Poland, Russia,
South Africa, Turkey, and 31 AEs namely: Australia, Austria, Belgium, Canada, Czech
Republic, Denmark, Estonia, Finland, France, Germany, Greece, Iceland, Ireland, Israel,
Italy, Japan, Korea, Latvia, Lithuania, Luxembourg, Netherlands, New Zealand, Nor-
way, Portugal, Slovakia, Slovenia, Spain, Sweden, Switzerland, UK and the US. We then
calculate the marginal utilities ratio using the utility parameter (inverse of IES) as 1.5.

[Calculation: x = (109293.4/266609) ! = 3.8].
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C.2 Technical Appendix

C.2.1 Derivation of the demand functions

Demand for a variety ¢ of domestic good by domestic households

o

/on (Cpy (z))”T‘l di] S

/ PD,t ('l) CD,t (’L) dZ - ZD,t
0

T ([ Bt ot Zt)]

1
1\ »
max Cp; = [(—)
Cp,:(7) n

subject to constraint,

Q=

1
L; = max [[(—)
Cp (i) n

First order condition,

| oty a

oL (1) = ,
s = 7 €007 (1) (Cou )7 = nePoe ) =0

o—1

For any two variety i1, 12, we get,

(Cpy <z'1>>§ Py, (ir)

(CD,t (22))_ PD,t (22)
v ([ Pps(i)\° _
Cpi(i) = (PD,t (i2)> Cp, (i2)
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Substituting the value in Cp,

o = G)i/on(cz?,t(il))"?ldz'l] -
|G L (G) o)

o

Q|

1

let [(3) Jo' Ppe(i2)" 7 dia] 7 = Pp,.

Above equation can be re-arranged for a variety ¢ as,

coctn=(3) (7)o

= [(2) el

Substituting the value of Cp, (i) = () <PD‘—t(i))7 Cp in the constraint,

where,

1
n

Pp ¢

" A1 Pp:(i)\ .
_ [t b = 7
/o P () <”)< Pp, > Oy D

(PD,t)lia (PD,t)U CD,t = ZD,t

PpCpr = Zpy
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Similarly it can be shown,

| L\ [ Pr ) 1 e
Cre (i) = <1 — n) < ;;iz)) Cry ; where Ppy = {(1 — n) / Pry (i)'~ dl}
Gy = (2) (P0) " cpwnere pi = (1) [ patmai]
* . 1 PF,t (Z) - * * 1 * —0 ﬁ
Cre (i) = — Pr, Cry where Pp, = | { T — PFt( )7 di

1

by maximizing Cr; = [(%);fl (Cry (z)) v dz] subject to f Py (1) Cpy (i) di =

n

Zre, Chy = [(2)7 i (Che ()™ dz‘]
Cr, = [(L)E fn (Cr. (z)) v dz}  subject tof Pty (i) Cy, (i) di = Z ,, respectively.

1-n

g _
o—1

subject to [" Pp, (i) Cp, (i)di = Z}, and

It can also be shown that expenditure Zr; = PriCry, Z, = PpChys Zry = PryChry

For the domestic and foreign goods in the total consumption basket

35)
§p—1|ép-1

Ep—1
max C; = [(ND)UfD (Cpy) 0 + (1 — MD)l/gD (Cry) o

Cp,t,Cryt
subject to,
PpCpy+ PpyCry = Z4
_&D
1/¢ tp-t 1/¢p fp-l | ep=t
L= |(np)*? (Cpy) 0 + (1= pp) " (Cry) o —Apt[PpiCpi + PpiCry — Zi]

The first order conditions are,

oL 1 §p-1_

aCp. (C)BT (up)eP (Cpy) 0 ' = ApPpy =0
it

oL 1 ép-1

G0 = ()T (1—pp) e (Cre) & ™ = ApaPry = 0
t
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Combining the above two conditions we get,

1- Pry\ *”
Cpy = (1= sip) < F’t) Cp.
Up PD,t

Substituting this value in the consumption bundle, we get

[ ¢ iy
¢p-1 1— Py, \ ~é0 D
G, = (MD)I/gD (CD,t> 0+ (1 - ND)l/gD <( ) < Fﬂf) CD,t>
1235) Pp
[ ép—t 1 1-¢ 1/¢ Ep—t 1—¢ 52721
_ (1p) o (kp) /¢p (Ppt) "+ (1 —pp) ™" (1 —pp) o (Pry) °" C
- Ep—1 _ Dt
i (1p) 0 (Ppy)'™*»

éD

Ep—1
= (MD)_I (PD,t)ED CD,t [,UD (PD,t)l_gD + (1 - MD) (PF,t)l_gD]

Assuming,

Py = [ (Po) % + (1= pip) (Pry) =7 7
o —1 £D 7§D
Cy = (up)  (Ppe)? Cpy(P)

CD,t = Up (TD,t)_gD Cy

Similarly substituting,
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in C; we get,

éD
~¢p X =
P €p-—1
C, = 1/¢p Hp Dt 8. 1— Vép (o L
t (luD) (1 — MD) PF,t Fit + ( luD) ( F,t) b
3
= (pyeo Crellr)®
(1 —pp)
Re-arranging the above equation,
P —€p
Cre = (1—pp) (%) Cy
t

Cry = (1—pp)(Try) 2 C,

Substituting the demand functions in the constraint,

PD,t —£p PF,t —£p
Ppipp B Cy+ Ppy (1 — pp) B Cy = Z

pp (Ppg) 2 + (1= pp) (Pre) 7

= C, = Z
(Pt> &b

PtCt = Zt

Similarly, maximizing the aggregate consumption bundle C} subject to the expenditure

on the bundle:

éF
Ep—1 Ep—1 | Ep-1

max G = | (up)" /4 (Ch,) T + (1= pp)*r (Cpy) 5
CD,tvC;«“,t

subject to,

* * * * _ *
PpCpy+ PrCry = Z7.
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We get the following,

CD,t = NF( ’t) C;

and
Pp,\ ¢
Cri = (1—pp) ( : ) Cy
Fit F P; t
« % 1-¢ x \1-¢ %
where P/ = [,LLF (PD,t) (1= pp) (PF,t) F} o

It can also be shown that total expenditure Z; = P;C}.

C.2.2 Derivation of Euler’s equation and labour supply equa-
tion
For domestic households,

(S (Hp,) "
1—vp 1+np

max U(Cy, Hp,) =
subject to the constraint,
Wp+Hp: + profitpy = P.Ct — Bpt + Ey {Bpt+1M; 111}

Writing the above constraints in real terms implies,

WpHpt + profit, PGy Bpg n E{Bpi+1 M1}

P Py P P,
B E. {B M,
wpiTpiHpy + Qpy = Cy— Dt i t{ D,t+1 t,t+1}
P Py
_ Wby _ Ppu
where wp,; = ot Tp: = -~ and (2p, are real profits.
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Maximizing the utility subject to constraint,

Ct,Hp,t,Bp 141 “—

Ly = max Z B [U(Cy,Hpt) + Apt (wpITp+Hpt + Qpi—
t=0

Cy +

Bp:  E {Bp+1 M1}
P, P,

The first order conditions are as follows,

oL
a_ci = Ul —PAp;=0
oL
8H[it = UI,:ID,t + )\D,th,tTD,t =0
oL Ap.E { M, A
_ _ Dt A Mi41} + BE, { D,t+1} —0
OBp 141 B P
where for the considered utility function, Ug, = (Cy)™"" Uy, , = —wp (Hp,)"? , thus
Ap: = (Cy)~"P
A wp (Hp )"
! wD,tTD,t
E {\
E{ma My} = ﬁM
ADt
1
here E; {M, = —
where t{ t,t+1} (1+Rt)
Similarly for foreign households,
r C* l1—vp H 1+np
max U(C}, Hpy) = L (CF) - wp—( £1)
1—vp 1+np

subject to the constraint,

WgiHp: + profitps = PfC{ — Brs + Briy1 By {Mtitﬂ}
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Writing the above constraints in real terms,

Wrillp, +profity PGP Bry N Ey {M;y 1 Bri }
Try Bp, | Ei {Mt*t+1BFt+1}
wpi——Hpy+ Q = Cf — —=+ : ’
Fit Qt Fit t t Pt* Pt*
where wp; = P* L Tpy = PFt,Qt XtP =, = Pf:,}l and () are real profits.

Maximizing the utility subject to constraint,

Bpy  E M} Bpii}

T * *
U(Cy, Hpt) + Ay (wFt_HFt + O -Cf + —- —

L= max E Ik
Cf HF4,BF i1 Qt Pt*

The first order conditions are as follows,

oL
— U, * T A — 0
aC cr b
oL Try
= U, A =0
DMt Hp, T ARIWEL—— 0,
oL _ _/\FﬁtEt {Mt*,tﬂ} + 6)\Ft+l —0
O0BF 11 Py Py
where for the considered utility function, Ug. = I'r, (C7) ™", Uy, = —wr (Hp)"

Ay = Tre(CF)7F
wWg (HF,t)nF Qt

A =
ot Wr Ly
* * Et {)‘Rt 1}
Ly {7t+1Mt,t+1} = 5Tt+
. 1
where Et {Mt,t—‘rl} m
t
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C.2.3 Derivation of price-setting equations

For domestic firms: since the domestic sector is a sticky price sector, (1 — ap) firms

which can optimize, maximize the following profit function,

[e.o]

%ﬂai?) Z Oélf)Mt,Hk (?D,t(i)YD,tH (l) - MCD,t+kYD,t+k (@))
bl j—o

Pp.(i)\
where YDHk(i):( D’t(z)) YD vk

&Ct oo . < . - . aYD t+k (’l) GYD t+k (2) )
— = M, Y + P ——= = MC —— ] =0
aPD,t (Z) kz:; Qp Vit ik Dt+k (2) D,t(l) (9PD¢(Z') D t+k aPD,t(i)
where M = -0 (FD’t(i) ) B = ! YDtk
p(7) Pp vk Pp(i)
_ _O_YE,tJrk (@)
PD,t<Z>

Therefore,

- N Yo (i Yok (i
ZO/BMLIH-/C <YD¢+}€(Z) + PD,t(Z) (_O—Lk()) — MCDJ_H{; (—O_M)) =0

prt Pp (i) Pp.(i)
My 1k MCp g1 Yp sk (i)
- . 0 k=0
PD,t(Z) = o—1 %)
> o My YD gy ()
k=0

The remaining ap share of the firms keep their price the same as the aggregate of last

year prices, such that the aggregate price in the manufacturing sector is

(Ppa(i))™ = ap (Ppe1(i)) ™ + (1 — ap) (Ppa(i) ~
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Writing the price equation recursively, note that the stochastic discount factor, M,

is given by
1

M, = —
tt+k (1 +Rt)

Now from the household’s optimization,

Mt t+k — Bk )\D ik Pt
)\Dt Pt+k

MCp ik Pp (i) I
Z ok, M, ko, LDtk \ Bpy, ) YDtk

P
FD (@) B o D,t+k D, t+k
R - 00 — . _
o—1 k M. Pp (i) 7 Y,
Z ap Mtk \ B, h Dt+k
k=0 ’
= kE ok ADi+k P P o+1 %
> apf Mog P CD 4k (Pp,i+r) D t+k
=0 Dt t+k
B oc—1 kAD AD,t+k Py o
Z aDB bt P (PD,t—i—k) YD,t—l—k

o0
- S (apB)* Apsswmep kT sk (Poivk)” Yok
5=0

1 & oo
g S (@B ApuskTosrk (Poavk)” " Yousk
=0

— k A Pp itk 7
= > (apB)” Apprsmep kTt 4k YD itk

Por_
Ppy 0 =0 b=t
PD i1 - o—1 o) P o—1
W Ltk
Z (OéDﬁ) Ap d+k LD vk ( ) YDtk
k=0 £l
o
- > (apB) Apassmcp ik TD itk (TDt X Tpg41 X Tpgta X e Tpgik)” YDtk
Tpt = —
k] o — 1 o0

> (OéDﬁ)k MDAk T D4k (TD4 X D41 X Tpiga X ..o 7TD,t+k)Jil YD itk
k=0

We can write 77}, in recursive form,

g XD,t
TD
o—1 ZDt

)

Tpt =
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where,

Xptr = ApiYpimepTps+ apf(mpis1)” Er{Xpti1}

Zps = MouYouToswk +apB (mpis1)’ " Ee{Zpii1}

Aggregate prices for domestically produced goods is given by,

oy = K%) /Onprt(i)l"di]lld

1 is a variety here.

[ rnap n
) / Prya(i)2di + / FD,t(z')lf’dz}
LJ O nap

) :naD (Ppi-1 (i))l_a +n(l—ap) (FD,t (i))lig]

dropping ¢ due to symmetry,

—0 - — 1—
(Po)"™" = ap(Pp,1)"7+ (1 —ap) (Ppy)

(PD’t)(l—O') _

G
g

1
1—0o

Poc= [a (Pocs) ™"+ (1= ap) (Po) ']

Re-writing this in recursive form yields,

1

—0 - -0 1=
Pp, (PDH)l <Pm)
— = |« : +(1-« ’
Ppis P\ Ppis (1=ap) Pps
Tpt = [O{D + (1 — OéD) (fD,t)l_U] 1=

Similarly for foreign firms, where (1 — ap) firms can optimize, they maximize the follow-

ing profit function,

Dk N My (Pra(i)Yeg, (i) = MCryyi Yy, (7))
Bl p—o
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_ Pro(i)\
where Yp14(7) = it< ) Yriik
Pr ik

To get the price setting equation,

oo
> @Il%M:HkMOF,tJrkYF,tJrk (4)
k=0

_ . o
_ P .
> aFMt,t+kYF7t+k?(Z)
k=0
which can written recursively as,
Try = — Ara
Fit — Fit
—1 Ly

where,

Xpy = )\F,tYF,thF,tg +apf (WF,tH) Ei{Xpii1}

t
T % o—1
Zpy = /\F,tYF,tﬂ +apf (7TF,t+1) E{Zpi}
t

The aggregate foreign producer’s price inflation is given by,

_1
W;,t = [Oép + (1 — Oép) (fp’t)l_a} 1=e

C.2.4 Equilibrium
Aggregate demand functions for the domestic and foreign produce

Total demand for each variety ¢ of the output produced by domestic firms,

Ypu(i) = Cpu(i) =nCp, (i) + (1 —n)ChH, (i)

() (D) Tern-n () (R
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Note, Pp (i) = X;P}, (i), Pps = X; P}, where X; is the nominal exchange rate. Real

X/ P} P
exchange rate Qy = =5+, T; = Pgi Thus,

ey = n(3) () corra-m () (7)o
_ (ij?—;;ii)>_a [Cm N (1 ; n) C}S,t}

Pp:(1)\ °
— (2 y
(%) v

Total demand for agricultural produce, Yp; = Cp; + (I_T”) Ch ;- Aggregate demand,

Yp+, can be re-written as,

1—n .
Yp, = OD,t+( o )CD,t

B PD,t —§D 1_n PB,t —fF .

= MD(?t) Ct+( - )'UF(P_t* C;
PB,t —r Pt —<€p o
1253 Pr a t

Pp,\ P i X,Ppi \ [ Ppy\*P

(B) “Dt+< n >”F<XtPtQt p)

PD,t —£p [ 1— PD,t Ep—E€r .
= (Tt) MDG:‘*‘( " )#FQtF <Tt Cy

I
VN
:o\pﬁ
N——

i
o
=
-]

Q
+
VRN

—_
3|
3

—_
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3
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Similarly, total demand for each variety ¢ of the output produced by foreign firms
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can be written as,

Ypi (i) = Cry (i) = nCpy (3) + (1 —n) Ok, (7)

1\ (Pri()\ " 1—n\ (PE,G)) "~ .
— ) ) C
n(l—n) ( Pr, Crat l—n PF*‘,t F7t

where total demand for agricultural produce, Yr; = ﬁCF,t + CF,- Aggregate demand,

Y+, can be re-written as,

n
Ypy = ——C Cr
Fit (1 — n) Fit + Fit

n P —£p Px o\ ¢ .
- =) () e - (F) o

t

n Pr, —<£p X, Pp, —€r
- - TF 1— ’ Cr
(1 ”D) ( P ) Ct+( IMF) (XtQtpt) t

A=) t
- (M) [(1 LG i (T) () c:]
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Labour market equilibrium

For the domestic country, aggregate labour supply would equalize aggregate labour de-

mand in equilibrium,

1 [ (Po, )\
where Dispp,; = —/<L(l)) di

Re-writing Dispp, in recursive form,

n

Dispps % O/ap (PD,t—l(i»_U(;D(j)_—UOJD) (Poa() "
) st [ R

Ppia\ "’ PpiPpia1\
= ap ( Dt 1) Dispps—1+ (1 —ap) (PD’t PD7t 1>
; Dt I'D—1

DZ'SpDﬂg = Qp (7TD7,5)U DiSpD’t_l + (1 — OéD) (ﬁD’t)_a (WD’t)U

= (mpy)” apDisppy—1+ (1 —ap) (Tpy) ]

Pp i

where Disppy1 =+ [ (PDt ! Z)> di.
0
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Similarly, in the foreign country labour supply in equilibrium would be,

Y;
Hp, = —AF’t Dispry

Fit
1 (PR
where Dispp; = (1 — n) /n (%i)> .

and Dispp; can be written recursively as,

Disijt = (ﬂ'}yt)a [OJFDZ'S]?F,tfl + (1 - Oép) (ﬁF,t)_U]

1 (Pp, ()77 ;.
fn ( IFD* : ) dZ.

Fit—1

where Disppy_1 = (L)

1-—n
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