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SUMMARY. For ppa msmpling achemes whion 1he charactoriatic under atudy and the selec-
tion probabilitio nro poorly correlated, it ia shawn how cuxtomary estimators of population totel can bo
modified to yiell ewtimalors which are more preciso than customary onea in the senso of having smaller
oxpectod varianco under a super population modol, Tho rsults entnblished in this paper aco extensions
of similur results proved by Rao {1960). A rosult conjecturel by Rno (1000) conreming Murthy's
eslimator {1057) in this connection in khown 1o bo truo.

1. INTRODUCTION AND STATEMENT OF TIE PROBLEM

Consider a population 7 =(Uy, Uy, ..., Upr..., Uy) of N clements. Let

%, anil Yy respectively denote the values of some Pand ¥ characterintics of Uy, Unless

otherwiso stated the subzeript jruns from | through N, Itis nssumed that TPy =1.

Consider now the problem of estimating " = X¥; on the basis of a sampling schomo

{8, P} ={(s, p(#)) : ¢S} defined on 7 where 8 denotea the et of samples to bo selected

fromz-and p{s) denotes tho probability of sclection associnted with the xamplo a(s ¢ 5).
We restrict our attention to the following class of unbinsed estimators of Y,

(20

=Zb0YP) )
whero E{b,) = Py and b,y is the coeflicient of (I, ) in ) (s ¢ S).

It ia well-known that when Y and Py ave highly correlated, estimators liko
1,48) in rampling schemes with probabilities Py lead to considerablo gain in efficiency
s compared with the customary estimators like n-1Zy, suitable for equal prolmbility
sampling. However, in surveys, whero popul of several ch teris-
tics ave to bo estimated on the hasis ol' somo mn\phng schemo with probabilities P,
it is likely that soma characteristics will bo highly correlated with P, whilo others
may be poorly correlated and sometimes even uncorrelated with P For examplo
Rao (1066) considers an example of chicken population wherein the number of
ehickens in a farm and the farm sizo aro very poorly correlated.  In this cnso estimates
of total number of chickens obtained on tho basia of farms selected by probabilities
proportional to farm size, are likely to be ineflicient. For such situations Rao
(1966) has suggested alternative estimators of Y under several sampling schemes.
Theso estimators ean bo obtained by substituting N Y, P, fory;in 4,(s) given in (1). Theso

® This paper was weitton by Dr. T'. K. Pathak after acoing tho puper by De. J. N. K. Ruo sent fur
publication in Sankhyd and which appeara in Uhia number. Dr. Pathnk’s papee in boing published in the
samo number with tho pennixsion of Dr. J. N. K. Rno.—Editor,
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estimators nro likely to have smallct mean square error than the correspondiog
unbiased estimators 7,{s) particularly in small samples. Tho bins of suoh estimators
remaing the samo for all snmple sizes unless ¥y and P; are uncorvelated in which coss
they are unbiased. Under a super population model Rao (1066) has shown that
tho now estimators have smalier oxpoeted varinnce than tho corresponding unbinsed
estimators of ¥ for somo sumpling sek For pling with wnequal probabilities
without replacement of size two, Rao (1966) leaves open the problom of comparing
Murthy's estimator (1957) and tho new cstimator obtained from it.

In this note we give a genersl treatiment of tho problem considered Ly
Ruo (1066}, and solve tho problem concerning Murthy'a estimator (1957).

2. A NBW ESTIMATOR

Under tho eatlier deseribed sampling sehemo (S, P) = (s, p(s)) : 8 6 S} dofined
on x, consider tho following eslimator

(®) = NE b,%, )

which is obtained by replacing Y, by N¥,P, in {,(s) given in (1).
Sinco

Eftfs) = Y;, we {3)

wo can easily geb E{ty(s)} by substituting NY,P; for Y in tho right side of (3).

Therefore E{4s)) = NLY,P;. we (4)
Thus tho bias in fy(s), B(), is givon by
D) = NTY,P—LY,
= NE(Y,—NNIZY)(P—N-)
= Ncov (Y, P). e (B)

1t is avident from (5) that £(s) will bo unbiased if Y; and Py are wncorrolated.
It is also important to note that tho bins remains tho same for all samplo sizes.  Espeoi-

ally for small samples when ¥ and P, aro poorly correlated, the bias may bo expocted
to be small relative to tho standard crror.

Now in ordor to compare the two estimators, 1:(s) and 1(s), wo congidor the
following model (Rao, 1066).

Yy =miq . (8

where ¢; aro mutually independent and satisfy ele)| Py) = 0 and o{e;| P) = a (3 > 0),
¢ and v respeetively denoting the expectation and tho varinnco undor the given model,
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Tt s ensy to seo that under the model (6), wo have
e V(1 (N} = (RIS, — Eb) YD R
= E{| }_‘(b,,—l:'b,,))’,/l’,])+E([c().‘(b,,—L‘b,,))',/I’,)]')
=aSV(,) 05+ mrV(Eh,(P)) e (T

‘where £ and ¥ respectively denoto the expectation and the varianee under the given
mampling schemo.

Tt is also atraightforward to verify that
VI = aNIE V)4 naNTVEh,) e (8)
‘The following theorem asserts that unider somo regularity conditions, satisfied

by many cstimatoes in practice, ef V(l;(a))) & eVt

Theorem 1: Let the estimator 1) given in {1) satisfy Xb, = 1 for all samples
and TV(5,)P} > NIZV(b,). Then under the model (8)

(Ve < e(Vile)) e (9)
tehere £{s) is the estimator obtained by replacing Y, by NY Py in t,(s).
Proof :  Evidently
(V)= F (e
=aZV(b,)[P;—aNEV(b,) 4 mV(ED, [ P) —mN*V(Zh,)
> mtV(Eb,IP) > 0 o (10)
sinoe by assumption V(Eh,) =0 and
V(b )P} > NIZV(b,).
This complotes the proof.

Corollary 1: e{V(ia))} < V(L ()} if V(b)) = e\ Py—cyP3, where ¢, and ¢,
are non-negative scalara,

Remark: In practico the verificntion of tho inequality IV(,)/F} >
NIV (h,) will bo greatly facilitated if wo know V(b,). An casy way of computing
T'(h,)) when we know V{1(a)), is to let ¥; = Py and ¥y = 0 for all §° 5 j in V{t(s)).

We mention without going into details that
(i) Viby) = P{1—P)in
in sampling with unequal probabilitics with replacement,
(i) Vib,y) = (1=(u=D)n(¥N = 1) +k(n BN - 1))P(1— Py
in the Rao-Hartloy-Cochran sampling schemo (1862) and
i) Vib,) = Pn—P}
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for the Horvitz-Thompson estimator (1952) in pps rampling withont replacement of
size n. Ax a consequence of Corollaty 1. we hava

(T & o i)
in all these cnses,

In the next section we prove the conjocture by Rao (1966) concerning
Murthy's estimator (1957).

T MURTHY'S ESTIMATOR
n pps sampling without replacement of size two, Murthy's estimator (1957)

of the population total ia given by

1ul8) = g (L=pdhipy + (1 —pyJ0/P2) - (1)

(2= p —s)
where the symbols have theic wsual meanings.

The modification of 1,(s) lends to the following estimator

X
e = T=r=r (1= pdin+{1—p)}ya)- e (12)

Rao (1960) has conjectured that f3(s) has smaller expeoted variance than
1.{s) under the modlel (8). We proceed now to prove this conjeoture.

For Murthy's estimator (1957) tho oondition b, =1 is satisfied. Further
we have

Vib) = ,-}m P,P,.(1~Py— P )2 —Py—P,). . (13)
Thus S(Fne) < e{Pitule)

N
if ?,_’f,, PyPp(1—Py— Pp)2—Py— Py ) (P;E—NY 0. - (H)

To prove (14), we mnko use of tho following lemma.
Lemma 1: Lt (Uy, V), ..oy (Uy, V), oo, (Uy, V) bo N paira of real mumbers,
Then UV > N-YSUXEY) o {15)

S U=Us> 0if and only if Gff) Vi=Vy > 0 Jor all LEQL k=1, 2, .00, N,
T
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The proof of tho lemma i3 omitted.
To prove (14), it suftices to prove that
y
}:’, z, Pu(1=P— P2 —P— Py (P —=N"P) 5 0. . {10)

Letting
Uy= Py =Ny,

X
d Vi= X Pul=P=Pu)2—P—PL)",
s 1= 2 AP Py e=F— by
we find that U-Uy >0 iT P=P; 50
¥V, 3 D Py P y-1
and V-V, = [r_,.;”=ﬂ DALy = P2 Py= Py YN 2= Py— Py ]

HPO= PP —-PYR—D =L 5 0
iff PPy 0.
‘Therefore, U~U,2 0 iff V=V > 0.
Henee, from Lomma 1, we have

¥
S X (Pu(1— P P )2— P Py AP = NP
S (BB P =P Py B - N

>NUL X P (=PRI PSP YR 0 (1)
sinoo Py 5 N
Thus Rao's conjecture that

{I"(ne) < e(Vitule))}
is indeed truo.
Incidentally for estimating V(fa)), it is trivial to verily that if o{/,{e)) is
an unbiased estimator of P{(s)), then an wnbinsed estimator of F(£(4)) can bo got

by replacing ¥y by NY,P, in ot fe)).
Yor interesting applications of Theorem 1 in u varicty of siluations, the reader
may refor to the paper by Rao (1066).
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