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## ABSTRACT

In device to device (D2D) communication, two users residing in close proximity can directly communicate between themselves, through a common channel, without the need of a base station. A pair of D2D users forms a link and a channel needs to be allocated to it. The interference relationship among the active links at time $t$ is modelled in terms of a interference graph. To establish interference-free communication, we have to assign a channel and some power to each link such that the required signal to interference plus noise ratio (SINR) criteria is satisfied for each link. Since channels are costly resources we have to minimize the maximum channel used at time $t$. Due to the movement of the D2D users, a channel allocated at time $(t-1)$ may create interference at time $t$. Hence a link may require to switch its channel to maintain its SINR. Channel switching produces delay and hence an additional overhead. Hence, to maintain quality of service, the total number of channel switches or perturbations at time $t$ should also be minimized. Since each transmitter has a limited battery power, minimizing the total power allocated at time $t$ is also an objective of minimization. Note that if we allocate each link a different channel then each link has no interference from other links. In that case, total perturbations is zero and each link can operate with the minimum power, resulting total power requirement to be the minimum. But the maximum channel used is huge in that case.Thus the maximum channel used, the total perturbations and the total power requirement have natural trade-offs among them. Due to the hardness, optimizing maximum channel used, total perturbations and total power requirement, owing to their respective trade-offs is a challenging task. In this thesis, we have developed a randomized algorithm as well as its parallel version which can minimize the maximum channel (color) used, in expected polynomial time. To
minimize the total perturbations, we developed a centralized and a decentralized differential coloring technique as well as a random coloring technique. We calculated expected perturbations produced by each of them. To minimize a cost defined as a linear combination of the maximum channel used and the total perturbations, we proposed a geometric prediction based and a graph union based approach and calculated the expected cost produced by them. Finally to minimize a cost defined as a linear combination of the maximum channel used and the total power requirement, we proposed a randomized joint channel and power allocation technique and calculated the expected cost and energy efficiency produced by it. For each problem, we theoretically analyse the performance of our algorithms, compare with existing state-of-the-art solutions and verify the analysis through simulation.
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## NOTATIONS

| Notation | Meaning |
| :--- | :--- |
| $C(t)=\left(c_{i}(t)\right)$ | Color/channel vector at time $t$, where <br> $c_{i}(t)$ <br> is the color/channel allocated to ver- <br> tex/link $i$ at that time. |
| $X(t)=\left(x_{i}(t)\right)$ | Power vector at time $t$, where $x_{i}(t)$ <br> is the power allocated to vertex/link $i$ at <br> that time. |
| $n$ | Total number of vertices/links. |
| $I_{i}(C(t), C(t-1))$ | 1 if $c_{i}(t) \neq c_{i}(t-1)$ otherwise 0 |
| $Y(t)=\max _{i=1}^{n} c_{i}(t)$ | Maximum color/channel allocated at <br> time $t$ |
| $A(t)=\sum_{i=1}^{n} I_{i}(C(t), C(t-1))$ | Total number of perturbations at time $t$ |
| $P(t)=\sum_{i=1}^{n} x_{i}(t)$ | Total power of all links at time $t$ |
| $\alpha$ | Relative weight between $Y(t)$ and $A(t)$ or <br> $Y(t)$ and $P(t)$ |
| $\bar{Y}$ | Interference graph at time $t$ |
| $\delta(t)$ | Maximum degree of $g(t)$ |
| $\Delta(g(t))$ | Degree of vertex $i$ at time $t$ |
| $\delta(i, t)$ | Average $Y$ |
| $\bar{Y}$ |  |


| $\bar{P}$ | Average $P$ |
| :---: | :---: |
| $\bar{f}$ | Average $f$ |
| $\overline{E E}$ | Average EE |
| Throughput | Average Throughput |
| $G(n, \lambda)$ | Random graph with $n$ vertices and expected average degree $\lambda$ |
| $\operatorname{SINR}_{i}(t)$ | Signal to noise plus interference ratio (SINR) required at link $i$ at time $t$ |
| $G_{i j}(t)$ | Gain from transmitter of links $j$ to receiver of link $i$ at time $t$ |
| $h_{i j}^{\text {fast }}(t)$ | Fast fading from transmitter of links $j$ to receiver of link $i$ at time $t$ |
| $h_{i j}^{\text {slow }}(t)$ | Slow fading from transmitter of links $j$ to receiver of link $i$ at time $t$ |
| $S_{D L}$ | Set of D2D links |
| $S_{C L}$ | Set of cellular links |
| DL | D2D link |
| CL | Cellular link |
| $\eta_{i}(t)$ | Residual power at link $i$ at time $t$ |
| $\pi$ | A permutation of pseudo-vertices |
| $L(\pi)$ | Set of all orders that could be generated by permuting vertices within a pseudovertex, while keeping the order of pseudovertices intact as in $\pi$. |
| $\sim_{n}$ | $x(n) \sim_{n} y(n) \Longrightarrow \lim _{n \rightarrow \infty} \frac{x(n)}{y(n)}=1$ |
| $\lesssim n$ | $x(n) \lesssim_{n} y(n) \Longrightarrow \lim _{n \rightarrow \infty} \frac{x(n)}{y(n)} \leq 1$ |


| $\gtrsim n$ | $x(n) \gtrsim n y(n) \Longrightarrow \lim _{n \rightarrow \infty} \frac{x(n)}{y(n)} \geq 1$ |
| :--- | :--- |
| $h(n)$ | $y(n)=h(x(n)) \Longleftrightarrow x(n) \lesssim n y(n)$ |
| $H(x)$ | $\lim _{x \rightarrow 0} \frac{H(x)}{x}=0$ and $\lim _{x \rightarrow \infty} \frac{H(x)}{x}=0$ |
| $O(x)$ | $f(x)=O(g(x))$ if $\exists x_{0}, c_{0} \in[0, \infty]$ s.t., |
|  | $\forall x \geq x_{0} f(x) \leq c_{0} g(x)$ |
| $\Omega(x)$ | $f(x)=\Omega(g(x))$ if $\exists x_{0}, c_{0} \in[0, \infty]$ s.t., |
|  | $\forall x \geq x_{0} f(x) \geq c_{0} g(x)$ |
| $\Theta(x)$ | $f(x)=\Theta(g(x))$ if $f(x)=\Omega(g(x)) \&$ |
| $o(x)$ | $f(x)=O(g(x))$ |

Table 1: Summary of Notations
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## Chapter 1

## Introduction

The rapid advancement of mobile communication technology has inspired more and more mobile users to demand for varieties of applications over wireless networks. Media-rich mobile applications involving streaming of video and multimedia files require sufficiently high data rates. Nowadays users are using different devices to communicate and hence total number of wireless devices are increasing day by day. Each device requires a channel and a power to communicate. In traditional cellular network, devices communicate via the base station (BS) through a channel. Due to explosion of number of users under a BS and scarcity of channels, BSs are not been able to provide a channel to each users under it. Device to device (D2D) communication is a paradigm shift in cellular networks which helps reducing the load of BS and also the outage of mobile devices at the cell edge, through spectrum reuse. In D2D communication, a pair of proximity users can communicate directly among themselves with or without the help of a BS which are referred to as operatorcontrolled (OC) and device-controlled (DC) respectively [1, 2, 3, 4, 5, 6, 7, 8, 9, 10]. The architecture that supports D2D communication is primarily based on two tiers, namely macro-cell and device tiers [5]. The macro-cell tier consists of the conventional cellular communication where the BS communicates with a mobile device or a mobile device communicates with the BS by forming a cellular link
(CL). In device tier, two proximity users communicate by forming a direct device to device link (DL) between them. Depending upon the frequency reuse factor, D2D communications can be classified as underlay or overlay. In underlay scenario, DLs and CLs share the same set of channels whereas, in overlay scenario, DLs and CLs use different set of dedicated channels. In this thesis, we consider both operatorcontrolled and device-controlled scenarios and primarily deal with overlay type of communications in the device tier architecture of the network.

A pair of proximity D2D users forms a link and communicates directly over a channel. Each link has a transmitter and receiver and operates on a channel. Transmitter of each link allocates a power subject to the maximum available power at that time, to transmit signal to its receiver. Receiver of a link gets interference from the transmitter of every other link running on the same channel. Each link has a data rate requirement. To fulfill that data rate, signal to noise plus interference ratio (SINR) must be more than a predefined threshold.

Since channels are costly we have to minimize the maximum channel used at time $t$. Since power of transmitter of a link is a limited resource, we also have to minimize the total power used. Since users are moving and the network topology changes over time, channel and power allocated to a link may need to be changed over time to maintain the required SINR. Thus a channel assigned to a link at time $(t-1)$ may not remain as an interference-free channel anymore at time $t$ and hence we have to do channel switching which invites switching delay and degrades quality of service (QoS). Channel switch also increases packet loss probability. To maintain QoS, we also have to minimize the total number of channel switches or perturbation. It is evident that if we can afford to allocate different channel to each link then no perturbation will be needed and also each link will be able to operate with minimum power. But in that case, maximum channel used will be large. This implies that there is a natural trade-off between maximum channel used, total perturbation and total power requirement. Owing to these trade-offs,
we choose our minimization objective as 1) the maximum channel used, 2 ) the total perturbation 3) a linear combination of the maximum channel used and the total perturbation and 4) a linear combination of the maximum channel used and the total power requirement respectively.

For first three objectives we simplify the problem as follows. Note that here we are not considering total power requirement as a part of the minimization objective and leave its allocation to the base station. Since the channel gain is a decreasing function of distance, we can neglect the interference between two links if the distance between transmitter of one link and receiver of the other link is more than some threshold distance called the interference range. Thus we essentially considering two links are interfering if the transmitter of one link and the receiver of the other link are within the interference range. Hence the interference relationship of the active links can be considered as an interference graph, where each link is a vertex and two vertices have an edge between them if corresponding links are interfering with each other. Since two users forming a link reside in close proximity, a link can be represented by the point, the midpoint of the line joining the transmitter and receiver of the link, with respect to the large geometric region. Since both of the endpoints of a link are moving, the corresponding midpoint will also move with certain velocity. We term the velocity with which the midpoint of a link is moving, as the velocity of that link. We also assume that for the considered transmission time both users of a link are residing within the transmission range of each other, i.e., the link remains active for that time period. For a large geometric region, due to law of large number and central limit theorem, the average number of links per unit area will converge to a finite constant. Hence interference graph can be considered as a random graph whose average degree is a finite constant. Since interface graph evolves over time, the vertices of it remains the same because links are active for the considered transmission time. Note that minimizing the maximum channel (color) is equivalent to solving graph coloring problem which is a well-known NP-
complete problem [11]. It is also known that providing $n^{1 / \epsilon}$ approximation $\forall \epsilon>0$ is NP-hard [12]. On the other hand, if we retain the previously allocated channels of the links at the current time instant, some monochromatic edges (an edge whose both endpoints are colored with the same color) may appear in the interference graph. We term the graph induced by these monochromatic edges as a conflict graph. Note that to produce minimum perturbation, we essentially have to recolor each vertex in the minimum vertex cover of the conflict graph. Since finding the minimum vertex cover of a graph is NP-complete [11], minimizing the total perturbation is also a NP-hard problem. It is also known that providing $2-\epsilon$ approximation $\forall \epsilon>0$ is also NP-hard [13]. For the last objective, we consider the general problem of the allocation of both channel and power to the active links. More specifically, we allocate both channel and power to each of the active links such that the required SINR is satisfied for each link.

This thesis mainly deals with the resource allocation problem in D2D communication. It focuses on developing algorithms for channel and power allocation in presence of interference so that the subsequent allocations require minimum maximum channel, power and channel switching. It is evident that for each of these problems, either providing an approximation algorithm with approximation ratio better than a constant factor, or providing any approximation ratio at all, is also NP-hard $[12,13]$. Hence authors developed different heuristic approaches to solve these problems. These heuristic approaches mainly performed a sophisticated random search to find the optimum, but they did not provide a theoretical guarantee of hitting the optimum. On contrary, this thesis focuses on developing expected polynomial time randomized algorithms to find the optimum. We essentially proposed centralized, distributed as well as parallel algorithms to solve these problems. For each problem we have theoretically analysed the performance our algorithms. These theoretical results are also validated through extensive simulations. Finally we compared our results with state-of-the-art algorithms, both theoretically and
through simulations.

### 1.1 Related Literature

Several authors [14, 15, 16, 17, 18] have studied the problem of resource allocation in D2D communication. A nice survey of various resource allocation schemes in D2D communication can be found in [8]. In [19] authors propose a joint mode selection and resource allocation solution based on branch-and-bound method. They developed low-complexity algorithms according to the network load. Here one CL can only be paired with one DL. In [20] authors discussed an analytical model of resource allocation. They use Shannon's capacity based approach for mode selection, channel and power allocation to maximize the data rate. They considered that one CL can be paired up with only one DL. In [15, 16, 21], energy efficient mode selection techniques were discussed. In [22] authors discussed a energy saving coding design. In [23], a power minimization solution for the joint channel allocation and mode selection problem in D2D communication is proposed. In [24] a resource allocation and data transmission procedure is described for operator controlled D2D communication. In [25] different strategies to minimize power were discussed. In [26] authors optimizes resource allocation and power control between the cellular and D2D connections that share the same resources subject to maximum transmit power or energy limitation. They apply greedy algorithm for channel and power allocation. In their set up one CL can be paired with only one DL. In [27] the close relationship between power allocation and channel allocation had been shown. In [28, 29, 30] authors propose various channel assignment algorithms where both cellular and D2D users share channels. In this underlaid scenario, cellular and D2D users may interfere with each other. Here, one channel could be used by one cellular user only whereas, a single channel might be used by multiple D2D users. In [31, 32, 33] authors developed channel assignment algorithms for D2D
communication through graph coloring based approach. In this thesis, we adopt the graph coloring based approach and develop various schemes for minimizing maximum channel/color, total perturbation and total power.

### 1.1.1 Minimizing the maximum channel

The problem of minimizing the maximum color required to color the interference graph such that no monochromatic edge exists, is essentially the classical graph coloring problem, which is a well-known NP-complete problem [11]. It is also known that providing $n^{1 / \epsilon}$ approximation solution, $\forall \epsilon>0$, of the graph coloring problem is also NP-hard [12]. A good survey of heuristic algorithms for graph coloring can be found in $[34,35]$. Recently a reinforcement learning based local search algorithm [36], a modified cuckoo algorithm [37], a hybrid evolutionary algorithm [38], a feasible and infeasible search based algorithm [39] and a parallel ordering based algorithm [40] are developed for graph coloring problem. Greedy coloring is the natural choice for this problem, which visits vertices of interference graph following an order, and while visiting a vertex $v$, it puts the minimum color that is absent in all neighbors of $v$. Since performance of greedy coloring is order dependent, several authors have proposed methods to find good orders such as largest-degree-first [41], Kempe-order [42] and Dsature-order [43]. Largest-degree-first sorts the vertices of a graph according to non-increasing order of their degrees. Authors of [41] have shown that with this ordering a graph having degree sequence $d_{1} \geq d_{2} \geq \cdots \geq d_{n}$, has maximum color $\leq 1+\max _{i} \min \left(d_{i}, i-1\right)$. Kempe-order is generated as follows. We find a vertex with minimum degree in the graph and push it into a stack and remove it from the graph. Recursively apply this step on the residual graph till the graph become empty. Then pop the elements from the stack and this will give the Kempe-order. Dsature-order is generated as follows. Choose a random vertex and enqueиe it into a queue. Calculate the saturation degree of all the vertices, not in queue, as defined bellow. The saturation degree of a
vertex is the number of it's neighbors in the queue. Now choose the vertex with the maximum saturation degree and enqueue it into the queue. Continue this process till the queue contains all the vertices of the graph. Dequeue the elements from the queue and consider this order as the Dsature-order. Since finding an optimum order, among all possible $n$ ! orders, is a hard problem, several authors have developed different search heuristics to find a near-optimum order. Some of them are based on simulated annealing [44], genetic algorithms [45] and tabu-search [46, 47]. Simulated annealing is a probabilistic heuristic where the probability of accepting a worse solution is decreased over time. In genetic algorithm, a set of orders is considered initially. They had been subject to mutation, cross-over, and selection to generate a set of better orders. Tabu-search minimizes the objective gradually, keeps a record of previous steps to prune the chance of repetition, and chooses a worsening move when stuck in a local optimum. It is evident that most of these heuristics may eventually reach a poorer order than the current best order during the search process. In this thesis, we developed a randomized algorithm which given the interference graph $g(t)=(V(t), E(t))$, solves the channel allocation problem via graph coloring formulation in expected $O(|V(t)|+|E(t)|)$ time and space complexities. The salient feature of our algorithm is that it never searches poorer order than the current best order .

### 1.1.2 Minimizing the total perturbation

The problem of assigning colors to the vertices of the interference graph such that total perturbation is minimized, is essentially equivalent to find a minimum vertex cover of the conflict graph, which is also an NP-complete [11] problem. It is also known that providing $2-\epsilon$ factor algorithm $\forall \epsilon>0$ for minimum vertex cover is also NP-hard [13]. A 2-approximation algorithm to find vertex cover can be found in [48]. There also exist several decentralized algorithms for finding vertex cover of a graph [49, 50, 51, 52]. As argued in [53] and to the best of our knowledge a few work
had been done to maintain coloring of a graph which evolves over time with the objective of minimizing total perturbation. Authors in $[53,54,55]$ have studied this problem with the property that at time $t$ only one edge could appear or disappear. They call this incident as an update and try to maintain the coloring of the graph on a per-update basis. They fix a maximum color for the graph and upon occurrence of an update, change the color of some other vertices so that the proper coloring of the graph is maintained. To do that they partition the vertex set of interference graph into different subsets and arrange the subsets into different labels. Upon occurrence of an update, they exchange vertices between different labels. In their approaches they maintain various in-variants and use additional data structures. In [53] authors proposed a bucket based approach, which has later been improved by [54] in terms of required time per-update. In [55] authors proposed a randomized algorithm which partitions interference graph into different labels and maintains the expected number of colors of interference graph $g(t)$ in $\log (\Delta(g(t)))$ time per-update. Here $\Delta(g(t))$ is the maximum degree of $g(t)$. In [56] a dynamic-fit algorithm is developed to solve the time varying graph coloring problem for selected classes of graphs like trees and products of graphs. An agent-based algorithm [57] and greedy approach [58] are developed to color dynamic graphs. In our problem set up, at time $t$, some monochromatic edges may appear in $g(t)$ and we consider recoloring them together such that total perturbation $A(t)$ is minimized. To minimize $A(t)$, we propose a centralized and a decentralize differential coloring (DC and DDC) technique and a random coloring ( RC ) technique.

### 1.1.3 Minimizing both maximum channel and total perturbation

Owing to the natural trade-off between maximum color $Y(t)$ and total perturbation $A(t)$, in [59] authors first considered the cost function as $f(t)=Y(t)+\alpha A(t)$ and proposed a SNAP and a SMASH approach to solve the problem. SNAP colors $g(t)$ using incremental coloring (IC) [59], $\forall t$. IC colors vertices of $g(t)$ following a
random order and while coloring a vertex it applies first-fit if there is no incident monochromatic edge into it. First-fit essentially puts the minimum color to a vertex which is absent in all of its neighbors. On the other hand, SMASH minimizes $A(t)$ through minimizing the size of vertex cover of the conflict graph. In $k+1$ time interval SMASH builds a SMASHed graph $g_{s}^{k}(t)=\bigcup_{\tau=0}^{k} g(t+\tau)$ and colors it applying IC, and retains that color for next $k$ time instances. Though in this case, perturbation occurs only once in $k+1$ time instances, but to build a SMASHed graph, they require future information, which may not be available. In this thesis, we have proposed a perturbation sensitive greedy coloring (PGC) technique which can find minimum $f(t)=Y(t)+\alpha A(t)$ given $g(t)$ and channel allocation at time $(t-1)$, in expected $O(n)$ time and space complexities. Since coloring of future graphs are functions of coloring of current graph, to reduce expected cost $\mathbb{E}[f(t)]$ we have also proposed a graph union based approach (GU) which uses the past information to build a union graph and colors it with PGC. To minimize $\mathbb{E}[f(t)]$, we also propose a geometric prediction (GP) based approach which using the current position and maximum velocity of the users, builds a predicted graph and color it using DC.

### 1.1.4 Minimizing both maximum channel and total power

There are several algorithms which deal with the problem of optimizing both total power $P(t)$ and maximum channel $Y(t)$. Authors choose different objectives while allocating channels and powers. Most of them set the objective to maximize as spectral efficiency (SE) or energy efficiency (EE). SE [60] and EE [61, 62] are two well adopted maximization objective in power and channel allocation in D2D communication. In SE data rate per spectrum is maximized whereas, in EE, data rate per spectrum per energy unit is maximized. In [27] authors formulate the resource allocation problem as a non-convex optimization problem to minimize
power. In [17] authors discussed the method to maximize the minimum weighted energy efficiency of D2D links while ensuring maximum data rate in cellular links. In $[63,64]$ authors propose matching based algorithms for EE maximization. They consider that each DL can pairs with at most one CL and both can operate on the same channel. They form a two-step solution of the problem where the first step differs. In the first step of the algorithm proposed in [63], a game theoretic approach is employed to analyze the interactions and correlations among the users and subsequently an iterative power allocation algorithm is developed to establish mutual preferences. Whereas, the optimal power that is required to optimize EE for each DL-CL pair is found in the first step of the algorithm proposed in [64]. In the second step, both algorithms find a stable matching of DL and CL using Gale-Shapley algorithm [65]. It is evident that Gale-Shapley algorithm provides a pareto-optimal solution of stable matching problem. Note that the performance of the second step is highly dependent on the performance of the first step and as a result, stable matching may produce highly sub-optimal solution. In [10] authors propose a mixed integer non-linear programming (MINLP) for EE maximization. In their problem setup, the number of DLs is at most the number of CLs and also one DL can be paired with at most one CL. They then solve the EE maximization problem in two-step. For a given DL-CL pairing, they propose a method to minimize the energy consumption. To efficiently form the DL-CL pairs they propose a random switch-based iterative (RSBI) algorithm. RSBI starts with a random DL-CL pairing and then taking random steps tries to minimize the energy consumption. Authors of [66] propose a graph coloring and group reforming based D2D resource allocation and power control (DRAPC) algorithm. Here multiple DL can be paired with one CL. They first run a color based grouping algorithm for channel and power allocation. Then they run different algorithms for power control, member adding and throughput rising. Since different algorithms are interdependent, performance of one algorithm depends on the other. Also there is no guarantee to hit optimum.

Since both power and channels are scarce resources, we set our minimization objective as $f(t)=Y(t)+\alpha P(t)$ and developed a randomized joint channel and power allocation (RJCPA) algorithm to find the near optimum solution. We have shown that RJCPA also minimizes EE efficiently.

### 1.2 Scope of the thesis

In this thesis, we formulate the resource allocation problem as a cost minimization problem where cost is defined as $Y(t), A(t), Y(t)+\alpha A(t)$ or $Y(t)+\alpha P(t)$. We consider $C(t)=\left(c_{i}(t)\right)$ and $X(t)=\left(x_{i}(t)\right)$ as the channel and power vector, where $c_{i}(t) \in\{1,2, \cdots n\}$ and $x_{i}(t) \in\left[0, \eta_{i}(t)\right]$ are the channel and power allocated to link $i$ at time $t$. Here $\eta_{i}(t)$ is the maximum power available at the transmitter of link $i$ at time $t$. We first consider the problem of minimizing the maximum color $Y(t)=\max _{i} c_{i}(t)$. To minimize $Y(t)$ we essentially have to solve the graph coloring problem. Greedy coloring is the most natural solution of this problem. Greedy coloring visits the vertices of $g(t)$ following an order $S$ and while visiting a vertex $v$, it puts the minimum color that is absent in all of its neighbors. Here we assume that colors are positive integers starting from 1 and denote the maximum color $Y(t)$ used in $C(t)$ as the span. We show that the set of orders with span $Y(t) \leq k$ can be partitioned into disjoint subsets of equivalent orders. Next, we propose a selective search (SS) algorithm, which takes $\rho$ as an input parameter, selects $\geq \rho$ orders each from a different set of equivalent orders with high probability, applies greedy coloring on them, and returns the color vector with minimum span. We analytically show that by evaluating the same number of orders, SS performs better than greedy coloring with high probability. We further propose an incremental search heuristic (ISH) which $\rho_{1}$ times executes SS with parameter $\rho_{2}$ and returns the color vector with minimum span. A parallel version of ISH called PISH is also proposed, which essentially calls $\operatorname{SS} \rho_{1}$ times in parallel. We prove that ISH solves the graph
coloring problem in expected $O(|V(t)|+|E(t)|)$ time and space complexity. We have evaluated ISH and PISH on 136 challenging benchmarks and shown that they significantly outperform 10 existing state-of-the-art algorithms mentioned in [ $67,68,37,69,70]$. Finally we have validated our theoretical findings by evaluating ISH and greedy coloring on random graphs. This work is presented in Chapter 2.

Next we consider the problem of minimizing the total number of channel switches or total perturbation $A(t)=\sum_{i} I_{i}(C(t), C(t-1))$. Here $I_{i}(C(t), C(t-$ $1))=1$ if $c_{i}(t) \neq c_{i}(t-1)$ else 0 . We first show that minimizing $A(t)$ given $g(t)$ and $C(t-1)$ is a NP-hard problem. Then to minimize $A(t)$, we propose a centralized and a decentralized differential coloring (DC and DDC) technique and a random coloring ( RC ) technique. DC and RC are centralized and runs at the base station, while DDC runs at the user end. All these algorithms first set $C(t)=C(t-1)$ which in effect may create some monochromatic edges in $g(t)$. Let $g_{c}(t)$ be the graph induced by those monochromatic edges. We then apply a 2-approximation maximal matching based technique to find a minimum vertex cover $V_{c}(t)$ of $g_{c}(t)$. DC removes the color of the vertices in $V_{c}(t)$ and then recolors them by applying first-fit on a random order of the vertices. First-fit puts to a vertex the minimum color that is absent in all of the neighbors of that vertex. RC does thfit instead of first-fit. Random-fit puts to a vertex a random color from $\{1,2, \cdots, k\}$ that is absent in ae same thing as DC with the exception that it applies random-ll of the neighbors of that vertex. Here $k \geq \Delta(g(t))+1$, where $\Delta(g(t))$ is the maximum degree of $g(t)$. Using the channel state information from the base station, and performing message exchange among the links within $\leq r$ distance apart, DDC minimizes $A(t)$. It applies the maximal matching based algorithm on $g_{c}(t)$, without actually building the $g_{c}(t)$, in a decentralized manner. We theoretically calculate $\mathbb{E}[A(t)]$ and $\mathbb{E}[Y(t)]$ produced by DC, DDC and RC and compare with existing approaches mentioned in [53,54, 55]. This work is presented in Chapter 3.

Next we consider the problem of minimizing the combined objective $f(t)=$
$Y(t)+\alpha A(t)$. Since $g(t)$ s are evolving over time, $f(t+1)$ is a function of $C(t)$. Considering the sequence of $g(t)$ s, we aim to minimize $\mathbb{E}[f(t)]=\mathbb{E}\left[\lim _{T \rightarrow \infty} \frac{1}{T} \sum_{t=0}^{T} f(t)\right]$. With this objective we propose a geometric prediction (GP) based approach and a graph union (GU) based approach. GP uses the current position and maximum velocity of the users to predict the future, on the other hand, GU uses the past information to minimize $\mathbb{E}[f(t)]$. Considering $k$ as an input parameter, in every $k+1$ time intervals, GP builds a predicted graph $g_{p}^{k}(t) \supseteq \bigcup_{\tau=0}^{k} g(t+\tau)$ which is a super-graph of the union of the current and all possible graphs that may appear within next $k$ time intervals and color it using DC. Then it retains the color of this predicted graph for next $k$ time intervals. Since perturbation can only occur once in current and next $k$ time intervals, perturbation is reduced by $k+1$ factor, at the expense of increased color requirement. Next we propose a perturbation sensitive greedy coloring (PGC) technique which finds the minimum $f(t)$ given $g(t)$ and $C(t-1)$, in expected $O(n)$ time and space complexities, which is asymptotically minimum among all algorithms which can solve this particular problem. In contrast to GP, GU builds a union graph $g_{u}^{k}(t)=\bigcup_{\tau=0}^{k} g(t-\tau)$ and colors it using PGC. We calculate $\mathbb{E}[f(t)]$ produced by GP and GU and compare that with existing approaches mentioned in [59,53,54,55]. This work is presented in Chapter 4.

Finally we consider the joint power and channel allocation problem (JPCAP) whose objective is to minimize the combined objective $f(t)=Y(t)+\alpha P(t)$, where $P(t)=\sum_{i} x_{i}(t)$ is the total power allocated at the links at time $t$. We reduce the problem of minimizing $f(t)$ to the classical graph coloring problem and thereby show that it is NP-hard and also providing $n^{1 / \epsilon}$ approximation to JPCAP $\forall \epsilon>0$ is NP-hard. Next we propose a mixed integer linear programming (MILP) formulation for this problem and subsequently develop a greedy channel and power allocation (GCPA) algorithm for it. GCPA works by taking an order of the links as input. We show that there exists an order of the links on which if GCPA is applied it
will provide an optimal solution. Then we develop a method to search orders efficiently. We show that an order is equivalent to many orders. We develop an incremental algorithm (IA) which searches orders from different equivalent sets and thereby evaluating less number of orders, it essentially explores large number of orders. Finally, using IA, we design a randomized joint channel and power allocation (RJCPA) algorithm to find the near optimum solution. We also theoretically calculate the expected cost $\mathbb{E}[f(t)]$ and energy efficiency (EE) produced by RJCPA. Moreover, we identify some special cases where RJCPA can produce optimal result in expected polynomial time. We perform extensive simulations to show that RJCPA outperforms both the two-step approach [64] and RSBI algorithm [10] with respect to both cost and EE significantly. Finally we validate our theoretical findings through simulations. This work is presented in Chapter 5.

### 1.3 Organization of Thesis

In chapter 2 we consider the minimization of $Y(t)$ and for that we propose randomized algorithm, called incremental search heuristic (ISH) and its parallel version PISH, which solves it in expected polynomial time.In chapter 3 we minimize $A(t)$, for given $Y(t) \leq Y_{\text {max }}$ and propose a centralized and a decentralized differential coloring algorithm (DC and DDC ) and a random coloring (RC) algorithm to solve it. In Chapter 4 we consider the minimization objective as $Y(t)+\alpha A(t)$ and propose a geometric prediction (GP) based algorithm and a graph union (GU) based algorithm to solve it. GP uses predicted future information and GU uses past information. In chapter 5 we consider the minimization objective as $Y(t)+\alpha P(t)$ and develop a randomized joint channel and power allocation (RJCPA) algorithm to solve this problem. Finally in chapter 6 we conclude the thesis.

## Chapter 2

## Minimizing the maximum channel

### 2.1 Introduction

In this chapter, we formulate the resource allocation problem as a cost minimization problem where cost is defined as $Y(t)$. In D2D communication several D2D links are placed in a large geometric region. We are considering here D2D overlaid scenario, where a separate set of channels are available for allocating the D2D links. Each D2D link $i$ requires a channel $c_{i}(t)$ to communicate at time $t$. Since channels are costly, we have to reuse the same channel/color to multiple links. A pair of links operating on the same channel may interfere with each other if the receiver of one link resides within the interference range of the transmitter of the other link. Hence at time $t$, the interference relationship among the active device to device links (DLs) can be modelled as an interference graph $g(t)=(V(t), E(t))$, where each DL is considered as a vertex $v \in V(t)$ and a pair of vertices forms an edge if their representing links are interfering to each other. So our problem is to find a channel/color vector $C(t)=\left(c_{i}(t)\right)$ of $g(t)$ such that the span $Y(t)=\max _{i} c_{i}(t)$ gets minimized and there does not exist any monochromatic edge in $g(t)$. It is evident that the problem is equivalent to graph coloring problem which is one of the fundamentally known NP-complete [11] problem. Since for this particular
problem $Y(t)$ depends only on $g(t)$, from here onward in this chapter, we will consider $g(t), C(t), V(t), E(t)$ as $G, C, V$ and $E$ respectively.

Greedy coloring is the natural choice for this problem, which visits vertices of $G$ following an order $S$ and while visiting a vertex $v$, it puts the minimum color that is absent in all neighbors of $v$. Since performance of greedy coloring is order dependent, several authors have proposed methods to find good orders, as summarized in the related work section of the introduction. However, most of the existing heuristics may eventually reach a poorer order than the current best order during the search process. In contrast to that we propose a selective search (SS) algorithm which never searches poorer order than the current best order. SS starts with an order $S$ and applies greedy coloring on it and returns a color vector with span $k$. It then partitions $V$ into $k$ independent sets having same color, called pseudo-vertices. To reduce span further, it chooses a random permutation of the $k$ pseudo-vertices, a random order $S^{\prime}$ from it, and applies greedy coloring on $S^{\prime}$. It can be shown that the span generated by the new order is $\leq k$. SS repeats the procedure considering $S^{\prime}$ as $S$. SS abort the process when $\rho$ consecutive unsuccessful attempts to reduce span occur, where $\rho$ is a input parameter. We analytically show that SS is better than greedy coloring when executed on the same number of orders, with very high probability. We show that, SS starting with a particular order $S$ may not hit the optimum even if all $k$ ! permutations are considered. To evaluate each order with a positive probability, we propose an incremental search heuristic (ISH) which simply calls SS with parameter $\rho_{2}, \rho_{1}$ times and reports the minimum span produced by them. We have shown that ISH solves the graph coloring problem in expected $O(|V|+|E|)$ time and space complexities, which is minimum among all possible randomized algorithms for this problem. For time efficient solution using multiple possessors we also developed a parallel versions of SS and ISH called PSS and PISH respectively. We simulate ISH and PISH on 136 well-known benchmarks and show that both ISH and PISH hits the best known span. Also time taken by ISH
and PISH are significantly better than 10 states of the art algorithms. We validate our theoretical findings by evaluating ISH and greedy coloring on random graphs as well.

### 2.2 Key Ideas

Consider a graph $G(V, E)$ with $n$ vertices $v_{1}, v_{2}, \cdots, v_{n}$, where $V$ is the set of vertices and $E$ is the set of edges. Let $S=\left(v_{l_{1}}, v_{l_{2}}, \cdots, v_{l_{n}}\right)$ be an arbitrary order of the vertices of $G$, where $1 \leq l_{k} \leq n$. Assuming colors are positive integers starting from 1, let $c\left(v_{l_{k}}\right)$ be the color of vertex $v_{l_{k}}$ obtained by applying greedy coloring on $G$ following order $S$. Recall that greedy coloring colors the vertices of a graph following a specific order of the vertices and while coloring a vertex it puts the minimum color that is absent in all of its neighboring vertices. Hence $c\left(v_{l_{k}}\right)$ depends only on the colors assigned to the vertices $v_{l_{1}}, v_{l_{2}}, \cdots, v_{l_{k-1}}$ that appear before $v_{l_{k}}$ in S. Moreover, greedy coloring always produces a no-hole coloring. A coloring of $G$ is a no-hole coloring if it uses all colors between 1 and its maximum color. Given $S$, let $C=\left(c\left(v_{1}\right), c\left(v_{2}\right), \cdots, c\left(v_{n}\right)\right)$ be the color vector obtained by applying greedy coloring on $G$ following $S$. Note that greedy coloring essentially is a function $\mathbb{F}$ which takes graph $G$ and an order $S$ of its vertices as input and produce a color vector $C$ as output. That is $C=\mathbb{F}(G, S)$. Note that in the color vector, colors of the vertices are stored in the ascending order of their vertex indexes. That is, if $l_{1}=5$, then $v_{5}$ will be colored first by the greedy coloring but its color will appear in the fifth position in $C$. With respect to the resulted color vector obtained by greedy coloring, an order may be considered as equivalent to another order as formally defined in Definition 1.

Definition 1 (Equivalent order) Let $S_{1}$ and $S_{2}$ be two orders of the vertices of $G$. Then $S_{1}$ and $S_{2}$ are equivalent to each other if and only if $\mathbb{F}\left(G, S_{1}\right)=\mathbb{F}\left(G, S_{2}\right)$.

The span of a color vector $C$ denoted by $\operatorname{span}(C)$ is the total number of distinct
colors in C. As colors start from 1 and greedy coloring produces no-hole coloring, $\operatorname{span}(C)$ is essentially same as the maximum color used in $C$.

Definition 2 Let $S_{1}$ and $S_{2}$ be two orders of the vertices of $G$. Then $S_{1} \triangleleft S_{2}$ if and only if $\operatorname{span}\left(\mathbb{F}\left(G, S_{1}\right)\right) \leq \operatorname{span}\left(\mathbb{F}\left(G, S_{2}\right)\right)$.

Note that $C=\mathbb{F}(G, S)$ essentially partitions the graph into $k=\operatorname{span}(C)$ vertex disjoint independent sets each of which contains all the vertices of a particular color. We call each such independent set as a pseudo-vertex as formally defined in Definition 3.

Definition 3 (Pseudo-vertex) Let $S$ be an order of the vertices of $G$ and $C=\mathbb{F}(G, S)$ with $k=\operatorname{span}(C)$. A pseudo-vertex $V_{i}=\{v \in V: c(v)=i\}$ is a subset of vertices of $G$ all of which get color in $C$, where $1 \leq i \leq k$.

Definition 4 (Cardinal order) An order $S=\left(v_{l_{1}}, v_{l_{2}}, \cdots, v_{l_{n}}\right)$ of the vertices of $G$ is said to be a cardinal order if $C=\mathbb{F}(G, S)$ such that $c\left(v_{l_{1}}\right) \leq c\left(v_{l_{2}}\right) \leq \cdots \leq c\left(v_{l_{n}}\right)$.

Let $\Pi(S)$ be the set of all permutations of $V_{1}, V_{2}, \cdots, V_{k}$, and $\pi=\left(V_{l_{1}}, V_{l_{2}}, \cdots, V_{l_{k}}\right) \in$ $\Pi(S)$ where $1 \leq l_{i} \leq k$. Let $L(\pi)$ be the set of all orders generated from $\pi$ by permuting vertices within the same pseudo-vertex but keeping the order of the pseudo-vertices intact. Then all orders in $L(\pi)$ are considered as orders represented by $\pi$. Let $N_{k}=|L(\pi)|=n_{1}!n_{2}!\cdots n_{k}!$, where $n_{i}=\left|V_{i}\right|$, $\forall i$. Let $\pi_{0}(S)=\left(V_{1}, V_{2}, \cdots, V_{k}\right) \in \Pi(S)$. It is evident that each order $S^{\prime} \in L\left(\pi_{0}(S)\right)$ is a cardinal order.

Theorem 2.2.1 Let $S$ be an order of vertices of $G$ and $V_{1}, V_{2}, \cdots, V_{k}$ be the $k$ pseudovertices of $C=\mathbb{F}(G, S)$. Let $\pi=\left(V_{l_{1}}, V_{l_{2}}, \cdots, V_{l_{k}}\right) \in \Pi(S)$. All orders $\in L(\pi)$ are equivalent to each other.

Proof: Let $S_{1}, S_{2} \in L(\pi)$ such that $S_{1} \neq S_{2}$. Also assume that $S_{1}=\left(v_{r_{1}}, v_{r_{2}}, \cdots v_{r_{n}}\right)$, where $1 \leq r_{i} \leq n$ for all $i$. Let $C_{1}=\mathbb{F}\left(G, S_{1}\right)$ and $C_{2}=\mathbb{F}\left(G, S_{2}\right)$. To show that $S_{1}$ is
equivalent to $S_{2}$, we have to prove that $c_{1}\left(v_{r_{i}}\right)=c_{2}\left(v_{r_{i}}\right)$ for all $v_{r_{i}}$. We prove this by induction on $i$. Since $V_{l_{1}}$ is an independent set $c_{1}\left(v_{r_{1}}\right)=c_{2}\left(v_{r_{1}}\right)=1$. Hence the base case is done. Our induction hypothesis is, for all vertex $v_{r_{j}}$ appears before $v_{r_{i}}$ in $S_{1}$, $c_{1}\left(v_{r_{j}}\right)=c_{2}\left(v_{r_{j}}\right)$. We now left to prove $c_{1}\left(v_{r_{i}}\right)=c_{2}\left(v_{r_{i}}\right)$ Let $v_{r_{i}} \in V_{l_{m}}$. Note that $c_{1}\left(v_{r_{i}}\right)$ and $c_{2}\left(v_{r_{i}}\right)$ depend only on the colors of those vertices which appear before $v_{r_{i}}$ in $S_{1}$ and $S_{2}$ respectively. All the vertices of $V_{l_{1}}, V_{l_{2}}, \cdots, V_{l_{m-1}}$ and some vertices of $V_{l_{m}}$ may only appear before $v_{r_{i}}$ in both $S_{1}$ and $S_{2}$. Since $V_{l_{m}}$ is an independent set, eventually $c_{1}\left(v_{r_{i}}\right)$ and $c_{2}\left(v_{r_{i}}\right)$ depend only on the vertices that belong to $\bigcup_{j=1}^{m-1} V_{l_{j}}$. But according to our induction hypothesis, $c_{1}\left(v_{r_{j}}\right)=c_{2}\left(v_{r_{j}}\right)$ for all $v_{r_{j}} \in \bigcup_{j=1}^{m-1} V_{l_{j}}$. Hence the proof.

Theorem 2.2.2 Let $S$ be an order and $V_{1}, V_{2}, \cdots, V_{k}$ be the $k$ pseudo-vertices of $C=$ $\mathbb{F}(G, S)$. Then for each cardinal order $S^{\prime} \in L\left(\pi_{0}(S)\right), S^{\prime}$ is equivalent to $S$.

Proof: Let $S^{\prime}=\left(v_{r_{1}}, v_{r_{2}}, \cdots, v_{r_{n}}\right)$ and $C^{\prime}=\mathbb{F}\left(G, S^{\prime}\right)$, where $1 \leq r_{i} \leq n$ for all $i$. To show $S^{\prime}$ is equivalent to $S$, we have to show that $c\left(v_{r_{i}}\right)=c^{\prime}\left(v_{r_{i}}\right) \forall i$. We will apply induction on $i$ to prove this. For $i=1$ the proof is trivial. Hence the base case is done. Our induction hypothesis is, $c\left(v_{r_{j}}\right)=c^{\prime}\left(v_{r_{j}}\right)$ for all vertices appearing before $v_{r_{i}}$ in $S^{\prime}$. Note that $c^{\prime}\left(v_{r_{i}}\right)$ depends only on the colors of those vertices which appear before $v_{r_{i}}$ in $S^{\prime}$. It is evident that all the vertices which have been colored with less than $c\left(v_{r_{i}}\right)$ in $C$ must appear before $v_{r_{i}}$ in $S^{\prime}$ according to the construction of $S^{\prime}$. Hence $c^{\prime}\left(v_{r_{i}}\right)$ cannot be less than $c\left(v_{r_{i}}\right)$. Some vertices which have been colored with $c\left(v_{r_{i}}\right)$ in $C$ may also appear before $v_{r_{i}}$ in $S^{\prime}$. But all such vertices belong to an independent set in $G$. Hence $c\left(v_{r_{i}}\right)=c^{\prime}\left(v_{r_{i}}\right)$. Hence the proof.

Theorem 2.2.3 Let $S$ be an order and $V_{1}, V_{2}, \cdots, V_{k}$ be the $k$ pseudo-vertices of $C=$ $\mathbb{F}(G, S)$. If $\pi=\left(V_{l_{1}}, V_{l_{2}}, \cdots, V_{l_{k}}\right) \in \Pi(S), \forall S^{\prime} \in L(\pi), S^{\prime} \triangleleft S$.

Proof: Let $S^{\prime}=\left(v_{r_{1}}, v_{r_{2}}, \cdots, v_{r_{n}}\right)$, where $1 \leq r_{i} \leq n$ for all $i$. Let $C=\mathbb{F}(G, S)$ and $C^{\prime}=\mathbb{F}\left(G, S^{\prime}\right)$. Let $v_{r_{i}}$ belongs to the pseudo-vertex which is in $m_{i}$-th position in $\pi$.

Our claim is that $c^{\prime}\left(v_{r_{i}}\right) \leq m_{i} \forall i$. Since $1 \leq m_{i} \leq k$, if our claim is true, then we can immediately conclude that $\operatorname{span}\left(C^{\prime}\right) \leq k=\operatorname{span}(C)$.

So we are left to prove our claim. We prove this by induction on $i$. Since all vertices belong to the first pseudo-vertex in $\pi$ get color 1 in $C^{\prime}$, our claim is trivially true for all such vertices. Hence base case is done. We now consider in induction hypothesis that for all vertices appear before vertex $v_{r_{i}}$ in $S^{\prime}$ our claim is true. This implies that our claim is true for all vertices which belong to the pseudo-vertices of $C$ appeared before $m_{i}$-th position in $\pi$. Note that $c^{\prime}\left(v_{r_{i}}\right)$ depends only on the colors of those vertices which appear before $v_{r_{i}}$ in $S^{\prime}$. There are $m_{i}-1$ pseudo-vertices before $m_{i}$-th position in $\pi$. Hence according to our induction hypothesis, the colors of the vertices belong to those pseudo-vertices are at most $m_{i}-1$. Note that some vertices belong to the pseudo-vertex in $m_{i}$-th position may also appear before $v_{r_{i}}$ in $S^{\prime}$. Since each pseudo-vertex is an independent set, $c^{\prime}\left(v_{r_{i}}\right)$ does not depend on those vertices. Hence $c^{\prime}\left(v_{r_{i}}\right) \leq m_{i}$. Hence the proof.

Example 1 We now illustrate the essence of theorems 2.2.1, 2.2.2 and 2.2.3 using the graph shown in Figure 2.1(1). Greedy coloring on $S=\left(v_{1}, v_{2}, v_{3}, v_{4}\right)$ produces color vector $C=(1,1,2,3)$ with pseudo-vertices $V_{1}=\left\{v_{1}, v_{2}\right\}, V_{2}=\left\{v_{3}\right\}$ and $V_{3}=\left\{v_{4}\right\}$ respectively. Note that $\Pi(S)=\left\{\left(V_{1}, V_{2}, V_{3}\right),\left(V_{1}, V_{3}, V_{2}\right),\left(V_{3}, V_{2}, V_{1}\right),\left(V_{3}, V_{1}, V_{2}\right)\right.$, $\left.\left(V_{2}, V_{1}, V_{3}\right),\left(V_{2}, V_{3}, V_{1}\right)\right\}$. Consider $\pi=\left(V_{3}, V_{1}, V_{2}\right)$ and $\pi_{0}(S)=\left(V_{1}, V_{2}, V_{3}\right) . \mathrm{Ob}$ serve that $L(\pi)=\left\{\left(v_{4}, v_{1}, v_{2}, v_{3}\right),\left(v_{4}, v_{2}, v_{1}, v_{3}\right)\right\}$ and $L\left(\pi_{0}(S)\right)=\left\{\left(v_{1}, v_{2}, v_{3}, v_{4}\right)\right.$, $\left.\left(v_{2}, v_{1}, v_{3}, v_{4}\right)\right\}$ respectively. Greedy coloring on both $S^{\prime}=\left(v_{1}, v_{2}, v_{3}, v_{4}\right) \in L\left(\pi_{0}(S)\right)$ and $S^{\prime \prime}=\left(v_{2}, v_{1}, v_{3}, v_{4}\right) \in L\left(\pi_{0}(S)\right)$ produces color vector $C^{\prime}=C^{\prime \prime}=(1,1,2,3)=$ C, so both $S^{\prime}$ and $S^{\prime \prime}$ are equivalent to $S$ (Theorem 2.2.2). Greedy coloring on both $S^{\prime}=\left(v_{4}, v_{1}, v_{2}, v_{3}\right) \in L(\pi)$ and $S^{\prime \prime}=\left(v_{4}, v_{2}, v_{1}, v_{3}\right) \in L(\pi)$ produces color vector $C^{\prime}=C^{\prime \prime}=(2,1,2,1)$ with pseudo-vertices $V_{1}=\left\{v_{2}, v_{4}\right\}$ and $V_{2}=\left\{v_{1}, v_{3}\right\}$ respectively as shown in Figure 2.1(2). So $S^{\prime}$ and $S^{\prime \prime}$ are equivalent to each other (Theorem 2.2.1). Since $\operatorname{span}\left(C^{\prime}\right)=\operatorname{span}\left(C^{\prime \prime}\right)<\operatorname{span}(C)$, we get that $S^{\prime} \triangleleft S$ and $S^{\prime \prime} \triangleleft S$ (Theorem 2.2.3).


Figure 2.1: Vertices and pseudo-vertices

Theorem 2.2.4 Given any coloring $C^{\prime}$ of $G$ we could generate an order $S=\left(v_{l_{1}}, v_{l_{2}}, \cdots, v_{l_{n}}\right)$ by sorting the vertices of $G$ according to ascending order of their colors in $C^{\prime}$. If $C=\mathbb{F}(G, S)$ then span $(C) \leq \operatorname{span}\left(C^{\prime}\right)$.

Proof : We claim that $c\left(v_{l_{i}}\right) \leq c^{\prime}\left(v_{l_{i}}\right)$ for all $l_{i}, 1 \leq l_{i} \leq n$. We prove this by induction on $i$. For the first vertex, the claim is trivially true. So the base case is done. In induction hypothesis we assume that the claim is true for each vertex which appears prior to $v_{l_{i}}$ in $S$. Let $N\left(v_{l_{i}}\right)$ be the set of neighbors of $v_{l_{i}}$ in $G$ which appear before $v_{l_{i}}$ in $S$. As $S$ is constructed by sorting the vertices according to ascending order of their colors in $C^{\prime}$, we get $c^{\prime}\left(v_{l_{1}}\right) \leq c^{\prime}\left(v_{l_{2}}\right) \leq \cdots \leq c^{\prime}\left(v_{l_{i}}\right)$. Since $c^{\prime}\left(v_{l_{i}}\right)$ is a valid coloring of $v_{l_{i}}$ in $C^{\prime}, N\left(v_{l_{i}}\right)$ can not contain $c^{\prime}\left(v_{l_{i}}\right)$. In other words, $c^{\prime}\left(v_{l_{j}}\right) \leq c^{\prime}\left(v_{l_{i}}\right)-1$ for $\forall v_{l_{j}} \in N\left(v_{l_{i}}\right)$. From the induction hypothesis, we get $c\left(v_{l_{j}}\right) \leq c^{\prime}\left(v_{l_{j}}\right)$ for $\forall v_{l_{j}} \in N\left(v_{l_{i}}\right)$. The previous two arguments together imply $c\left(v_{l_{j}}\right) \leq c^{\prime}\left(v_{l_{i}}\right)-1$ for $\forall v_{l_{j}} \in N\left(v_{l_{i}}\right)$. Since $C$ is obtained by greedy coloring, $c\left(v_{l_{i}}\right)$ must be the minimum color which is not been used in any of the vertices of $N\left(v_{l_{i}}\right)$, implying $c\left(v_{l_{i}}\right) \leq c^{\prime}\left(v_{l_{i}}\right)$. Hence the proof.

The following notations will be frequently used in the rest of this chapter: $x(n) \sim_{n} y(n) \Longleftrightarrow \lim _{n \rightarrow \infty} \frac{x(n)}{y(n)}=1, x(n) \lesssim n y(n) \Longleftrightarrow \lim _{n \rightarrow \infty} \frac{x(n)}{y(n)} \leq 1$ and $y(n)=h(x(n)) \Longleftrightarrow x(n) \lesssim_{n} y(n)$.

### 2.3 Selective Search (SS) Algorithm

Given any order $S$, we can apply greedy coloring on $S$ and generate $C=\mathbb{F}(G, S)$. Again from $C$ we can construct $k$ pseudo-vertices $V_{1}, V_{2}, \cdots, V_{k}$ where $k=\operatorname{span}(C)$. It is also evident that for each order $S^{\prime} \in L(\pi)$ where $\pi \in \Pi(S), S^{\prime} \triangleleft S$. Also all $N_{k}=$ $\prod_{i=1}^{k}\left|V_{i}\right|!=h\left(\left(\frac{n}{k}!\right)^{k}\right)=h\left(\left(\frac{n}{e k}\right)^{n}\right)$ (Using Stirling's approximation) orders belong to $L(\pi)$ are equivalent to $S^{\prime}$ and $\forall \pi_{1}, \pi_{2} \in \Pi(S), \pi_{1} \neq \pi_{2} \Longleftrightarrow L\left(\pi_{1}\right) \bigcap L\left(\pi_{2}\right)=$ $\varnothing$. From the above discussion we can think of a natural algorithm which can be stated as: Starting with a random order $S$ build $C=\mathbb{F}(S, G)$. Consider a random permutation $\pi \in \Pi(S)$, a random order $S^{\prime} \in L(\pi)$ and build $C^{\prime}=\mathbb{F}\left(G, S^{\prime}\right)$. Repeat the process with the aim to improve the span. Terminate the process if no improvement is found in $\rho$ consecutive orders, and return the color vector with minimum span among the orders considered. SS executes $h(\rho)$ steps, where a step is defined as the event of applying greedy coloring on an order and finding its color vector. Time complexity of executing a step is $O(|V|+|E|)$. Let $K$ be the set of spans that could be produced by applying greedy coloring on all possible orders of vertices of $G$. Clearly $\chi(G) \leq|K| \leq \Delta(G)+1$, where $\chi(G)$ is the chromatic number and $\Delta(G)$ is the maximum degree of $G$. Hence total time and space complexities of SS are $O(\rho|K|(|V|+|E|))$ and $O(|V|+|E|)$, where $\rho$ is an input parameter. Formally SS is presented in Algorithm 1.

Remark 1 Starting with an order S, SS might not hit the optimum even if it searches all the $k$ ! permutations of $V_{1}, V_{2}, \cdots, V_{k}$. One possible condition on the vertices belongs to different pseudo-vertices such that further reduction of span by SS is impossible is as follows. Suppose a vertex $u$ in $V_{x}$ has at least one neighbor in each of the other pseudo-vertices $V_{y}$, $1 \leq y \leq k, x \neq y$. If this condition holds for all vertices in $V_{x}$ and for all $x, 1 \leq x \leq k, S S$ cannot further reduce the span.

Example 2 We now elaborate the discussion in Remark 1 through an example. Consider the graph shown in Figure 2.2. Note that by applying greedy coloring on the order $S=$

```
Algorithm 1: Selective Search (SS) Algorithm
    Input: \(G, \rho\)
    Output: C
    Generate a random order \(S\);
    \(C=C^{\prime}=\mathbb{F}(G, S) ;\)
    for \(i=1,2, \cdots \rho\) do
        Consider a random permutation \(\pi \in \Pi(S)\) and a random order \(S^{\prime} \in L(\pi)\);
        \(C^{\prime}=\mathbb{F}\left(G, S^{\prime}\right)\);
        if \(\operatorname{span}\left(C^{\prime}\right)<\operatorname{span}(C)\) then
            \(C=C^{\prime} ;\)
            \(S=S^{\prime} ;\)
            Reset \(i=1\);
    return C
```

$\left(v_{1}, v_{2}, v_{3}, v_{4}, v_{5}, v_{6}\right)$ we get color vector $C=(1,1,2,2,3,3)$ with 3 pseudo-vertices $V_{1}=\left\{v_{1}, v_{2}\right\}, V_{2}=\left\{v_{3}, v_{4}\right\}$ and $V_{3}=\left\{v_{5}, v_{6}\right\}$ respectively. Since the graph is bipartite, optimum span is 2 . Note that if we start SS with $S$ then the condition mentioned in Remark 1 is satisfied and hence, even considering all 3! permutations of $V_{1}, V_{2}$ and $V_{3}$ we still stuck at span 3 and can't ever achieve the optimum.


Figure 2.2: Example of a situation when SS cannot improve span

### 2.3.1 Analysis of SS

So far, we get that SS starts with an order having span $k$ and basically applies greedy coloring on some $h(\rho)$ specifically chosen orders having span $\leq k$. The valid
question is that if we randomly choose the same number of orders and apply greedy coloring on them, would it give the same result, or SS is likely to give a better result. To show the benefit of SS, in this sub-section, we will find the condition for which the optimum hitting probability of SS would be higher than greedy coloring when applied on the same number of orders.

Let $S_{1}$ and $S_{2}$ be two distinct random orders such that upon applying greedy coloring on them, they produce the span $\leq k$. Note that the set of $h\left(N_{k}\right)$ orders equivalent to $S_{1}$ and the set of $h\left(N_{k}\right)$ orders equivalent to $S_{2}$ might not be disjoint. Hence by evaluating $\rho$ distinct random orders, greedy coloring essentially evaluates $\leq_{n} h\left(\rho N_{k}\right)$ orders. On the other hand, if SS starts with an order with span $\leq k$ and considers $\rho$ orders from $\rho$ distinct permutations, it eventually evaluates $h\left(\rho N_{k}\right)$ orders.

Let $p_{S S}$ be the probability that SS starting with an order $S$ having span $\leq k$, essentially evaluates $h\left(\rho N_{k}\right)$ distinct orders. Note that this is equivalent to evaluating $\rho$ orders from $\rho$ distinct permutations. Let $p_{g}$ be the probability that greedy coloring when applied on $\rho$ random orders each having span $\leq k$, essentially evaluates $h\left(\rho N_{k}\right)$ distinct orders. Note that this is equivalent to evaluating $\rho$ orders such that the sets of their corresponding equivalent orders are mutually disjoint.

Theorem 2.3.1 Optimum hitting probability of SS starting with an order $S$ having span $\leq k$ is asymptotically greater than the same of greedy coloring when both executed on $\rho$ orders, where $1<\rho<\min \left(\frac{n!}{h\left(N_{k}\right)}, k!\right)$.

Proof: It is evident that we only have to show $p_{g} \leq_{n} p_{S S}$. Note that $\left(\begin{array}{c}x_{1}, x_{2}, \cdots, x_{m}\end{array}\right)$ is the number of ways of splitting a set of $n$ elements into the disjoint sets of $x_{1}, x_{2}, \cdots, x_{m}$ elements. Also $\binom{n}{r}$ is the number of ways of choosing $r$ elements from a set of $n$ elements. It is evident that total number of ways to choose $\rho$ distinct permutations from $k$ ! permutations is

$$
\binom{k!}{1,1, \cdots, 1, k!-\rho} .
$$

Also the total number of ways to choose $\rho$ permutations (not necessarily distinct) from $k$ ! permutations is

$$
\binom{k!}{1}^{\rho} .
$$

Hence

$$
\begin{align*}
p_{S S} & =\frac{\binom{k!}{1,1, \cdots, 1, k!-\rho}}{\binom{k!}{1}^{\rho}} \\
& =\prod_{i=1}^{\rho-1}\left(1-\frac{i}{k!}\right) \in\left(\left(1-\frac{\rho-1}{k!}\right)^{\rho-1},\left(1-\frac{1}{k!}\right)^{\rho-1}\right) \tag{2.1}
\end{align*}
$$

where $\chi(G) \leq k \leq n$. Again total number of ways to choose $\rho$ orders each with span $\leq k$, from $n$ ! orders, such that greedy coloring eventually evaluate $h\left(\rho N_{k}\right)=\rho n!x$ distinct orders is

$$
\binom{n!}{n!x, n!x, \cdots, n!x, n!(1-\rho x)}
$$

where $x=\frac{h\left(N_{k}\right)}{n!} \in\left(0, \frac{1}{\rho}\right)$. On the other hand, the number of ways to choose $\rho$ orders (not necessarily distinct) each with span $\leq k$, from $n$ ! orders, is

$$
\binom{n!}{n!x}^{\rho}
$$

Hence

$$
\begin{aligned}
p_{g}= & \frac{\binom{n!}{n!x, n!x, \cdots, n!x, n!(1-\rho x)}}{\binom{n!}{n!x}^{\rho}} \\
\sim_{n} & \frac{(n!)^{n!}}{\left(\frac{(n!x)^{n!x \rho}(n!(1-\rho x))^{n!(1-\rho x)}}{(n!x)^{(n!x)}(n!(1-x))^{n!(1-x)}}\right)^{\rho}} \text { [Applying Stirling's approximation] }
\end{aligned}
$$

$$
\sim_{n}\left(\frac{(1-x)^{(1-x) \rho}}{(1-\rho x)^{(1-\rho x)}}\right)^{n!}
$$

It has been shown in [71] that if $x \in\left(0, \frac{1}{y}\right), y>1, f(x)=y(1-x) \log (1-$ $x)-(1-x y) \log (1-x y)$ then $\frac{d f}{d x}=-y(\log (1-x)+1)+y(\log (1-x y)+1)=$ $\log \left(\left(\frac{1-x y}{1-x}\right)^{y}\right)<0$. That is $\mathrm{f}(\mathrm{x})$ is monotonically decreasing function of $x$, with $f(0)=0$. By considering $y=\rho$ and $x=\frac{h\left(N_{k}\right)}{n!} \in\left(0, \frac{1}{\rho}\right)$, we get

$$
\begin{equation*}
p_{g} \sim_{n}\left(\frac{(1-x)^{(1-x) \rho}}{(1-\rho x)^{(1-\rho x)}}\right)^{n!}=o(1) \Longrightarrow p_{g} \leq_{n} p_{S S} \tag{2.2}
\end{equation*}
$$

Hence the proof.

### 2.4 Incremental Search Heuristic (ISH) Algorithm and its Parallel Version

SS starts with a random order $S$ having span $k$ and then generates and evaluates orders in a specific manner to improve the span. The process terminates after $\rho$ failed attempts to improve the span. By evaluating an order, SS essentially evaluates $h\left(\rho N_{k}\right)$ orders. Note that SS starting with an order $S$ having span $k$, can essentially evaluate at most $h\left((\Delta(G)+1-\chi(G)) k!N_{k}\right)$ orders which can be $<n!$. Thus starting with order $S$ with span $k$, SS may not reach the optimum order even for arbitrarily large $\rho$. This section proposes our incremental search heuristic (ISH) algorithm to hit the optimum with a positive probability. ISH essentially generates some random orders, calls SS for each of them, and finally reports the best span obtained. We also propose a parallel version of ISH, which is more time-efficient if multiple processors
are present.

### 2.4.1 Incremental Search Heuristic (ISH)

ISH generates $\rho_{1}$ random orders and calls SS with $\rho=\rho_{2}$ for each of them and finally returns the color vector having the minimum span. ISH is formally presented in Algorithm 2. It is evident that ISH executes $h\left(\rho_{1} \rho_{2}\right)$ steps. Similar to SS the time and space complexities of ISH are $O\left(\rho_{1} \rho_{2}|K|(|V|+|E|)\right)$ and $O(|V|+|E|)$ respectively.

```
Algorithm 2: Incremental Search Heuristic (ISH)
    Input: \(G, \rho_{1}, \rho_{2}\)
    Output: \(C\)
    \(C=(1,2, \cdots, n)\);
    for \(i=1,2, \cdots, \rho_{1}\) do
        \(C_{i}=S S\left(G, \rho_{2}\right) ;\)
        if \(\operatorname{span}\left(C_{i}\right)<\operatorname{span}(C)\) then
            \(C=C_{i} ;\)
    return C;
```


### 2.4.2 Parallel Incremental Search Heuristic (PISH)

ISH could be interpreted as parallel programming. For this purpose, first, we build a parallel version of SS, called parallel selective search (PSS) algorithm, and present it in Algorithm 3. Using PSS, we build the parallel version of ISH, called parallel incremental search heuristic (PISH), and present it in Algorithm 4. In PISH, we essentially evaluate SS in a parallel manner with different orders. We fix a global color vector $C_{o}$ and a global variable $l_{0}$ which store the minimum span and the minimum number of steps to get $C_{o}$ from different threads running PSS, respectively. It is evident that if multiple processors are present, we can hit the optimum more time-efficiently using PISH. Note that both PSS and PISH executes $h\left(\rho_{2}\right)$ steps. Time and space complexities of both PSS and PISH are $O\left(\rho_{2}|K|(|V|+|E|)\right)$ and $O(|V|+|E|)$.

```
Algorithm 3: Parallel Selective Search (PSS) Algorithm
    Input: \(G, \rho, \operatorname{Global}\left(C_{0}, l_{0}, \mu\right)\)
    Generate a random order \(S\) of the vertices of \(G\);
    \(x=0\);
    \(C=\mathbb{F}(G, S)\);
    \(x=x+1\);
    \(\mu\).lock();
    if \(\operatorname{span}(C)<\operatorname{span}\left(C_{0}\right)\) then
        \(C_{o}=C ;\)
        \(l_{0}=x ;\)
    else if \(\operatorname{span}(C)=\operatorname{span}\left(C_{0}\right)\) and \(l_{0}>x\) then
        \(l_{o}=x ;\)
    \(\mu\).unlock();
    for \(i=1,2, \cdots \rho\) do
        Let \(\pi \in \Pi(S)\) and \(S^{\prime} \in L(\pi)\);
        \(C^{\prime}=\mathbb{F}\left(G, S^{\prime}\right)\);
        \(x=x+1\);
        if \(\operatorname{span}\left(C^{\prime}\right)<\operatorname{span}(C)\) then
            \(C=C^{\prime} ;\)
            u.lock();
            if \(\operatorname{span}(C)<\operatorname{span}\left(C_{o}\right)\) then
                \(C_{o}=C ;\)
                \(l_{o}=x ;\)
            \(\mu\).unlock();
            Reset \(i=1\);
```

```
Algorithm 4: Parallel Incremental Search Heuristic (PISH)
    Input: \(G, \rho_{1}, \rho_{2}\)
    Output: \(C_{o}\)
    Set \(C_{o}=(1,2, \cdots,|V(G)|)\);
    Set \(l_{o}=0\);
    Declare mutex \(\mu\);
    Do in parallel using \(\rho_{1}\) threads
        \(\operatorname{PSS}\left(G, \rho_{2}, \operatorname{Global}\left(C_{o}, l_{0}, \mu\right)\right)\);
    return \(C_{0}\);
```

Remark 2 It is evident that though PISH is a parallel version of ISH it still need the information of the whole graph to run. It is interesting to build a decentralized version of ISH and would be considered in future work.

### 2.4.3 Analysis of ISH and PISH

Let $\phi(k)$ and $\phi^{\prime}(k)$ be the expected number of steps to hit span $k$ by ISH and PISH, respectively. Since PISH makes $\rho_{1}$ PSS calls in parallel manner, $\phi^{\prime}(k) \leq \frac{\phi(k)}{\rho_{1}}$. So, in the rest of this section, we analyze ISH only. By replacing $\phi(k)$ with $\phi^{\prime}(k)$, we get the corresponding results for PISH. Let $K$ be the set of spans that could be produced by applying greedy coloring on all possible orders of vertices of $G$. Let $A(k)$ and $A(\leq k)$ be the set of orders with span $k$ and $\leq k$ respectively. Let $p\left(k \mid k^{\prime}\right)=\frac{|A(k)|}{\left|A\left(\leq k^{\prime}\right)\right|}$ be the probability that a random order chosen from the set of orders with span $\leq k^{\prime}$, hits span $k$. Let $p(k)$ be the probability that a random order, chosen from $n$ ! orders, hits span $k$. Clearly, $p(k)=\frac{|A(k)|}{n!}=\frac{h\left(N_{k}\right)}{n!}=$ $h\left(\frac{1}{k^{n}}\right)$ and $p\left(k \mid k^{\prime}\right)=\frac{p(k)}{\sum_{k^{\prime \prime} \in K \& k \leq k^{\prime \prime} \leq k^{\prime}} p\left(k^{\prime \prime}\right)}$. Let $\chi(G)$ be the chromatic number of $G$. Since Theorems 2.2.1 and 2.2.3 show that there are $h\left(\chi(G)!N_{\chi(G)}\right)$ optimum orders, $p(\chi(G))=h\left(\frac{\chi(G)!}{(\chi(G))^{n}}\right)$.

Theorem 2.4.1 The expected number of steps required by ISH to hit span $k$ is $\phi(k)=o(1)$.

Proof: It is evident that ISH calls SS with a random order with span $k^{\prime}$. SS essentially partitions the set of orders $A\left(\leq k^{\prime}\right)$ into disjoint sets of $h\left(N_{k^{\prime}}\right)$ equivalent orders. It then chooses $\rho$ random partitions and evaluates one order from each such partition. Thus SS hits span $k$ from $k^{\prime}$ with probability $h\left(N_{k^{\prime}}\right) \times \frac{|A(k)|}{\left|A\left(\leq k^{\prime}\right)\right|}=$ $h\left(N_{k^{\prime}} \times p\left(k \mid k^{\prime}\right)\right)$. Thus given $k^{\prime} \geq k$, total number of steps required by SS to hit span $k$, is $\frac{1}{h\left(N_{k^{\prime}} \times p\left(k \mid k^{\prime}\right)\right)}$. Again, the initial order of SS has span $k^{\prime}$ with probability $p\left(k^{\prime}\right)$. Thus the number of steps required by ISH to find span $k$ is:

$$
\begin{aligned}
\phi(k) & =\sum_{k^{\prime} \in K \&} p\left(k^{\prime}\right) \frac{1}{h\left(N_{k^{\prime}} \times p\left(k \mid k^{\prime}\right)\right)} \\
& =\sum_{k^{\prime} \in K \& k} \sum_{k^{\prime} \geq k} p\left(k^{\prime \prime}\right) \frac{1}{n!p(k)} \leq \frac{n}{n!p(k)}=\frac{n}{h\left(N_{k}\right)}
\end{aligned}
$$

$$
= \begin{cases}o(1) & \text { If } k<\frac{n}{e} \\ o\left(n\left(\frac{e k}{n}\right)^{n}\right) & \text { Otherwise }\end{cases}
$$

Since $p(\chi(G))=h\left(\frac{\chi(G)!}{(\chi(G))^{n}}\right)$, we are left to show $\phi(\chi(G))=o(1)$ when $\chi(G) \geq \frac{n}{e}$. Note that if $\chi(G) \geq \frac{n}{e}, \chi(G)=\epsilon n$, for some $\epsilon \in\left[e^{-1}, 1\right]$. Hence $\phi(\chi(G))=$ $o\left(n \frac{(e \epsilon)^{n}}{(n \epsilon)!}\right)=o\left(n \frac{\left(e^{1+\epsilon} \epsilon\right)^{n}}{(n \epsilon)^{(n \epsilon)}}\right)=o(1)$. Hence the proof.
Since $\phi(\chi(G))=o(1)$ and each step requires $O(|V|+|E|)$ time and space complexity, the expected time and space complexity of ISH is $O(|V|+|E|)$. Since each vertex and edge must be visited to color vertices of a graph, these complexities are asymptotically minimum among all randomized algorithms for this problem. Since NP-complete problems are inter-reducible in polynomial time, from Theorem 2.4.1 we can conclude: For each problem in NP, there is a randomized algorithm that solves it in expected polynomial time.

### 2.5 Simulation Results

In this section, we first simulate ISH and PISH on 136 well-known benchmark instances and compare with 10 states of the art algorithms, and then we verify our theoretical results on random graphs.

### 2.5.1 Simulation on benchmarks

We simulate ISH and PISH with $\rho_{1}=\rho_{2}=\rho=10^{6}$ and compare with 10 state of the art algorithms on 136 challenging benchmarks taken from $[72,73,74,75,76,77,78$, $79,80]$ and show the results in Table2.1. These benchmarks are well-known graph coloring problems, including geometric graphs which is the graphs can be generated as interference graphs in D2D communication. Here $n$ represents the number of vertices, $e$ represents the number of edges, and $\chi_{u}$ represents the best known
upper bound of the chromatic number of the corresponding benchmarks. LAVCA represents a variable action-set learning automaton reported in [67]. DBG represents a hybrid genetic algorithm reported in [68]. MCOACOL represents a modified cuckoo optimization algorithm reported in [37]. Best of [81] represents the minimum span produced and its corresponding time among the five integer linear programming based algorithms REP, POP, POP2, ASS+(c), and ASS+(e) reported in [81]. DR represents a Doglas-Ranchford algorithm reported in [69]. EBDA represents an enhanced binary dragonfly algorithm reported in [70]. Note that these algorithms are considered by many authors [82, 83, 84, 85]. For a particular algorithm, $\chi$ and $T$ represents smallest span produced and the time taken in seconds (s) (rounded up to 4 -th decimal point) by corresponding algorithm to reach its corresponding value of $\chi$. Here $l$ represents the number of steps required to reach $\chi$ for both ISH and PISH. For ISH and PISH let $\sigma(T)$ be the standard deviation of time $T$ taken by those algorithms. Since $\sigma(T)$ depends on $T$, we present $\frac{\sigma(T)}{T}$ for both ISH and PISH respectively. For each state of the art algorithm, we count and report the number of instances for which its span $(\chi)$ is greater, equal and smaller than that of ISH and PISH, in the format $x / y$, at the bottom of the table, where $x$ and $y$ represent the corresponding number of instances for ISH and PISH respectively. For each algorithm we also count and report the number of instances, for which span $\chi$ $\leq$ that of ISH and PISH, and time $T$ is greater, equal and smaller than that of ISH and PISH. For both ISH and PISH, $\sigma(T) \leq T$, which is in accordance with the geometric distribution. We observe both ISH and PISH hit the optimum span for all benchmarks and PISH takes the minimum time among all algorithms. Moreover for a benchmark, if a state-of-the-art algorithm hits the best known upper bound, then most of the times, time taken by ISH is less than that of that algorithm. These indeed are reflections of theoretical findings stated in Theorem 2.4.1.
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The summary of Table 2.1 is presented in Figure 2.3. Here algorithms LAVCA ([67]), DBG ([68]), MCOACOL ([37]), Best of [81], DR ([69]) and EBDA ([70]) are represented in $x$-axis as $a_{1}, a_{2}, \cdots, a_{6}$ respectively. It is evident from Table 2.1, that ISH hits the best known upper bound for each of the 136 benchmarks. On the other hand, each other algorithm $a_{i}$ considered only a subset of them. In $y$-axis for each algorithm $a_{i}$, we plot total number of benchmarks considered by algorithm $a_{i}$ :

1. Where ISH hits the best known upper bound (i.e., $\chi(I S H)=\chi_{u}$ ). (Since ISH hits the best known upper bound for each of the 136 benchmarks, this number essentially represents the total number of benchmarks considered by $a_{i}$ );
2. Where $a_{i}$ hits the best known upper bound (i.e., $\chi\left(a_{i}\right)=\chi_{u}$ );
3. Where $a_{i}$ hits the best known upper bound (i.e., $\chi\left(a_{i}\right)=\chi_{u}$ ) and time taken by $a_{i}$ is less than that of ISH (i.e., $T\left(a_{i}\right) \leq T(I S H)$ );
respectively. It is observed from Figure 2.3 that,
4. For each algorithm $a_{i} \in\left\{a_{1}, a_{2}, \cdots, a_{6}\right\}$, ISH produces the best known upper bound for all the benchmarks considered by algorithm $a_{i}$.
5. For each algorithm $a_{i} \in\left\{a_{2}, a_{3}, \cdots, a_{6}\right\}$, only for a small fraction of the benchmarks considered by $a_{i}$, ISH takes more time than $a_{i}$ to produce the best known upper bound.

Hence ISH hits the best known upper bound for each of the 136 benchmarks, and in most of the cases, it takes lesser time than the other algorithms.


Figure 2.3: Summary of Table 2.1

### 2.5.2 Simulation on random graph

In this subsection, we simulate ISH on random graphs $G(n, p)$. We run ISH with $\rho_{1}=\rho_{2}=\rho$ for different values of $n, p$ and $\rho$, and compare with greedy coloring. For each value of $n, p$ and $\rho$ we simulate ISH and greedy coloring over $10^{4}$ random graphs and report the average result obtained from them.


Figure 2.4: ISH vs greedy algorithm with varying $p$


Figure 2.5: ISH vs greedy algorithm with varying $n$

Figure 2.4 shows the resulted spans produced by ISH and greedy coloring on $G(n, p)$ for varying $p$ and fixed $n$. We fix $n=100$ and vary $p$ from 0 to 1 with an increment of 0.01 . We plot the spans produced by ISH with $\rho=5$ and $\rho=10$. Recall
that ISH evaluates $h\left(\rho^{2}\right)$ steps. Hence, we evaluate greedy coloring on 100 random orders and report the best span for a fair comparison. We observe that the span produced by the greedy algorithm is higher than the span produced by the ISH for both values of $\rho$. We also observe that with higher $\rho$, ISH produces a lesser expected span.

Figure 2.5 shows the resulted spans produced by ISH and greedy coloring on $G(n, p)$ for varying $n$ and fixed $p$. We fix $p=0.1,0.5$ and 0.9 and vary $n$ from 100 to 1000 with an increment of 50 . Here we fix $\rho=10$ for ISH. Again, we evaluate greedy coloring on 100 random orders and report the best span for a fair comparison. It can be observed that the performance of ISH is better than the greedy coloring. Moreover, with increasing $n$ and $p$, spans produced by both ISH and greedy coloring increases.


Figure 2.6: $\sqrt{\left(\chi_{\text {greedy }}-\chi_{I S H}\right)^{2}}$ with varying $n$ and $p$


Figure 2.7: $\frac{\chi_{g r e e d y}}{\chi_{\text {ISH }}}$ with varying $n$ and $p$

Let $\chi_{\text {ISH }}$ and $\chi_{\text {greedy }}$ be the spans produced by ISH with $\rho=10$ and greedy coloring on 100 random orders, respectively. We vary $n$ from 0 to 1000 in an interval of 10 and $p$ from 0 to 1 in an interval of 0.01 and plot $\sqrt{\left(\chi_{\text {greedy }}-\chi_{\text {ISH }}\right)^{2}}$ and $\frac{\chi_{\text {greedy }}}{\chi_{\text {ISH }}}$ in Figures 2.6 and 2.7 respectively. We observe that, for a fixed $p, \sqrt{\left(\chi_{\text {greedy }}-\chi_{I S H}\right)^{2}}$ increases with $n$. We also observe that, for a fixed $n$, with increasing $p, \sqrt{\left(\chi_{\text {greedy }}-\chi_{I S H}\right)^{2}}$ initially increases from 0 and then decreases down to 0 . This is because when $p \rightarrow 0$ then the graph is highly sparse and hence both greedy coloring and ISH can reach the optimum. Similarly when $p \rightarrow 1$, the graph is highly dense and hence both of the above mentioned algorithms perform the same. In rest of the cases ISH performs better than greedy coloring. We observe from Figure 2.7 that $\frac{\chi_{g r e e d y}}{\chi_{I S H}} \in[1,2]$. This statistically shows that ISH performs better than greedy coloring on random graphs. It is known from [86] that greedy coloring on random graphs produces exactly 2-
factor of the expected optimum span $\chi_{o p t}$. Hence $\frac{\chi_{I S H}}{\chi_{o p t}}=\frac{1}{\frac{\chi_{g \text { rredy }}}{\chi_{I S H}}} \times \frac{\chi_{g \text { reedy }}}{\chi_{o p t}}=\frac{2}{\frac{\chi_{\text {greedy }}}{\chi_{I S H}}}$. This statistical result implies that ISH produces $\leq 2$-factor of the expected optimum span.

### 2.6 Conclusion

In this chapter, we have reduced the D2D channel assignment problem for minimizing $Y(t)$ alone a graph coloring problem. We have proposed an incremental search heuristic (ISH) and its parallel version PISH for coloring graphs. The salient feature of ISH is that it solves the graph coloring problem in expected polynomial time. We simulate ISH on 136 challenging benchmarks and found that it performs significantly better than 10 state of the art algorithms. We also have validated our theoretical findings on random graphs. It is evident that ISH essentially partitions the set of orders into different sets of equivalent orders and then chooses only one order from an equivalent set. This idea can be applied to develop orders based heuristic for other problems like minimum vertex cover, maximum independent set and minimum sum coloring in expected polynomial time.

## Chapter 3

## Minimizing the total perturbation

### 3.1 Introduction

In chapter 2 we minimized maximum channel required to keep every link active at time $t$. In this Chapter we essentially capture the effect of mobility of users on the resource allocation problem. We consider the D2D overlaid scenario, where a set of channels $\left\{1,2, \cdots, Y_{\max }\right\}$ is reserved for D2D links (DLs). Due to the mobility of users, same channel might not be allocated to same link in consecutive time instances to avoid interference. Hence several channel switches/ color changes/ perturbations may occur. This leads to switching overhead which in turn may increase delay and packet loss. In this chapter, we address the problem of minimization of number of perturbations explicitly.

It is evident that each D2D link $i$ requires a channel $c_{i}(t)$ to communicate at time $t$. Since channels are costly we have to allocate the same channel to multiple links. Since two users forming a D2D link reside in close proximity and the geometric region is large, a link can be represented by the middle point joining the endpoints of a link. Since each user is moving and we assume that each link remains active in the time of consideration, that middle point also moves with a velocity $\leq \mathbf{v}$. A pair of links resides within some $r$ distance (interference range) apart can interfere with
each other if they use the same channel. Thus at time $t$, the interference relationship of the active DLs can be modelled as an interference graph $g(t)=(V(t), E(t))$, where each DL is considered as a vertex $v \in V(t)$ and a pair of vertices forms an edge if their representing DLs are interfering to each other. Consider that some $n$ links are placed within a large geometric region and they are active for a long time. Now from law of large number and central limit theorem we can say that the average number of DLs per unit area converges to a finite constant. Due to mobility of users, $g(t)$ varies over time, but $V(t)$ remains constant, as links are active for a sufficiently long time as per our assumption. Thus $g(t)=G(n, \lambda)$ can be considered as a sparse random graph with $n$ vertices where each edge is generated with probability $\frac{\lambda}{n}$ and $\lambda=O(1)$.

Since $g(t)$ varies over time, a channel assigned to a link at time $(t-1)$ may not remain as an interference-free channel anymore at time $t$ and hence we need to do channel switching which involves switching delay and degrades quality of service (QoS). To maintain QoS, we have to minimize the total number of channel switches or perturbations $A(t)=\sum_{i} I_{i}(C(t), C(t-1))$, where $I_{i}(C(t), C(t-1))$ is an indicator variable which indicates 1 if $c_{i}(t) \neq c_{i}(t-1), 0$ otherwise. This chapter deals with the perturbation minimization problem, the objective of which is to find $C(t)$ given $g(t)$ and $C(t-1)$ such that $A(t)$ is minimized. It is evident that if we copy $C(t-1)$ to $C(t)$ some monochromatic edges may appear in $g(t)$. Graph induced by those monochromatic edges is termed as conflict graph $g_{c}(t)$. Since to resolve each monochromatic edge we have to recolor at least one endpoint of it, to resolve all edges in $g_{c}(t)$ we have to recolor the minimum vertex cover $V_{c}(t)$ of it. It is well-known that finding a minimum vertex cover of a graph is an NPcomplete [11] problem. Note that we not only have to find a minimum vertex cover of $g_{c}(t)$ but also recolor the vertices in it. This makes the perturbation minimization problem more challenging.

In this chapter we essentially solve the problem of generating $C(t)$ given $g(t)$ and
$C(t-1)$ such that $A(t)$ is minimized. It is evident that if we can afford to allocate different channel to each link then no perturbations will ever be needed but in that case, $Y(t)$ will be large. On the other hand, if we fix $Y(t)$ at the chromatic number of $g(t)$, then perturbations will be huge. This implies that $Y(t)$ and $A(t)$ have natural trade-offs among them. In [59] an incremental coloring technique (IC) to minimize $A(t)$ is proposed. IC copies $C(t-1)$ to $C(t)$ and then traverse the vertices following an order. While visiting vertex $v$ it checks whether $v$ is an endpoint of a monochromatic edge. If yes, it recolors $v$ using first-fit. First-fit essentially puts the minimum color to a vertex that is absent in all of its neighboring vertices. However, there is no guarantee that $A(t)$ produced by IC is $\leq \epsilon\left|V_{c}(t)\right|$ for any $\epsilon>1$. To give such guarantee, we propose a differential coloring (DC) technique. DC first copies $C(t-1)$ to $C(t)$ and then builds $g_{c}(t)$. Next it applies a well-known 2-approximation minimum vertex cover algorithm to find the minimum vertex cover, removes the color of those vertices and then recolors them using first-fit. This implies that DC indeed provides a guarantee of producing $A(t)$ within 2-factor of its optimum value. Note that DC always applies first-fit for recoloring purpose. So it is efficient if number of channels are very small (indeed $O(\lambda)$ ). However, by allowing more channels to be allocated, we should be able to reduce $A(t)$ further. Owing to the trade-off between $Y(t)$ and $A(t)$, we propose a random coloring (RC) technique to further reduce $A(t)$. RC follows the same algorithm as DC but instead of first-fit it apples random-fit. Random-fit on vertex $v$ essentially puts a random color chosen from a range $\{1,2, \cdots, k\}$ to $v$ that is absent in all of its neighboring vertices. Here $k \geq \Delta(g(t))+1$ where $\Delta(g(t))$ is the maximum degree of $g(t)$.

It is evident that both DC and RC are centralized approaches. We also propose a decentralized differential coloring (DDC) technique. In DDC using channel state information (CSI) and message passing we essentially implement the 2-approximation minimum vertex cover algorithm to find $V_{c}(t)$, without generating $g_{c}(t)$. After finding the $V_{c}(t)$, DDC also recolors those vertices in $V_{c}(t)$. For recoloring purpose,

DDC essentially applies a distributed version of random-fit on the vertices to be recolored. Finally we calculate the expected cost produced by DC, DDC and RC and compare with some existing algorithms. We also verified the theoretical findings through simulation.

Rest of the chapter is organized as follows. We formally show that perturbation minimization is a NP-hard in Section 3.2. In section 3.3 we present our DC and RC algorithms. The DDC algorithm is presented in Section 3.4. In Section 3.5 we present our analysis of DC, DDC and RC. Here we first show that DC, DDC and RC provide 2-factor approximation of $A(t)$ and then calculate expected maximum color $\mathbb{E}[Y(t)]$ and expected number of perturbations $\mathbb{E}[A(t)]$ generated by DC, DDC and RC. In Section 3.6, we compare the performance of DC, DDC and RC with existing approaches in terms of $\mathbb{E}[Y(t)]$ and $\mathbb{E}[A(t)]$. In Section 4.7 we verify our theoretical findings through simulation. Finally Section 3.8 concludes the chapter.

The following notations will be frequently used in the rest of this chapter: $x(n) \sim_{n} y(n) \Longleftrightarrow \lim _{n \rightarrow \infty} \frac{x(n)}{y(n)}=1$ and $x(n) \lesssim n y(n) \Longleftrightarrow \lim _{n \rightarrow \infty} \frac{x(n)}{y(n)} \leq 1$.

### 3.2 Hardness of the problem

In this section we show that perturbation minimization is NP-hard.

Theorem 3.2.1 Given $g(t)$ and $C(t-1)$ producing $C(t)$ such that $A(t)$ is minimized is NP-hard.

Proof: We will show that given $g(t)$ and $C(t-1)$ producing $C(t)$ such that $A(t)$ is minimized is NP-hard, by reducing our problem to minimum vertex cover problem. Consider an oracle algorithm $\operatorname{Alg}(g(t), C(t-1))$ produces $C(t)$ such that $A(t)$ is minimized. Suppose we want to find minimum vertex cover of graph $G$. Consider $g(t)=G$ and $c_{v}(t-1)=1, \forall v$. If we set $C(t)=C(t-1)$, then $g_{c}(t)=g(t)$, and $V_{c}(t)$ is the minimum vertex cover of $g(t)$. Hence to minimize
$A(t), \operatorname{Alg}(g(t), C(t-1))$ have to recolor the vertices of the minimum vertex cover of $g(t)$. We can filter out the minimum vertex cover by putting the vertices who have changed colors in $C(t)$ from $C(t-1)$ in a set. Since finding minimum vertex cover is NP-complete, our problem is NP-hard. Hence the proof.

### 3.3 Differential Coloring (DC) and Random Coloring (RC)

Given $g(t)$ and $C(t-1)$ DC first sets $C(t)=C(t-1)$, then builds $g_{c}(t)$ and finally applies classical 2-approximation minimum vertex cover algorithm to find $V_{c}(t)$. Classical 2-approximation minimum vertex cover algorithm is as follow: Initially set $V_{c}(t)=\varnothing$. If there exists any monochromatic edge in $g_{c}(t)$ choose one random edge from $g_{c}(t)$ and include both of its endpoint in $V_{c}(t)$ and repeat the process. Note that this algorithm will essentially find a maximal matching and both endpoints of each of its edges are members of $V_{c}(t)$. Both DC and RC remove colors of the vertices of $V_{c}(t)$ from $C(t)$ and then color those vertices following a random order using first-fit (in case of DC) or random-fit (in case of RC) with $k \geq \Delta(g(t))+1$. We present DC and RC formally in Algorithms 5 and 6 respectively.

```
Algorithm 5: Differential coloring (DC)
    Input: \(g(t), C(t-1)\)
    Output: \(C(t)\)
    Set \(C(t)=C(t-1)\);
    Generate \(g_{c}(t)\);
    Find \(V_{c}(t)\) of \(g_{c}(t)\) using classical 2-approximation maximal matching algorithm;
    Remove color of each vertex \(\in V_{c}(t)\) from \(C(t)\);
    Recolor vertices of \(V_{c}(t)\) using first-fit in a random order return \(C(t)\);
```

```
Algorithm 6: Random coloring (DC)
    Input: \(g(t), C(t-1), k \geq \Delta(g(t))+1\)
    Output: \(C(t)\)
    Set \(C(t)=C(t-1)\);
    Generate \(g_{c}(t)\);
    Find \(V_{c}(t)\) of \(g_{c}(t)\) using classical 2-approximation maximal matching algorithm;
    Remove color of each vertex \(\in V_{c}(t)\) from \(C(t)\);
    Recolor vertices of \(V_{c}(t)\) using random-fit, with choosing colors from \(\{1,2, \cdots, k\}\),
    in a random order;
    6 return \(C(t)\);
```


### 3.4 Decentralized differential coloring (DDC)

In this section we present our decentralized differential coloring (DDC) algorithm to minimize $A(t)$. Initially all links in $g(t)$ will retain their previous colors. This may cause some monochromatic edges in $g(t)$. We assume that the user-pair forming a D2D link can identify whether its channel is being used by other user-pair within $r$ distance apart by observing the channel state information (CSI). When user-pair of a link identify that some other link is interfering with it, then the concerned user-pair goes in channel switching mode. In this mode, the concerned user-pair will be in communication with each other and decide together a different channel for communication so that the monochromatic edge is dissolved. When user-pair forming link $i$ finds that its channel is being used by another link, it broadcasts its channel/color information to all its neighbors which are within $r$ distance apart. Communication power of a vertex will be set to transmit up to its interference range while the concerned vertex is in channel switching mode. Communications in this mode will be performed by taking the assistance of the base station. Each receiving user of that signal then reply back their channel information to the requesting user. By this way the user-pair forming link $i$ will get the total channel information of its neighbors and construct a set $M_{i}(t)$ containing all links which are active with the same channel as that of link $i$. If $M_{i}(t)$ is not empty, link $i$ randomly chooses link $j \in M_{i}(t)$ and send a pairing request to $j$. If $i$ and $j$ both send pairing request to each
other then they form a pair and send that information to all their neighbors. Then $i$ and $j$ will then choose two random colors from $\{1,2, \cdots, k\}$ and $\{1,2, \cdots, k\}$, where $k$ is a input parameter $\geq \Delta(g(t))+1$, such that for each link the color of that link is not being used by their neighbors. After forming the pair and successfully acquiring the channel, both $i$ and $j$ will get released from channel switching mode. If link $i$ is not paired, upon receiving pairing requests from other neighbors, it removes those neighbors from $M_{i}(t)$. If $M_{i}(t)$ is still not empty, $i$ repeat the process to pair up with another link. Finally when $M_{i}(t)$ become empty, then no monochromatic edge exists in $g(t)$ whose one endpoint is the color used by link $i$. In that case link $i$ will get released from channel switching mode. This algorithm is presented formally in Algorithm 7 which will be run by the user-pair forming link $i$.

Remark 3 It is evident that at time $t$, each link has to exchange messages with only its neighbors. Again to form the pairing, each link may have to exchange its information to each of its neighbor $O\left(\frac{1}{\left(1-\frac{1}{\Delta(g(t))+1}\right)^{\Delta(g(t))}}\right)=O(e)=O(1)$ times. Hence expected message complexity for each link, to execute DDC at time $t$, is $O(\Delta(g(t)))$.

### 3.5 Analysis of DC, DDC and RC

In this section we first show that given $g(t)$ and $C(t-1), \mathrm{DC}, \mathrm{DDC}$ and RC provide 2-factor approximation of $A(t)$ and then calculate expected maximum color $\mathbb{E}[Y(t)]$ and expected number of perturbation $\mathbb{E}[A(t)]$ generated by $\mathrm{DC}, \mathrm{DDC}$ and RC .

Theorem 3.5.1 Given $g(t)$ and $C(t-1), D C, D D C$ and $R C$ provide 2-factor approximation of $A(t)$.

Proof: Since DC, DDC and RC apply 2-approximation algorithm to calculate $V_{c}(t)$ of $g_{c}(t)$ and then color the endpoints of each vertex in the calculated $V_{c}(t)$, it can at most recolor 2-times the size of optimal $V_{c}(t)$. Since $\left|V_{c}(t)\right|$ is at least the optimum $A(t)$, the proof follows.

```
Algorithm 7: Decentralized differential coloring (DDC)
    Input: \(g(t), C(t-1), k \geq \Delta(g(t))+1\)
    Output: \(C(t)\)
    For each vertex common in \(V(g(t))\) and \(V(g(t-1))\) set \(c_{i}(t)=c_{i}(t-1)\);
    Check whether \(c_{i}(t)\) is used by any other link by seeing CSI;
    if \(c_{i}(t)\) is used by another link in its neighborhood then
        Enter into channel switching mode;
        Send current color \(c_{i}(t)\) to all neighbors and request for their colors;
        Receive colors from all neighbors;
        Construct \(M_{i}(t)\) as the set of all neighbors whose color is same as \(c_{i}(t)\);
        while \(M_{i}(t) \neq \varnothing\) do
            Choose an user \(j\) randomly from \(M_{i}(t)\);
            Send pairing request to \(j\);
            Receive pairing request from all neighbors;
            if \(j\) sent a pairing request to \(i\) then
                Pair with \(j\);
                Share the pairing status with all neighbors;
                    Choose random colors from \(\{1,2, \cdots, k\}\) and \(\{1,2, \cdots, k\}\), such that for
                    each link the color of that link is not being used by their neighbors;
                    Exit from channel switching mode;
                else
                    Receive pairing information from all neighbors;
                Remove all already paired links from \(M_{i}(t)\);
                Exit channel switching mode;
    else if \(i\) receives coloring request from any of its neighbors then
        Send current color \(c_{i}(t)\) to all such requesting neighbors;
```

Theorem 3.5.2 Given $g(t)=G(n, \lambda), \lambda=O(1)$, and $C(t-1)$, $D C$ produces

$$
\begin{array}{rcc}
\mathbb{E}[Y(t)] & \sim_{n} & \lambda \\
& \text { and } \\
& \\
\mathbb{E}[A(t)] & \sim_{n} & \lambda
\end{array}
$$

respectively.

Proof: It is evident from [87] that first-fit on $g(t)=G(n, \lambda), \lambda=O(1)$, over a random order, produces $\mathbb{E}[Y(t)] \sim_{n} \lambda$. Since DC does not recolor the vertices of $g(t)$
which do not belong to a vertex cover of $g_{c}(t)$, this may increase $\mathbb{E}[Y(t)]$ over time. If $Y(t-1) \sim_{n} \lambda$ then a vertex $u$ can have color $c_{u}(t) \sim_{n} \lambda$ only if there exists neighbors of $u$ with colors $1,2, \cdots, \lambda$ in $C(t)$. Probability of this event is $\sim_{n}\left(\frac{\lambda}{n}\right)^{\lambda} \frac{1}{\lambda^{\lambda}} \sim_{n} \frac{1}{n^{\lambda}}$. This probability $\rightarrow 0$ when $n \rightarrow \infty$. Hence DC produces $\mathbb{E}[Y(t)] \sim_{n} \lambda$. It is evident that an edge $u v$ is in $g_{c}(t)$ with probability $P\left(u v \in g_{c}(t)\right)=P(u v \in g(t) \& u v \notin$ $\left.g(t-1) \& c_{u}(t-1)=c_{v}(t-1)\right) \sim_{n} \frac{\lambda}{n} \times\left(1-\frac{\lambda}{n}\right) \times \frac{1}{\lambda} \sim_{n} \frac{1}{n}$. Since vertex $u$ belongs to $g_{c}(t)$ only if it has at least one incident monochromatic edge, probability of that event is $P\left(u \in g_{c}(t)\right) \sim_{n}\left(1-\left(1-\frac{1}{n}\right)^{\lambda}\right) \sim_{n} \frac{\lambda}{n}$. Hence expected number of vertices and expected average degree of $g_{c}(t)$ are $n \times P\left(u \in g_{c}(t)\right) \sim_{n} n \times \frac{\lambda}{n} \sim_{n} \lambda$ and $n \times P\left(u v \in g_{c}(t)\right) \sim_{n} n \times \frac{1}{n} \sim_{n} 1$ respectively. That means, each vertex in $g_{c}(t)$ has only one monochromatic edge incident to it. That is, $g_{c}(t)$ is essentially a collection of disjoint edges in expected sense and one endpoint of each monochromatic edge is a member of minimum vertex cover. Hence $\mathbb{E}\left[\left|V_{c}(t)\right|\right] \sim_{n} 0.5 \lambda$. Since DC applies a 2-approximation algorithm to find the minimum vertex cover and recolor those vertices, from Theorem 3.5.1, it follows that $\mathbb{E}[A(t)] \sim_{n} 2 \mathbb{E}\left[\left|V_{c}(t)\right|\right] \sim_{n} \lambda$.

Theorem 3.5.3 Given $g(t)=G(n, \lambda), \lambda=O(1)$, and $C(t-1), R C$ and DDC with parameter $k \geq \Delta(g(t))+1$ produces

$$
\begin{array}{rlr}
\mathbb{E}[Y(t)] & \sim_{n} k \\
& \text { and } \\
& \\
\mathbb{E}[A(t)] & \sim_{n} & \frac{\lambda^{2}}{k}
\end{array}
$$

respectively.

Proof: Since random-fit chooses a random color from $\{1,2, \cdots, k\}$, using the proof of Theorem 3.5.2 we can show that $\mathbb{E}[Y(t)] \sim_{n} k$. Similar to the proof of Theorem 3.5.2 we can further show that $P\left(u v \in g_{c}(t)\right) \sim_{n} \frac{\lambda}{n}\left(1-\frac{\lambda}{n}\right) \frac{1}{n k} \sim_{n} \frac{\lambda}{n k}$. Thus expected number of vertices and expected average degree of $g_{c}(t)$ are $n \times P\left(u \in g_{c}(t)\right) \sim_{n}$
$n \times \frac{\lambda^{2}}{n k} \sim_{n} \frac{\lambda^{2}}{k}$ and $n \times P\left(u v \in g_{c}(t)\right) \sim_{n} n \times \frac{\lambda}{n k} \sim_{n} \frac{\lambda}{k}$ respectively. This implies together with Theorem 3.5.1 that $\mathbb{E}[A(t)] \sim_{n} \frac{\lambda^{2}}{k}$. It is evident that DDC is only a decentralized version of RC. Hence the results hold for DDC also. Hence the proof.

Remark 4 It is evident that DDC is essentially a decentralized version of $R C$, except that $k=\Delta(g(t))+1$. Hence by replacing $k$ by $\Delta(g(t))+1$ in the expression of $R C$ in Theorem 3.5.3, we get the expected maximum and perturbations produce by DDC.

Remark 5 It is evident that $R C$ essentially applies a random colors from $\{1,2, \cdots, k\}$ to the vertices such that no monochromatic edge remains in $g(t)$. It is evident from Theorem 3.5.3 that $\mathbb{E}[Y(t)] \sim_{n} k$ and $\mathbb{E}[A(t)] \sim_{n} \frac{\lambda^{2}}{k}$. Thus by increasing $k$ we can decrease $\mathbb{E}[A(t)]$ to a arbitrarily small value, with $\lim _{k \rightarrow \infty} \mathbb{E}[Y(t)]=\infty$ and $\lim _{k \rightarrow \infty} \mathbb{E}[A(t)]=0$. This clearly indicates how RC efficiently uses the trade-off between $Y(t)$ and $A(t)$ to decrease $A(t)$.

### 3.6 Comparison with other approaches

Authors in $[53,54,55]$ have studied this problem with the property that at time $t$ only one edge could appear or disappear. They call this incident as an update and try to maintain the coloring of the graph on a per-update basis. They fix a maximum color for the graph and upon occurrence of an update, change the color of some other vertices so that the proper coloring of the graph is maintained. At time $t$, some monochromatic edges may appear in $g(t)$. We consider each such monochromatic edge one by one and apply their algorithms. The computed $\mathbb{E}[Y(t)]$ and $\mathbb{E}[A(t)]$ of the above mentioned algorithms and the same produced by RC, DDC and DC along with their corresponding time and space complexities are presented in Table 3.1.

From Table 3.1 we observe the following. DC provides reasonably low $\mathbb{E}[A(t)]$ with keeping $\mathbb{E}[Y(t)]$ at its minimum, where the algorithm proposed in [54] pro-
vides the same $\mathbb{E}[Y(t)]$ though $\mathbb{E}[A(t)]$ is higher. It is evident from Table 3.1 that if $\mathbb{E}[Y(t)]=O(\lambda)$ then DC produces less $\mathbb{E}[A(t)]$ than the algorithm reported in [54]. Note that authors of [53] and [55] considered $\mathbb{E}[Y(t)]=O(\Delta(g(t)))$ and $\mathbb{E}[Y(t)]=O(\log (n))$ respectively. So if we adopt $k=\Delta(g(t))+1$ or $k=\log (n)$ in $\mathrm{RC}, \mathrm{RC}$ produces lesser $\mathbb{E}[A(t)]$ than that produced by those two algorithms respectively. It is evident from Remark 5 that RC can decrease $\mathbb{E}[A(t)]$ to arbitrarily small value by considering $\mathbb{E}[Y(t)]$ to be very large. So we can conclude that due to the trade-off between $Y(t)$ and $A(t)$, by increasing color requirement we can decrease the number of perturbations. Therefore, according to the relative importance of $\mathbb{E}[Y(t)]$ and $\mathbb{E}[A(t)]$, sometimes DC and sometimes RC is the preferable choice for this problem.

| Sl | Algorithm |  | $\mathbb{E}[Y(t)]$ | $\mathbb{E}[A(t)]$ | Time \& space complexities |
| :---: | :---: | :---: | :---: | :---: | :---: |
| No | Paper | Name |  |  |  |
| (1) |  | DC | $\lambda$ | $\lambda$ | $\Theta(n)$ |
| (2) |  | RC | $k$ | $\frac{\lambda^{2}}{k}$ | $\Theta(n)$ |
| (3) |  | DDC | $\Delta(g(t))+1$ | $\frac{\lambda^{2}}{\Delta(g(t))+1}$ | $\Theta(n)$ |
| (4) | [53] |  | $O(\log (n))$ | $O\left(0.5 \frac{\lambda^{2}}{\log (n)}\right)$ | $\Theta(n)$ |
| (5) | [54] |  | $O(\lambda)$ | $O(0.5 \lambda \times \operatorname{polylog}(n))$ | $\Theta(n)$ |
| (6) | [55] |  | $O(\Delta(g(t)))$ | $O\left(0.5 \frac{\lambda^{2} \log (\Delta(g(t))}{\Delta(g(t))}\right.$ | $\Theta(n)$ |

Table 3.1: $\mathbb{E}[Y(t)]$ and $\mathbb{E}[A(t)]$ produced by different algorithms

### 3.7 Simulation

Since our analysis is asymptotic in nature, in this section, we verify our theoretical findings on DC and RC through simulations, considering finite values of $n$. We consider that $n$ links are initially placed randomly inside a 1 km radius circular region and at each time instance $t$ each link $i$ chooses a random speed $v_{i}(t) \in[0, \mathbf{v}]$
and a random angle $\theta_{i}(t) \in[0,2 \pi]$ and move with it. That is, links are moving following the random way-point mobility model (RWM) [88]. At each time $t$, we build $g(t)$ by considering each link as a vertex and each pair of links residing within $r$ distance have an edge between them. We consider the default values of $n, r, \mathbf{v}$ as $100,100 \mathrm{~m}, 10 \mathrm{~m} / \mathrm{s}$. We vary one of the parameters $n, r$ and keep others at its default value and observe $Y=\mathbb{E}[Y(t)]$ and $A=\mathbb{E}[A(t)]$ generated by DC and RC with $k=10$.


Figure 3.1: $Y$ vs $n$


Figure 3.3: $Y$ vs $r$


Figure 3.2: $A$ vs $n$


Figure 3.4: $A$ vs $r$

In Figures 3.1 and 3.2 we vary $n$ from 50 to 150 with an interval of 5 keeping $r=100 \mathrm{~m}$ and $\mathbf{v}=10 \mathrm{~m} / \mathrm{s}$ and plot $Y$ and $A$ produced by DC and RC respectively. Also in Figures 3.3 and 3.4 we vary $r$ from $50 m$ to $150 m$ with an interval of

5 m keeping $n=100$ and $\mathbf{v}=10 \mathrm{~m} / \mathrm{s}$ and plot $Y$ and $A$ produced by DC and RC respectively. It is evident from those figures that with increasing $n$ and $r, Y$ produced by DC increases while the $Y$ produced by RC remains the same. Similarly with increasing $n$ and $r$, $A$ produced by DC and RC increases. Also $Y$ produced by DC is lesser than that produced by RC. On the other hand, $A$ produced by DC is greater than the same produced by the RC respectively. Note that average degree of $g(t)$ is $\lambda \propto n r^{2}$ where $\lambda \leq k$. From Table 3.1 we get that $Y$ and $A$ produced by DC are $\sim_{n} \lambda$ and $\lambda$ respectively and those produced by RC are $\sim_{n} k$ and $\frac{\lambda^{2}}{k}$ respectively. Hence the experimental results are in accordance with theoretical finding present in Table 3.1.


Figure 3.5: $Y$ vs $k$


Figure 3.6: $A$ vs $k$

In Figures 3.5 and 3.6 we vary $k$ from 10 to 50 with an interval of 1, keeping $n=100$ and $r=100 \mathrm{~m}$ and $\mathbf{v}=10 \mathrm{~m} / \mathrm{s}$ and plot $Y$ and $A$ produced by RC. We observed that with increasing $k, Y \propto k$ and $A \propto \frac{1}{k}$. From Table 3.1 we get that $Y$ and $A$ produced by RC are $\sim_{n} k$ and $\frac{\lambda^{2}}{k}$ respectively. Hence the experimental results are again in accordance with theoretical finding present in Table 3.1.

### 3.8 Conclusion

In this chapter we have provided centralized and decentralized algorithms for minimizing $A(t)$ given $g(t)$ and $C(t-1)$. We first propose a DC algorithm which copies $C(t-1)$ to $C(t)$ and then find and color the minimum vertex cover of $g_{c}(t)$. Using the trade-off between $Y(t)$ and $A(t)$, we propose a RC algorithm which further minimize $A(t)$. To reduce the overhead of base station we then propose a decentralized differential coloring (DDC). Finally we calculated the expected maximum color and expected number of perturbations produced by our algorithms and compare those with some existing approaches. We also verify the theoretical results via simulation.

## Chapter 4

## Minimizing both maximum channel and total perturbation

### 4.1 Introduction

In chapter 3 we minimized total number of perturbations $A(t)$ required to keep every link active at time $t$. If we allocate each link a different channel then each link has no interference from other links and hence total perturbations $A(t)$ will be zero. But in that case, the maximum channel used $Y(t)$ is huge. Thus $Y(t)$ and $A(t)$ have a natural trade-offs among them. Motivated by this, in this chapter, we will minimize a cost defined as a linear combination of $Y(t)$ and $A(t)$.

We formulate the resource allocation problem as a cost minimization problem where cost is defined as $Y(t)+\alpha A(t)$. In device to device (D2D) communication, two proximity users can directly communicate among themselves, through a common channel, without the need of a base station [10]. At time $t$, a pair of D2D communicating users forms a link and each link $v$ operates on a channel $c_{v}(t)$ [10]. Since users are moving and a pair of users forming a link resides in a close proximity, we can assume each link as a moving point in the geometric region. Since wireless channels are costly resources, we need to reuse the same channel for multiple links.

However, the links activated with the same channel may interfere to each other. Two links are said to be interfering to each other if they are $\leq r$ distance apart, where $r$ denotes the interference range. At time $t$, interference relationship among the active links can be modeled as an interference graph $g(t)=(V(t), E(t))$, where each link represents a vertex and two vertices form an edge if and only if their representing links are interfering to each other. We assume that a pair of users forming a link is moving independently with speed $\leq \mathbf{v}$, where $\frac{\mathbf{v}}{r}=O(1)$. Consider that some $n$ links are placed within a large geometric region and they are active for a long time. Hence $E(t)$ varies over time but $V(t)$ remains constant. This implies that $g(t)$ is indeed a temporal graph. To establish communication of each link, at time $t$, we have to allocate a channel/color vector $C(t)=\left(c_{v}(t)\right)$, where $c_{v}(t) \in\{1,2, \cdots, n=|V(t)|\}$ is the channel/color assigned to vertex $v \in V(t)$ at that time. For a large geometric region, due to law of large number and central limit theorem, the average number of links per unit area will converge to a finite constant. Hence $g(t)=G(n, \lambda)$ can be considered as a sparse random graph with $n$ vertex, where each edge is generated with probability $\frac{\lambda}{n}$ and $\lambda=O(1)$. Note that average degree and maximum degree of $g(t)$ are $\sim_{n} \lambda$ and $\Delta(g(t)) \sim_{n} \Delta(G(n, \lambda))=O\left(\frac{\log (n)}{\log \log (n)}\right)$ respectively, where $x(n) \sim_{n} y(n) \Longrightarrow \lim _{n \rightarrow \infty} \frac{x(n)}{y(n)}=1$. Since $g(t)$ varies over time, a channel assigned to a link at time $(t-1)$ may not remain as an interference-free channel anymore at time $t$ and hence we need to do channel switching which involves switching delay and degrades quality of service (QoS). Consider $I_{v}(C(t), C(t-1))$ as an indicator variable which indicates 1 if $c_{v}(t) \neq c_{v}(t-1)$ and 0 otherwise. Since channels are costly and there is a delay associated with channel switch, at time $t$, to improve QoS, we have to minimize both maximum color $Y(t)=\max _{v \in V(t)} c_{v}(t)$ used in $C(t)$ and total number of perturbations/channel switch $A(t)=\sum_{v \in V(t)} I_{v}(C(t), C(t-1))$ in $C(t)$ from $C(t-1)$. It is evident that if we allocate different channel to each link then no perturbations will occur but in that case, $Y(t)$ will be large. On the other hand, if
we fix $Y(t)$ at the chromatic number of $g(t)$, then perturbations will be huge. Hence $Y(t)$ and $A(t)$ have a natural trade-off [59]. Owing to this natural trade-off, we have adopted the expression of cost function $f(t)=Y(t)+\alpha A(t)$ as mentioned in [59]. Here $\alpha \in[0, \infty]$ is a constant representing the relative weights of $Y(t)$ and $A(t)$ with weight of $Y(t)$ normalized to 1 . Thus perturbation sensitive channel assignment problem in D2D communication is essentially a temporal graph coloring problem which can formally be stated as: At each time $t \in\{1,2, \cdots, T\}$, find $C(t)$ given $g(t)=G(n, \lambda)$ and $C(t-1)$ such that no monochromatic edge exists in $g(t)$ and the expected cost $\mathbb{E}\left[\lim _{T \rightarrow \infty} \frac{1}{T} \sum_{t=1}^{T} f(t)\right]$ is minimized.

If $\alpha$ is small we have to minimize $Y(t)$ only. In the Chapter 2, we have dealt with the problem of minimizing $Y(t)$. If $\alpha$ is large, we have to minimize $A(t)$ only. In Chapter 3, we have dealt with the problem of minimizing $A(t)$. As mentioned in [53] and also to our best of knowledge; only little works had been done to solve the problem of maintaining coloring of a graph that evolves over time, which explicitly deals with trade-off between $Y(t)$ and $A(t)$. In this chapter, we consider the problem of minimizing $f(t)=Y(t)+\alpha A(t)$ by explicitly dealing with the trade-off between $Y(t)$ and $A(t)$.

Authors in [53,54,55] proposed another version of this problem. They consider that at time $t$ only one edge could appear or disappear. They call this incident as an update and try to maintain the coloring of the graph on a per-update basis. They fix a maximum color for the graph and upon occurrence of an update, change the color of some other vertices so that the proper coloring of the graph is maintained. To do that they partition $V(t)$ into different subsets and arrange the subsets into different labels. Upon occurrence of an update, they exchange vertices between different labels. In their approaches they maintain various in-variants and use additional data structures. In [53] authors proposed a bucket based approach, which has later been improved by [54] in terms of required time per-update. In [55] authors proposed a randomized algorithm which partitions $V(t)$ into different labels and
maintains the expected number of colors of $g(t)$ in $\log (\Delta(g(t)))$ time per-update, where $\Delta(g(t))$ is the maximum degree of $g(t)$.

As mentioned earlier, if we copy $C(t-1)$ to $C(t)$ some monochromatic edges may appear in $g(t)$. Graph induced by those monochromatic edges is termed as conflict graph $g_{c}(t)$. Since to resolve each monochromatic edge we have to recolor at least one endpoint of it, to resolve all edges in $g_{c}(t)$ we have to recolor the minimum vertex cover $V_{c}(t)$ of it. Considering the sequential nature of $g(t) \mathrm{s}$, in [59] authors proposed a SNAP and a SMASH algorithm. SNAP colors $g(t)$ using incremental coloring (IC) [59], $\forall t$. IC copies $C(t-1)$ to $C(t)$ and then traverse the vertices following an order. While visiting vertex $v$ it checks whether $v$ is an endpoint of a monochromatic edge. If yes, it recolors $v$ using first-fit, which puts to a vertex the minimum color absent in any of its neighbors. On the other hand SMASH minimizes $A(t)$ through minimizing $\left|V_{c}(t)\right|$. In $k+1$ time interval SMASH builds a SMASHed graph $g_{s}^{k}(t)=\bigcup_{\tau=0}^{k} g(t+\tau)$ and colors it applying IC, and retains that color for next $k$ time instances. Though in this case, perturbation occurs only once in $k+1$ time instances, but to build a SMASHed graph, they require future information, which may not be available. To avoid this problem, in this chapter, we propose a geometric prediction (GP) based approach. GP uses the current position and maximum velocity of the users to predict all possible graphs that could be generated in future. In GP, in $k+1$ time interval, predicted graph $g_{p}^{k}(t)$ is built by adding edges between vertices whose corresponding links are $\leq(r+2 \mathbf{v} k)$ distance apart. We show that a pair of links currently residing at distance $d$, can come within $r$ distance, in current and next $k$ time instances, only if $d \leq(r+2 \mathbf{v} k)$. Thus $g_{p}^{k}(t)$ is the union of current and all possible graphs that could be generated in next $k$ time instances. GP then colors the predicted graph using the differential coloring (DC) technique described in Chapter 3, and the obtained color vector is retained for the next $k$ time instances.

As mentioned in Chapter 3, DC provides a 2-approximation solution to find
and color the vertices of $V_{c}(t)$. Since DC limits recoloring the vertices of $V_{c}(t)$ only, $Y(t)$ may get increased over time. To overcome this limitation, in this chapter, we propose a perturbation sensitive greedy coloring (PGC) technique which finds the minimum $f(t)=Y(t)+\alpha A(t)$ given $g(t)$ and $C(t-1)$, in expected $O(n)$ time and space complexities, which is asymptotically minimum among all algorithms which can solve this particular problem. Since coloring of future graphs are functions of coloring of the current graph, to reduce $\mathbb{E}[f(t)]$, we also propose a graph union (GU) based approach which using the past information builds a union graph and then colors it using PGC. Here the union graph represents the union of current and past $k$ graphs, where parameter $k$ resembles how many previous graphs is considered for making the union graph. We finally compare GP and GU with some existing approaches and show that GU outperforms all of these existing approaches.

The remaining chapter is organized as follows: In Section 4.2 we propose the Integer Linear Programming (ILP) formulation of the problem. In Section 4.3 we present the geometric prediction (GP) based approach. In Section 4.4 we present the perturbation sensitive greedy coloring (PGC) algorithm using which in Section 4.5 we present the graph union based approach. We compare our approaches with existing works in Section 4.6. Section 4.8 concludes the Chapter.

### 4.2 Integer Linear Programming (ILP) formulation of the problem

In this section we present an Integer Linear Programming (ILP) formulation of the problem of minimizing $Y(t)+\alpha A(t)$. For each time instant $t$, we define the following binary optimization variables:

$$
z_{i c}(t)= \begin{cases}1 & \text { if color } c \text { is assigned to vertex } i \\ 0 & \text { otherwise }\end{cases}
$$

$$
y_{c}(t)= \begin{cases}1 & \text { if color } c \text { is assigned to at least one vertex } \\ 0 & \text { otherwise }\end{cases}
$$

Constraints 4.1 checks whether color $c$ is allocated to at least least one vertex.

$$
\begin{equation*}
z_{i c}(t) \leq y_{c}(t) \forall i, c \tag{4.1}
\end{equation*}
$$

Constraint 4.2 guarantees that each vertex is allocated with exactly one color.

$$
\begin{equation*}
\sum_{c=1}^{n} z_{i c}=1 \forall i \tag{4.2}
\end{equation*}
$$

Constraint 4.3 guarantees that endpoint of each edge gets different colors.

$$
\begin{equation*}
z_{i c}+z_{j c} \leq 1 \forall i j \in E(t) \forall c \tag{4.3}
\end{equation*}
$$

Constraints 4.4 and 4.5 calculate $Y(t)$ and $A(t)$ respectively, where $\oplus$ represents the XOR operation. Since $z_{i c}(t-1)$ is a constant at time $t, z_{i c}(t) \oplus z_{i c}(t-1)$ is a linear operation.

$$
\begin{array}{r}
Y(t)=\sum_{c=1}^{n} y_{c}(t) \\
A(t)=\frac{1}{2} \sum_{c=1}^{n} z_{i c}(t) \oplus z_{i c}(t-1) \tag{4.5}
\end{array}
$$

Hence the problem is formulated as follows:

$$
\begin{equation*}
\text { minimize } Y(t)+\alpha A(t) \tag{4.6}
\end{equation*}
$$

Subject to
Constraints (4.1)-(4.5), where

$$
\begin{equation*}
y_{c}(t) \in\{0,1\} \forall c \tag{4.7}
\end{equation*}
$$

$$
\begin{equation*}
z_{i c}(t) \in\{0,1\} \forall i, c \tag{4.8}
\end{equation*}
$$

### 4.3 Geometric prediction (GP) based approach

In geometric prediction based approach, using the current position and maximum velocity of the users, in $k+1$ time instances, we build a predicted graph which is a super-graph of union of current and all possible graphs that could be generated in current and next $k$ instances. To build the predicted graph $g_{p}^{k}(t)$ at current time, we essentially join edges between pair of links which are $\leq(r+2 \mathbf{v} k)$ distance apart. We will show in Theorem 4.3 .1 that two links can come within $r$ distance, in current and next $k$ time instances, only if they are currently residing at $\leq(r+2 \mathbf{v} k)$ distance apart. After building $g_{p}^{k}(t)$ we apply DC to color the vertices of it. GP is formally stated in Algorithm 8.

```
Algorithm 8: Geometric prediction (GP) based approach
    Input: Current position of each link, \(\mathbf{v}, r, k, C(t-1)\)
    Output: \(C(t)\)
    if \(t \equiv 0 \bmod (k+1)\) then
        Build \(g_{p}^{k}(t)\) by joining an edge between each pair of vertices which are
        \(\leq r+2 \mathbf{v} k\) distance apart;
        \(C(t)=D C\left(g_{p}^{k}(t), C(t-1)\right) ;\)
    else
        \(C(t)=C(t-1) ;\)
    return \(C(t)\);
```

Theorem 4.3.1 Two links $i$ and $j$ can come within $r$ distance, in current and next $k$ time instances, only if they are currently residing at $\leq(r+2 \mathbf{v} k)$ distance apart.

Proof: Since users are moving and a pair of users forming a link resides in a close proximity, we assumed each link as a moving point in the geometric region. Also we assumed that a pair of users forming a link is moving independently with speed $\leq \mathbf{v}$. Hence the maximum relative velocity of $j$ with respect to $i$ is $2 \mathbf{v}$. Thus they
can come within $r$ distance, in current and next $k$ time instances, only if they are currently residing at $\leq(r+2 \mathbf{v} k)$ distance apart. Hence the proof.
From Theorem 4.3.1 it is obvious that $g_{p}^{k}(t) \supseteq \bigcup_{\tau=0}^{k} g(t+\tau)$. GP generates and colors $g_{p}^{k}(t)$ using DC in $k+1$ time interval and retains that color for current and next $k$ time intervals. Since GP colors $g_{p}^{k}(t)$ only once in $k+1$ time interval, it essentially minimizes the expected perturbation by a factor of $k$.

Theorem 4.3.2 The expected cost produced by GP with parameter $k$ is $\mathbb{E}[f(t)] \sim_{n} \lambda(1+$ $\left.\frac{2 \mathbf{v} k}{r}\right)^{2}\left(1+\frac{\alpha}{k+1}\right)$.

Proof: It is evident that average degree of a vertex of $g(t)=G(n, \lambda)$ in the large geometric area is proportional to $r^{2}$. Since average degree of $G(n, \lambda)$ is $\lambda$ we can say $\lambda \propto r^{2}$. Since $g_{p}^{k}(t)$ is built by joining edges between the links residing within $\leq(r+2 \mathbf{v} k)$ distance apart, $g_{p}^{k}(t)$ has the average degree $\lambda\left(1+\frac{2 \mathbf{v} k}{r}\right)^{2}$. That is $g_{p}^{k}(t)=G\left(n, \lambda\left(1+\frac{2 \mathrm{vk}}{r}\right)^{2}\right)$.

In [87] authors state that first-fit following a random order $S$ on $g(t)=G(n, \lambda)$ produces $\mathbb{E}[Y(t)] \sim_{n} \lambda$, where $x(n) \sim_{n} y(n) \Longleftrightarrow \lim _{n \rightarrow \infty} \frac{x(n)}{y(n)}=1$. This implies $g_{p}^{k}(t)=G\left(n, \lambda\left(1+\frac{2 \mathbf{v} k}{r}\right)^{2}\right)$ has expected number of colors $\mathbb{E}[Y(t)] \sim_{n} \lambda\left(1+\frac{2 \mathbf{v} k}{r}\right)^{2}$. The reason behind this is as follows. Consider $C(t-1)$ had $Y(t-1) \sim_{n} \lambda(1+$ $\left.\frac{2 \mathbf{v} k}{r}\right)^{2}$. Now a vertex in $g_{p}^{k}(t)$ will get color $\sim_{n} \lambda\left(1+\frac{2 \mathbf{v} k}{r}\right)^{2}+1$ only if all the colors $1,2, \cdots, \lambda\left(1+\frac{2 v k}{r}\right)^{2}$ appear in its neighbors. Probability of this event is $\left(\frac{\lambda\left(1+\frac{2 \mathbf{v} k}{r}\right)^{2}}{n}\right)^{\lambda\left(1+\frac{2 \mathbf{v} k}{r}\right)^{2}} \times \frac{1}{\left(\lambda\left(1+\frac{2 \mathbf{v} k}{r}\right)^{2}\right)^{\lambda\left(1+\frac{2 \mathbf{v} k}{r}\right)^{2}}} \sim_{n} \frac{1}{n^{\lambda\left(1+\frac{2 \mathbf{v} k}{r}\right)^{2}}}$, which $\rightarrow 0$ when $n \rightarrow \infty$.
If we consider $C(t)=C(t-1)$ then the probability that an edge $u v \in g_{c}(t)$ is

$$
P\left(u v \in g_{c}(t)\right)=P\left(u v \in g_{p}^{k}(t)\right) P\left(u v \notin g_{p}^{k}(t-(k+1))\right) P\left(c_{u}(t)=c_{v}(t)\right)
$$

$$
\begin{aligned}
& \sim_{n} \frac{\lambda\left(1+\frac{2 \mathbf{v} k}{r}\right)^{2}}{n} \times\left(1-\frac{\lambda\left(1+\frac{2 \mathbf{v} k}{r}\right)^{2}}{n}\right) \times \frac{1}{\lambda\left(1+\frac{2 \mathbf{v} k}{r}\right)^{2}} \\
& \sim_{n} \frac{1}{n}
\end{aligned}
$$

Again probability that a vertex $u$ has at least one incident monochromatic edge is

$$
\begin{aligned}
P\left(u \in g_{c}(t)\right) & \sim_{n} 1-(1-P(u v \in g(t)))^{\lambda\left(1+\frac{2 \mathbf{v} k}{r}\right)^{2}} \\
& \sim_{n} \frac{\lambda\left(1+\frac{2 \mathbf{v} k}{r}\right)^{2}}{n}
\end{aligned}
$$

Thus total number of vertices in $g_{c}(t)$ and average degree of $g_{c}(t)$ are

$$
n P\left(u \in g_{c}(t)\right) \sim_{n} \frac{\lambda\left(1+\frac{2 \mathbf{v} k}{r}\right)^{2}}{n}
$$

and

$$
n P\left(u v \in g_{c}(t)\right) \quad \sim_{n} 1
$$

respectively. This implies that each vertex in $g_{c}(t)$ has only one incident monochromatic edge and $g_{c}(t)$ is essentially collection of disjoint edges. Since in this case exactly one endpoint of each edge belongs to $V_{c}(t), \mathbb{E}\left[\left|V_{c}(t)\right|\right] \sim_{n} 0.5 \lambda\left(1+\frac{2 \mathbf{v} k}{r}\right)^{2}$. Since GP uses DC which applies a 2-approximation maximal matching based algorithm to find and recolor the vertices of $V_{c}(t)$ and perturbation occurs one once in the $k+1$ time intervals, $\mathbb{E}[A(t)] \sim_{n} \lambda\left(1+\frac{2 \mathbf{v} k}{r}\right)^{2} \frac{1}{k+1}$. Thus $\mathbb{E}[f(t)] \sim_{n}$ $\lambda\left(1+\frac{2 \mathbf{v} k}{r}\right)^{2}\left(1+\frac{\alpha}{k+1}\right)$. Hence the proof.

### 4.4 Perturbation sensitive greedy coloring (PGC)

It is evident that GP essentially minimizes $\mathbb{E}[f(t)]$ over time. In this section, we would discuss about a perturbation sensitive greedy coloring which guarantees to minimize $f(t)$ given $g(t)$ and $C(t-1)$ in expected polynomial time.

Greedy coloring is a well known technique to color vertices of a given graph. Greedy coloring on $g(t)$, visits the vertices following an order $S=\left\{v_{l_{1}}, v_{l_{2}}, \cdots\right.$, $\left.v_{l_{n}}\right\}, 1 \leq l_{i} \leq n, 1 \leq i \leq n$, and while visiting vertex $v_{l_{i}}$ it applies first-fit on it. Greedy coloring on $g(t)$ following $S$ produces a color vector $C^{S}(t)$.

In Chapter 2, we propose a selective search (SS) algorithm which starts with a random order $S_{1}$ and finds color vector $C^{S_{1}}(t)$ by applying greedy coloring on $S_{1}$. Note that $C^{S_{1}}(t)$ partitions $V(t)$ into $Y^{S_{1}}(t)=\max _{v} c_{v}^{S_{1}}(t)$ pseudo-vertices $V_{1}, V_{2}$, $\cdots, V_{Y^{S_{1}(t)}}$ where a pseudo-vertex $V_{x}=\left\{v \in V(t): c_{v}^{S_{1}}(t)=x\right\}, 1 \leq x \leq Y^{S_{1}}(t)$. Let $\pi\left(S_{1}\right)$ be a permutation of those pseudo-vertices and $L\left(\pi\left(S_{1}\right)\right)$ be the set of all orders generated from $\pi\left(S_{1}\right)$ by permuting vertices within the same pseudovertex but keeping the order of the pseudo-vertices intact. SS actually considers $\rho-1$ random permutations $\pi_{i}\left(S_{1}\right), 2 \leq i \leq \rho$ of those pseudo-vertices. For each such permutation SS chooses a random order $S_{i} \in L\left(\pi_{i}\left(S_{1}\right)\right)$ and applies greedy coloring on it. Finally SS reports the minimum $Y(t)$ produced by greedy coloring on $S_{1}, S_{2}, \cdots S_{\rho}$. Note that SS deals with the case of $\alpha=0$ where no perturbation cost is involve.

Here we adopt the essence of SS presented in Chapter 2 and develop a perturbation sensitive greedy coloring (PGC) algorithm for minimizing $f(t)$. PGC is exactly same as SS except first-perturbation-fit is used in place of first-fit when greedy coloring is applied on an order and finally the color vector with minimum cost is reported. When first-perturbation-fit is applied on a vertex $v_{l_{i}}$ following order $S$, it puts the color which is absent in all of its allocated neighbors and for which $c_{v_{l_{i}}}^{S}(t)+\alpha I_{v_{l_{i}}}\left(C^{S}(t), C(t-1)\right)$ is minimum. Let's define $Y_{0}^{S}(t)=0$,
$Y_{i}^{S}(t)=\max \left(c_{v_{l_{i}}}^{S}(t), Y_{i-1}^{S}(t)\right)$ and $A_{i}^{S}(t)=\sum_{j=1}^{i} I_{v_{l_{j}}}\left(C^{S}(t), C(t-1)\right)$. It is evident that, while coloring vertex $v_{l_{i}}$, first-perturbation-fit essentially minimizes $f_{i}^{S}(t)=$ $Y_{i}^{S}(t)+\alpha A_{i}^{S}(t)$, where $Y^{S}(t)=Y_{n}^{S}(t), A^{S}(t)=A_{n}^{S}(t)$ and $f^{S}(t)=f_{n}^{S}(t)$. PGC is formally stated in Algorithm 9. We will later analytically show that PGC can find optimum $f(t)$ given $g(t)$ and $C(t-1)$ in expected polynomial time. Before proving this main result, we first show that there exists an order on which PGC produces optimal color vector and also present some properties of PGC which will be used to prove the main result.

```
Algorithm 9: Perturbation sensitive greedy coloring (PGC)
    Input: \(g(t), C(t-1)\)
    Output: \(C(t)\)
    Generate a random order \(S\);
    Calculate \(C^{S}(t)\) by applying first-perturbation-fit following \(S\);
    \(C(t)=C^{S}(t)\);
    for \(i=1,2, \cdots \rho\) do
        Consider a random permutation \(\pi(S) \in \Pi(S)\) and a random order
        \(S^{\prime} \in L(\pi(S))\);
        Calculate \(C^{S^{\prime}}(t)\) by applying first-perturbation-fit following \(S^{\prime}\);
        if \(f^{S^{\prime}}(t)<f^{S}(t)\) then
            \(C(t)=C^{S^{\prime}}(t)\);
            \(S=S^{\prime} ;\)
            Reset \(i=1\);
    return \(C(t)\);
```

Lemma 4.4.1 Given $g(t)$ and $C(t-1)$, there exists an order $S=\left(v_{l_{1}}, v_{l_{2}}, \cdots, v_{l_{n}}\right)$, $1 \leq l_{i} \leq n$ and $1 \leq i \leq n$, which provides an optimum color vector $C^{0}(t)$ when first-perturbation-fit is applied on it.

Proof: Let $C^{o}(t)$ be an optimal color vector such that $\sum_{v} c_{v}^{o}(t)$ is minimum among all optimal color vectors. We first build $S=\left(v_{l_{1}}, v_{l_{2}}, \cdots, v_{l_{n}}\right)$ by sorting the vertices according to their colors in $C^{0}(t)$. Next we apply first-perturbation-fit on $S$. For each vertex $v_{l_{i}}$, first-perturbation-fit sets $c_{v_{l_{i}}}(t)$ as either the minimum color which is
not present in any of its neighbors, or the color $c_{v_{l_{i}}}(t-1)$ corresponding to $C(t-1)$. Our claim is that for each $v_{l_{i}}, c_{v_{l_{i}}}^{S}(t)=c_{v_{l_{i}}}^{o}(t)$. We prove this by contradiction.

If possible, let $i$ be the first position for which $c_{v_{l_{i}}}^{S}(t) \neq c_{v_{l_{i}}}^{0}(t)$. By definition of $C^{o}(t)$ this is possible only if $\exists v_{l_{j}}$, where $j>i$, such that $c_{v_{l_{i}}}^{S}(t)=c_{v_{l_{j}}}^{o}(t)$ and $v_{l_{i}}$ and $v_{l_{j}}$ have an edge between them. If there does not exists any such $v_{l_{j}}$ then by replacing $c_{v_{l_{i}}}^{o}(t)$ by $c_{v_{l_{i}}}^{S}(t)$ in $C^{o}(t)$ and keeping the colors of all other vertices intact, we get a new color vector $C^{o^{\prime}}(t)$ for which either $f^{o^{\prime}}(t)<f^{o}(t)$ or $\sum_{v} c_{v}^{o^{\prime}}(t)<\sum_{v} c_{v}^{o}(t)$. In both cases, we arrive at a contradiction.

If $\exists v_{l_{j}}$ s with $j>i$, such that $c_{v_{l_{i}}}^{S}(t)=c_{v_{l_{j}}}^{o}(t)$ and $v_{l_{i}}$ and $v_{l_{j}}$ have an edge between them, we bring all such $v_{l_{j}}$ s before $v_{l_{i}}$ in $S$. Hence $S$ is now modified and one of the $v_{l_{j}} \mathrm{~S}$ would become the $i$-th vertex $v_{l_{i}}$. Since all $v_{l_{j}}$, where $j<i$ are already colored, we start coloring the new $v_{l_{i}}(t)$ using first-perturbation-fit. Note that now either $c_{v_{l_{i}}}^{S}(t)=c_{v_{l_{i}}}^{0}(t)$ or we have to repeat the above mentioned process. Since $|V|$ is finite, we will eventually be able to get a vertex at position $i$ for which $c_{v_{l_{i}}}^{S}(t)=c_{v_{l_{i}}}^{0}(t)$. We then color the next vertices following the above mentioned process and finally get an updated order $S$ for which $c_{v_{l_{i}}}^{S}(t)=c_{v_{l_{i}}}^{o}(t)$ for all $i$.

Lemma 4.4.2 Consider that by applying first-perturbation-fit on a random order $S$ we get color vector $C^{S}(t)$ with $p$ seudo-vertices $V_{1}, V_{2}, \cdots, V_{Y^{s}(t)}$. Then

1. For any permutation $\pi(S), \forall S^{\prime}, S^{\prime \prime} \in L(\pi(S)), f^{S^{\prime}}(t)=f^{S^{\prime \prime}}(t)$.
2. $|L(\pi(S))|=\Omega\left(\left(\frac{n}{e Y^{S}(t)}\right)^{n}\right)$.
3. $\pi_{i}(S) \neq \pi_{j}(S) \Longrightarrow L\left(\pi_{i}(S)\right) \bigcap L\left(\pi_{j}(S)\right)=\varnothing$.

Proof: Since $S^{\prime}, S^{\prime \prime} \in L(\pi(S))$, only the relative positions of the vertices within the same pseudo-vertex may be different, but the relative positions of the pseudovertices are not changed. Since a pseudo-vertex is an independent set and $c(t-1)$ is fixed, color of a vertex cannot change regardless of its position within the same
pseudo-vertex. That is $\forall S \in L(\pi(S)), c_{v}^{S}(t)+\alpha I_{v}\left(C^{S}(t), C(t-1)\right)$ remains the same $\forall v$. Hence the proof of Clause 1.
Since first-perturbation-fit produces $Y^{S}(t)$ pseudo-vertices $V_{1}, V_{2}, \cdots, V_{Y^{S}(t)}$, similar to [89] we can show $|L(\pi(S))|=\prod_{i=1}^{Y^{S}(t)}\left(\left|V_{i}\right|\right)!=\Omega\left(\left(\frac{n}{e Y^{S}(t)}\right)^{n}\right)$, using Stirling's approximation. Hence the proof of Clause 2.
If $\pi_{i}(S) \neq \pi_{j}(S)$ then $\exists V_{x}, V_{y}, x, y \in\{1,2, \cdots, Y(t)\}$ such that $V_{x}$ appears before $V_{y}$ in $\pi_{i}(S)$ and after $V_{y}$ in $\pi_{j}(S)$. Hence the proof of Clause 3.

Theorem 4.4.1 Given $g(t)=G(n, \lambda)$ and $C(t-1)$, PGC produces optimal color vector in expected $O(n)$ time and space complexities, which is asymptotically minimum among all possible randomized algorithm that solves this particular problem.

Proof: In [87] authors state that first-fit following a random order $S$ on $g(t)=G(n, \lambda)$ produces $\mathbb{E}[Y(t)] \sim_{n} \lambda$, where $x(n) \sim_{n} y(n) \Longleftrightarrow \lim _{n \rightarrow \infty} \frac{x(n)}{y(n)}=1$. It is evident that if $C(t-1)$ is colored with $\sim_{n} \lambda$ colors using PGC then $C(t)$ would be colored with $\sim_{n} \lambda$ colors as well. This is because vertex $v$ in $g(t)$ can have color $\lambda+1$ only if each of the colors $1,2, \cdots, \lambda$ is present in its neighbors, probability of which is $\sim_{n} \frac{1}{\lambda^{\lambda}} \times\left(\frac{\lambda}{n}\right)^{\lambda}=\frac{1}{n^{\lambda}} \rightarrow 0$, when $n \rightarrow \infty$. From Lemma 4.4.1 and Lemma 4.4.2 (Clauses 1 and 2), we can state that optimum hitting probability of a random order is $\frac{1}{n!} \times \Omega\left(\left(\frac{n}{e \lambda}\right)^{n}\right)=\Omega\left(\frac{1}{\lambda^{n}}\right)$. Again using Lemma 4.4.2 (Clause 3) we get the expected number of orders, i.e., $\rho$, to hit optimum is $\mathbb{E}[\rho]=\frac{1}{\Omega\left(\left(\frac{n}{e \lambda}\right)^{n}\right) \times \Omega\left(\frac{1}{\lambda^{n}}\right)}=O\left(\left(\frac{e \lambda^{2}}{n}\right)^{n}\right)=O(1)$. Since first-perturbation-fit has time and space complexity $O(|V(t)|+|E(t)|)$, where $|E(t)| \sim_{n} \frac{\lambda n}{2}=O(n)$ because $\lambda=O(1)$, PGC's expected time and space complexity to reach optimum is $O(n)$. It is also evident that each algorithm that solves this problem has to store $g(t)$ and search each vertex to find optimal $C(t)$. Hence the proof.

### 4.5 Graph union based approach

Since $g(t)$ evolves over time, coloring of $g(t)$ will affect the coloring of future graphs. To address the temporal nature of $g(t)$ we further propose a graph union based approach (GU). In GU instead of coloring $g(t)$, we build and color using PGC an union graph $g_{u}^{k}(t)=\bigcup_{\tau=0}^{k} g(t-\tau)$, which is union of current and past $k$ graphs. Here parameter $k$ resembles how many previous graphs will be considered for making the union graph. Let $g_{c}(t)$ be the graph induced by the monochromatic edges created in $g_{u}^{k}(t)$ if $C(t)=C(t-1)$. Note that an edge $u v \in g_{c}(t)$ only if $u v \in g(t) \& u v \notin g_{u}^{k}(t-1) \& c_{u}(t-1)=c_{v}(t-1)$. Thus with increasing $k, \mathrm{GU}$ basically decreases $\mathbb{E}[A(t)]$ at the cost of increasing $\mathbb{E}[Y(t)]$. GU is formally stated in Algorithm 10.

```
Algorithm 10: Graph union (GU) based approach
    Input: \(g(t), g(t-1), \cdots, g(t-k), C(t-1), k\)
    Output: \(C(t)\)
    Build \(g_{u}^{k}(t)=\bigcup_{\tau=0}^{k} g(t-\tau)\);
    \(C(t)=P G C\left(g_{u}^{k}(t), C(t-1)\right) ;\)
    return \(C(t)\);
```

Theorem 4.5.1 Expected cost produced by $G U$ is $\mathbb{E}[f(t)] \sim_{n} \lambda\left(k+1+\frac{0.5 \alpha}{k+1}\right)$, where $\min _{k} \mathbb{E}[f(t)] \sim_{n} 2 \lambda \sqrt{0.5 \alpha}$.

Proof: As mentioned in the proof of Theorem 4.4.1, PGC and similarly first-fit on $g_{u}^{k}(t)=G(n,(k+1) \lambda)$ produces $\mathbb{E}[Y(t)] \sim_{n}(k+1) \lambda$. Note that $(k+1) \lambda$ is the expected chromatic number of $G(n,(k+1) \lambda)$ [87]. It is evident that for each edge $u v, P\left(u v \in g_{c}(t)\right)=P\left(u v \in g(t) \& u v \notin g_{u}^{k}(t-1) \& c_{u}(t-1)=c_{v}(t-1)\right) \sim_{n}$ $\frac{\lambda}{n} \times\left(1-\frac{(k+1) \lambda}{n}\right) \times \frac{1}{(k+1) \lambda} \sim_{n} \frac{1}{(k+1) n}$. Since only the edges belong to $g(t)$ can be monochromatic in $g_{u}^{k}(t)$, probability that a vertex $u$ has at least one incident monochromatic edge is $P\left(u \in g_{c}(t)\right) \sim_{n}\left(1-\left(1-\frac{1}{(k+1) n}\right)^{\lambda}\right) \sim_{n} \frac{\lambda}{(k+1) n}$. Hence
expected number of vertices and expected average degree of $g_{c}(t)$ are $n \times P(u \in$ $\left.g_{c}(t)\right) \sim_{n} n \times \frac{\lambda}{(k+1) n} \sim_{n} \frac{\lambda}{k+1}$ and $n \times P\left(u v \in g_{c}(t)\right) \sim_{n} n \times \frac{1}{(k+1) n} \sim_{n}$ $\frac{1}{(k+1)}$ respectively. That means each vertex in $g_{c}(t)$ has only one monochromatic edge incident to it in an expected sense and hence recoloring one vertex per edge is enough to resolve the monochromatic edges. That is $g_{c}(t)$ is essentially a collection of disjoint edges in expected sense. Hence $\mathbb{E}\left[\left|V_{c}(t)\right|\right] \sim_{n} 0.5 \frac{\lambda}{k+1}$. At time $t$, given $C(t-1)$, if an oracle algorithm sets $C(t)=C(t-1)$ and then finds and recolors only the vertices of $V_{c}(t)$ with first-fit, it will produce $\mathbb{E}[f(t)] \sim_{n} \lambda\left(k+1+\frac{0.5 \alpha}{k+1}\right)$. Since $A(t) \geq\left|V_{c}(t)\right|$, from Theorem 4.4.1, it implies that PGC on $g_{u}^{k}(t)$ produces $\mathbb{E}[A(t)]=\mathbb{E}\left[\left|V_{c}(t)\right|\right]$. Hence $\mathbb{E}[f(t)] \sim_{n} \lambda\left(k+1+\frac{0.5 \alpha}{k+1}\right)$. Thus $\min _{k} \mathbb{E}[f(t)] \sim_{n}$ $2 \lambda \sqrt{0.5 \alpha}$ where $k+1 \sim_{n} \sqrt{0.5 \alpha}$. Hence the proof.

Remark 6 It is evident that in GU we have to store $k$ previous graphs in queue to construct $g_{u}^{k}(t)$. We can decrease the memory burden by keeping $n^{2}$ variables $s_{i j}(t) s$, where $s_{i j}(t)=$ $\iota J_{i j}(t)+(1-\iota) s_{i j}(t-1)$. Here $J_{i j}(t)=1$ if edge $i j \in g(t)$ otherwise 0 and $\iota>0.5$. At time $t$ we make $g_{u}^{k}(t)$ by joining each edge ij if corresponding $s_{i j}(t) \geq \iota(1-\iota)^{k}$. Since $\mathbb{E}\left[J_{i j}(t)\right] \sim_{n} \frac{\lambda}{n}$ we further get that

$$
\mathbb{E}\left[s_{i j}(t)\right]=\iota \mathbb{E}\left[J_{i j}(t)\right]+(1-\iota) \mathbb{E}\left[s_{i j}(t-1)\right] \Longrightarrow \mathbb{E}\left[s_{i j}(t)\right] \sim_{n} \frac{\lambda}{n}
$$

Thus through this method we can also find $\lambda$ of an unknown network topology by calculating $\mathbb{E}\left[s_{i j}(t)\right]$ over time.

### 4.6 Comparison with existing approaches

We calculate $\mathbb{E}[f(t)]$ produced by SNAP [59], RC, GP using the techniques mentioned in the proofs of Theorems 4.4.1 and 4.5.1. Note that algorithms proposed by $[53,54,55]$ maintain coloring of a graph on a per update basis. At time $t$, some monochromatic edges may appear in $g(t)$. We consider each such monochromatic
edge one by one and apply their algorithms. The computed $\mathbb{E}[Y(t)], \mathbb{E}[A(t)]$ and $\mathbb{E}[f(t)]$ of the above mentioned algorithms and the same produced by GU with $k+1 \sim_{n} \sqrt{0.5 \alpha}$ along with their corresponding time and space complexities are presented Table 4.1. From Table 4.1 we can conclude that $\mathbb{E}[f(t)]$ produced by each of the above mentioned algorithms is $\Omega$ of the same produced by GU with $k+1 \sim_{n} \sqrt{0.5 \alpha}$.

| $\begin{gathered} \hline \mathrm{Sl} \\ \text { No } \end{gathered}$ | Algorithm |  | $\mathbb{E}[Y(t)]$ | $\mathbb{E}[A(t)]$ | $\mathbb{E}[f(t)]$ | Time \& space complexities |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Paper | Name |  |  |  |  |
| (1) | [59] | SNAP | $\lambda$ | $0.5 \lambda$ | $\lambda(1+0.5 \alpha)=\Omega(\lambda)$ | $\Theta(n)$ |
| (2) |  | RC | $k$ | $\frac{\lambda^{2}}{k}$ | $\begin{gathered} k+\alpha \frac{\lambda^{2}}{k}= \\ \Omega\left(\max \left(2 \sqrt{\alpha} \lambda, \frac{\log (n)}{\log \log (n)}\right)\right) \end{gathered}$ | $\Theta(n)$ |
| (3) |  | GP | $\lambda\left(1+\frac{2 \mathbf{v} k}{r}\right)^{2}$ | $\frac{\lambda\left(1+\frac{2 \mathbf{v} k}{r}\right)^{2}}{k+1}$ | $\lambda\left(1+\frac{2 \mathbf{v} k}{r}\right)^{2}\left(1+\alpha \frac{1}{k+1}\right)=\Omega(\lambda)$ | $\Theta((k+1) n)$ |
| (4) | [53] |  | $O(\log (n))$ | $O\left(0.5 \frac{\lambda^{2}}{\log (n)}\right)$ | $O\left(\log (n)\left(1+0.5 \alpha \frac{\lambda^{2}}{\log (n)}\right)\right)$ | $\Theta(n)$ |
| (5) | [54] |  | $O(\lambda)$ | $O(0.5 \lambda \times \operatorname{polylog}(n))$ | $O(\lambda(1+0.5 \alpha \times \operatorname{polylog}(n)))$ | $\Theta(n)$ |
| (6) | [55] |  | $O(\Delta(g(t))$ ) | $0.5 \frac{\lambda^{2} \log (\Delta(g(t)))}{\Delta(g(t))}$ | $O\left(\Delta(g(t))+O\left(0.5 \alpha \frac{\lambda^{2} \log (\Delta(g(t)))}{\Delta(g(t))}\right)\right.$ | $\Theta(n)$ |
| (7) | GU |  | $\lambda \sqrt{0.5 \alpha}$ | $\lambda \sqrt{0.5 \alpha}$ | $2 \lambda \sqrt{0.5 \alpha}=\Omega(\lambda)$ | $\Theta(n)$ |

Table 4.1: $\mathbb{E}[f(t)]$ produced by different algorithms

### 4.7 Simulation

Since our analysis is asymptotic in nature, in this section, we simulate GP and GU for finite values of $n$ and verify the obtained results with that of the theoretical findings. Here we consider $n$ links are initially placed randomly inside a 1 km radius circular region and at each time instance $t$ each link $i$ chooses a random speed $v_{i}(t) \in[0, \mathbf{v}]$ and a random angle $\theta_{i}(t) \in[0,2 \pi]$ and moves with it. That is, we assume that links follow random way-point mobility model (RWM) [88]. At each time $t$, we build $g(t)$ by considering each link as a vertex and each pair of links residing within $r$ distance have an edge between them. We consider the default values of $n, r, \mathbf{v}, \alpha$ and $k$ as 100, $100 \mathrm{~m}, 10 \mathrm{~m} / \mathrm{s}, 10$ and 2 . We vary one of the parameters $n, r, k$ and keep others at their default values and observe $Y=\mathbb{E}[Y(t)]$
and $A=\mathbb{E}[A(t)]$ generated by GP and GU.


Figure 4.1: $Y$ vs $n$


Figure 4.4: $Y$ vs $r$


Figure 4.7: $Y$ vs $k$


Figure 4.2: $A$ vs $n$


Figure 4.5: $A$ vs $r$


Figure 4.8: $A$ vs $k$


Figure 4.3: $Y+\alpha A$ vs $n$


Figure 4.6: $Y+\alpha A$ vs $r$


Figure 4.9: $Y+\alpha A$ vs $k$

In Figures 4.1-4.3 we vary $n$ from 50 to 150 with an interval of 5, in Figures 4.4-4.6 we vary $r$ from $50 m$ to $150 m$ with an interval of $5 m$, and in Figures 4.7-4.9 we vary $k$ from 1 to 50 with an interval of 1, keeping other parameters fixed at their default values, and plot $Y, A$ and $Y+\alpha A$ produced by GP and GU respectively. From Figures 4.1-4.9, we observe that with increasing $n$ and $r$, each of $Y, A$ and $Y+\alpha A$ produced by both GP and GU increases. Again with increasing $k$, for both GP and GU, $Y$ increases and $A$ decreases. From Table 4.1 we get that for GP,
$Y \sim_{n} \lambda\left(1+\frac{2 \mathbf{v} k}{r}\right)^{2}, A \sim_{n} \frac{\lambda\left(1+\frac{2 \mathbf{v} k}{r}\right)^{2}}{k+1}$ and $Y+\alpha A \sim_{n} \lambda\left(1+\frac{2 \mathbf{v} k}{r}\right)^{2}\left(1+\alpha \frac{1}{k+1}\right)$ respectively. Again from Theorem 4.5.1 for GU, $Y \sim_{n} \lambda(k+1), A \sim_{n} \frac{0.5 \lambda}{k+1}$ and $Y+\alpha A \sim_{n} \lambda\left(k+1+\frac{0.5 \alpha}{k+1}\right)$ respectively. Note that with increasing $n$ and $r$ average degree of $g(t) \sim_{n} \lambda \propto n r^{2}$ increases. Also, according to the expression of both GP and GU, with increasing $k, Y$ increases and $A$ decreases. Hence the experimental results are in accordance with the theoretical findings.

### 4.8 Conclusion

In this chapter, we first model the interference relationship among the active links in D2D communication as a time-varying graph $g(t)$ and then proposed PGC algorithm which finds minimum cost $f(t)$ in expected polynomial time and space complexities. Next using PGC we proposed a GU algorithm. We have shown that $\mathbb{E}[f(t)]$ produced by some existing algorithms is $\Omega$ of the same produced by GU . Finally we compare our algorithm with SNAP and validate the theoretical findings through simulation.

## Chapter 5

## Minimizing both maximum channel and total power

### 5.1 Introduction

In the previous chapters we consider minimization of maximum channel and total perturbation. There we assumed that the power assignment is dealt by the base station. In this chapter we also consider the power allocation along with channel allocation in a general set up. If we allocate each link a different channel then each link has no interference from other links and hence can operate with minimum power. But in that case, the maximum channel used $Y(t)$ is huge. Thus $Y(t)$ and $P(t)$ have a natural trade-offs among them. Owing this natural trade-off, we will minimize a cost defined as a linear combination of $Y(t)$ and $P(t)$.

In device to device (D2D) communication, two users residing within the transmission range of each other can communicate directly among themselves over a common channel without involving the base station (BS). A cellular user communicates with the BS by forming a cellular link (CL) and a pair of D2D users communicate among themselves by forming a D2D link (DL). In D2D underlaid cellular network, DLs reuse the same up-link channel resources of CLs [90, 91, 64].

Each link (CL or DL) includes a transmitter and a receiver. The transmitter of each link has to be allocated sufficient power such that it can communicate with its receiver in the presence of noise and interference from other links operating on the same channel. More specifically, the allocated power of a transmitter must satisfy the required signal to interference plus noise ratio (SINR) at the receiver of that link. Each link requires certain level of SINR depending on its data rate requirement. Moreover, the allocated power at a transmitter must not exceed the residual power available at it.

Note that under a BS only one CL can use a particular channel. However, the channel of a CL may be shared by multiple DLs provided the required SINR is satisfied for each link sharing the channel. Hence, at time $t$, we have to find a channel vector $C(t)=\left(c_{i}(t)\right)$ for the $n$ links, where $c_{i}(t)$ represents the channel allocated to link $i$. Due to the scarcity of channels, we always have to minimize maximum channel $Y(t) \max _{i} c_{i}(t)$ used in the communication. We assumed that channels are positive integers starting from 1.

It is evident that maximum power that can be allocated to the transmitter of a link is a limited quantity. If link $i$ is activated with power $x_{i}(t)$ then $x_{i}(t) \leq \eta_{i}(t)$, where $\eta_{i}(t)$ is the maximum power available at the transmitter of link $i$. Hence we have to find a power vector $X(t)=\left(x_{i}(t)\right)$ for the $n$ links, such that the total power requirement $P(t)=\sum_{i=1}^{n} x_{i}(t)$ is minimized.

The links activated with the same channel will interfere to each other. If more links are activated with the same channel to keep the channel requirement at low, the power requirement of the corresponding links would be high. On the other hand, if each link is activated with a different channel, the power requirement will be minimum but the channel requirement will be maximum. It is thus evident that $Y(t)$ and $P(t)$ have a natural trade-off. Owing to this natural trade-off, we define our minimization objective as a cost function $f(t)=Y(t)+\alpha P(t)$. Here $\alpha$ is a constant reflecting the relative weights of $Y(t)$ and $P(t)$, where the weight of
$Y$ is normalized to 1 . The joint power and channel allocation problem (JPCAP) deals with the problem of finding the channel vector $C(t)$ and the power vector $X(t)$ such that the required SINR criteria for each link is satisfied and the cost $f(t)=Y(t)+\alpha P(t)$ is minimized.

We formulate JPCAP as a cost minimization problem where the cost $f(t)=$ $Y(t)+\alpha P(t)$ is designed such a manner that by properly tuning $\alpha$ we can set the goal of JPCAP to minimize $Y(t)$ only or $P(t)$ only or a joint objective of $Y(t)$ and $P(t)$. Then we reduce JPCAP to the classical graph coloring problem and thereby show that it is NP-hard and also providing $n^{1 / \epsilon}$ approximation to JPCAP $\forall \epsilon>0$ is NPhard. Next we propose a mixed integer linear programming (MILP) formulation for JPCAP and subsequently develop a greedy channel and power allocation (GCPA) algorithm for it. GCPA works by taking an order of the links as input. We show that there exists an order of the links on which if GCPA is applied it will provide an optimal solution. Then we develop a method to search orders efficiently. We show that an order is equivalent to many orders. We develop an incremental algorithm (IA) which searches orders from different equivalent sets and thereby evaluating less number of orders, it essentially explores large number of orders. Finally, using IA, we design a randomized joint channel and power allocation (RJCPA) algorithm to find the near optimum solution. We also theoretically calculate the expected cost produced by RJCPA. Moreover, we identify some special cases where RJCPA can produce optimal result in expected polynomial time. We also compute the expected energy efficiency (EE) produced by RJCPA. Here EE is the data rate per spectrum per energy unit. We perform extensive simulations to show that RJCPA outperforms both the two-step approach [64] and RSBI algorithm [10] with respect to both cost and EE significantly. Finally we validate our theoretical findings through simulation.

### 5.1.1 Problem Formulation

Suppose there are $n$ links within the coverage region of a BS where each link is either a CL or a DL. Let $S_{C L}$ be the set of CLs and $S_{D L}$ be the set of DLs where $n=$ $\left|S_{C L} \cup S_{D L}\right|$. Let channels are represented by positive integers and $S_{c}=\{1,2, \cdots, n\}$ be the set of available channels. Each link $i$ requires a channel $c_{i}(t) \in S_{c}$ and power $x_{i}(t) \in\left[0, \eta_{i}(t)\right]$ for its activation, where $\eta_{i}(t)$ is the residual power available at the transmitter of link $i$. It is evident that $x_{i}(t)$ consists of power consumption of transmitter of link $i$ and power loss at circuitry blocks of both transmitter and receiver of link $i$ [10]. When communication is not taking place $x_{i}(t)$ is considered to be 0 by neglecting the minute leakage current [92]. If $x_{j}(t)$ power is allocated at the transmitter of link $j$ then the power received at the receiver of link $i$ can be expressed as $x_{j}(t) G_{i j}(t)$, where $G_{i j}(t)=h_{i j}^{f a s t}(t) h_{i j}^{s l o w}(t) d_{i j}^{-\beta}(t)$ [27] is the gain at the receiver of link $i$ from the transmitter of link $j, h_{i j}^{f a s t}(t)$ is fast fading gain, a lognormally distributed random variable, $h_{i j}^{\text {slow }}(t)$ is slow fading gain, a exponentially distributed random variable, $d_{i j}(t)$ is the Euclidean distance between the transmitter of link $j$ and the receiver of link $i$ and $\beta>1$ is the pathloss exponent. Note that our solution technique is independent of how $G_{i, j}(t)$ is computed.

Note that each link $i$ will receive interference from every other link $j$ for which $c_{i}(t)=c_{j}(t)$ where $i \neq j$. Let $\gamma_{i}(t)$ be minimum SINR required at the receiver of link $i$ to satisfy its data rate requirement. Link $i$ can be activated with $c_{i}(t)$ and $x_{i}(t)$ if $\operatorname{SINR}_{i}(t)$, the SINR received at the receiver of link $i$, is greater than or equals to $\gamma_{i}(t)$. That is,

$$
\begin{equation*}
\operatorname{SINR}_{i}(t)=\frac{x_{i}(t) G_{i i}(t)}{\sigma^{2}+\sum_{\substack{j: j \neq i \\ \text { \& } \\ c_{i}(t)=c_{j}(t)}} x_{j}(t) G_{i, j}(t)} \geq \gamma_{i}(t), \tag{5.1}
\end{equation*}
$$

where $\sigma^{2}$ is the constant noise over each link.
We denote $y_{c}(t)=1$ if channel $c \in S_{c}$ is allocated to at least one link, else 0 . Note
that each CL requires a different channel to communicate [64] and hence $c_{i}(t) \neq c_{j}(t)$ for all $i, j \in S_{C L}$ where $i \neq j$. But a DL may share channel with other CL and/or DL. Clearly total number of distinct channels used is given by $Y(t)=\sum_{c=1}^{n} y_{c}(t)$ and total power used in the communication is given by $P=\sum_{i=1}^{n} x_{i}(t)$.

Given a constant $\alpha$, our objective is to find a channel vector $C=\left(c_{i}(t)\right)$ and a power vector $X=\left(x_{i}(t)\right)$ such that 1$)$ cost $f(t)=Y(t)+\alpha P(t)$ is minimized, 2) each activated CL gets different channel and 3) $\operatorname{SINR}_{i}(t)$, the SINR received at the receiver of each activated link $i$, satisfies Constraint (5.1).

Rest of the chapter is organized as follows. In Section 5.2 we formally prove that JPCAP is NP-hard and then in Section 5.3 we propose a mixed integer linear programming formulation for this problem. Since solving MILP is NP-hard, we propose a greedy channel and power allocation (GCPA) algorithm and analyse it in Section 5.4. Using GCPA, we develop a random joint power and channel allocation (RJCPA) algorithm and analyse it in Section 5.5. We theoretically calculated expected cost and expected energy efficiency in Section 5.6. In Section 5.7 we compare our algorithms with some existing algorithms and validate theoretical findings. Finally in Section 5.8 we conclude the chapter.

### 5.2 Hardness of JPCAP

Theorem 5.2.1 JPCAP is NP-hard and even providing $n^{1 / \epsilon}$ approximation of it is also $N P-h a r d \forall \epsilon>0$.

Proof: Consider $\alpha=0$. Thus the problem becomes reducing only $Y(t)$. We consider $\sigma^{2}=1, \eta_{i}(t)=1 \forall i, \gamma_{i}(t)=1 \forall i$ and $S_{C L}=\varnothing$. Finally we consider $G_{i i}(t)=1 \forall i$ and $G_{i j}(t)=G_{j i} \in\{0,1\} \forall i, j$ where $i \neq j$.

Now consider a graph $G(V, E)$, where $V$ is the set of vertices and $E$ is the set of edges of $G$. We consider each vertex as a link and hence $V$ becomes the set of links. If there is an edge $\{i, j\} \in E$ between two links $i$ and $j$, we set $G_{i j}(t)=G_{j i}(t)=1$ else 0 . Hence by this construction we can eventually capture any possible graph with $n=|V|$ vertices. Now if $G_{i j}(t)=G_{j i}(t)=1$ for some $i$, $j$ where $i \neq j$, then Constraint (5.1) implies $x_{i}(t) \geq 1+x_{j}(t)$ and $x_{j}(t) \geq 1+x_{i}(t)$ for $i$ and $j$ respectively as $\sigma^{2}=1$ and $\gamma_{i}(t)=1 \forall i$. Also $x_{i}(t), x_{j}(t) \leq 1$ as $\eta_{i}(t)=1 \forall i$. It is evident that $x_{i}(t) \geq 1+x_{j}(t), x_{j}(t) \geq 1+x_{i}(t)$ and $x_{i}(t), x_{j}(t) \leq 1$, together have no solution. Hence links $i$ and $j$ cannot get the same channel if and only if $\{i, j\} \in E$. Hence our problem gets reduced to the graph coloring problem. That is, if there is a solution $C(t)$ and $X(t)$ to our problem then that obtained $C(t)$ will be the solution of the classical graph coloring problem on graph $G$. The classical graph coloring problem is a well known NP-Complete problem [11] and even providing $n^{1 / \epsilon}$ approximation $\forall \epsilon>0$ of it is also NP-hard [12]. Hence the proof.
We now propose a mixed integer linear programming (MILP) formulation for JPCAP.

### 5.3 MILP Formulation

For all $c \in S_{c}$ and $i \in S_{C L} \cup S_{D L}$, we define the following binary optimization variables:

$$
\begin{aligned}
& z_{i c}(t)= \begin{cases}1 & \text { if channel } c \text { is used by link } i \\
0 & \text { otherwise }\end{cases} \\
& y_{c}(t)= \begin{cases}1 & \text { if channel } c \text { is used by at least one link } \\
0 & \text { otherwise }\end{cases}
\end{aligned}
$$

Apart from the above binary variables, we define $x_{i}(t) \in\left[0, \eta_{i}(t)\right]$ as a real optimization variable representing the power allocated at link $i$. Based on these variables, we can formulate JPCAP as a mixed integer linear programming:
Constraint (5.2) checks whether channel $c$ is being used by at least one link.

$$
\begin{equation*}
z_{i c}(t) \leq y_{c}(t) \forall i, c \tag{5.2}
\end{equation*}
$$

Constraint (5.3) guarantees that a channel could be used by at most one CL.

$$
\begin{equation*}
\sum_{i \in S_{C L}} z_{i c}(t) \leq 1 \forall c \tag{5.3}
\end{equation*}
$$

Constraint (5.4) guarantees that each link is allocated with exactly one channel.

$$
\begin{equation*}
\sum_{c=1}^{n} z_{i c}(t)=1 \forall i \tag{5.4}
\end{equation*}
$$

Let us define $\psi_{i c}(t)=x_{i}(t) z_{i c}(t)$ as an intermediate variable, where $\psi_{i c}(t) \in$ $\left[0, \eta_{i}(t)\right]$. Note that $\psi_{i c}(t)=x_{i}(t) \leq \eta_{i}(t)$, the power $x_{i}(t)$ allocated to link $i$, if channel $c$ is assigned to link $i$ and 0 , otherwise. Constraints (5.5), (5.6) and (5.7) linearize $\psi_{i c}(t)=x_{i}(t) z_{i c}(t)$ as follows. Constraints (5.5), (5.6) and (5.7) together guarantee that if $z_{i c}(t)=0$ then $\psi_{i c}(t) \leq 0, \psi_{i c}(t) \leq x_{i}(t)$ and $\psi_{i c}(t) \geq x_{i}(t)-$ $\eta_{i}(t)=-\left(\eta_{i}(t)-x_{i}(t)\right)$ respectively, implying $\psi_{i c}(t)=0$. Constraints (5.5), (5.6) and (5.7) together guarantee that if $z_{i c}(t)=1$ then $\psi_{i c}(t) \leq \eta_{i}(t), \psi_{i c}(t) \leq x_{i}(t)$ and $\psi_{i c}(t) \geq x_{i}(t)$ respectively, implying $\psi_{i c}(t)=x_{i}(t) \leq \eta_{i}(t)$.

$$
\begin{array}{r}
\psi_{i c}(t) \leq \eta_{i}(t) z_{i c}(t) \forall i, c \\
\psi_{i c}(t) \leq x_{i}(t) \forall i, c \\
\psi_{i c}(t) \geq x_{i}(t)-\left(1-z_{i c}(t)\right) \eta_{i}(t) \forall i, c \tag{5.7}
\end{array}
$$

Constraint (5.8) ensures that if $\left.z_{i c}(t)\right)=1$, the SINR requirement of link $i$ as repre-
sented by Equation (5.1) is satisfied. Here $M$ represents a large positive value.

$$
\begin{equation*}
\left(1-z_{i c}(t)\right) M+x_{i c}(t) G_{i i}(t) \geq \gamma_{i}(t)\left(\sigma^{2}+\sum_{j \neq i} G_{i j}(t) \psi_{j c}(t)\right), \forall i, c \tag{5.8}
\end{equation*}
$$

Constraints (5.9) and (5.10) calculate $Y(t)$, the maximum channels assigned and $P(t)$, the total power $P(t)$ used, respectively.

$$
\begin{align*}
& Y(t)=\sum_{c=1}^{n} y_{c}(t)  \tag{5.9}\\
& P(t)=\sum_{i=1}^{n} x_{i}(t) \tag{5.10}
\end{align*}
$$

Hence JPCAP can be formulated as:

$$
\begin{equation*}
\text { minimize } Y(t)+\alpha P(t) \tag{5.11}
\end{equation*}
$$

Subject to
Constraints (5.2)-(5.10), where

$$
\begin{array}{r}
y_{c}(t) \in\{0,1\} \forall c \\
x_{i}(t) \in\left[0, \eta_{i}(t)\right] \forall i \\
z_{i c}(t) \in\{0,1\} \forall i, c \\
\psi_{i c}(t) \in\left[0, \eta_{i}(t)\right] \forall i, c \tag{5.15}
\end{array}
$$

As solving MILP is a NP-hard problem we now formulate a greedy channel and power allocation algorithm to solve JPCAP.

### 5.4 Greedy Channel and Power Allocation Algorithm

In this section, we propose a greedy channel and power allocation (GCPA) algorithm to allocate channels and powers to the links. Let $S=\left(l_{1}, l_{2}, \cdots, l_{n}\right)$ be an
arbitrary order of the links. In GCPA, we visit the links one by one following $S$ and allocate channels and powers to them. Thus while allocating link $l_{i}$, all the links $l_{1}, l_{2}, \cdots, l_{i-1}$ have already been allocated. In other words, $c_{l_{j}}(t)$ and $x_{l_{j}}(t)$, $1 \leq j \leq i-1$, are already known before the allocation of $c_{l_{i}}(t)$ and $x_{l_{i}}(t)$. Let $k \in S_{c}$ be a channel. We now consider the situation that will arise if we allocate channel $k$ to link $l_{i}$. Note that if we allocate $c_{l_{i}}(t)=k$ then the powers allocated to all the links in $S_{k}^{i}(t)=\left\{j \mid c_{l_{j}}(t)=k, 1 \leq j \leq i\right\}$ may need to be modified while others will remain intact. Let $x_{k, l_{1}}(t), x_{k, l_{2}}(t), \cdots, x_{k, l_{i}}(t)$ be the powers that will be temporarily allocated to the links $l_{1}, l_{2}, \cdots, l_{i}$ and $P_{k}^{i}(t)=\sum_{j=1}^{i} x_{k, l_{j}}(t)$ if we set $c_{l_{i}}(t)=k$. Let $y_{k}^{i}(t)$ be the total number of distinct channels used for the links $l_{1}, l_{2}, \cdots, l_{i}$ if we set $c_{l_{i}}(t)=k$. For link $l_{i}$, we first set $c_{l_{i}}(t)=k$ and $x_{k, l_{j}}(t)=x_{l_{j}}(t)$ for $j \in\{1,2, \cdots, i\} \backslash S_{k}^{i}(t)$. Then for link $l_{i}$, we solve the linear programming (LP) problem stated below to get $P_{k}^{i}(t)$ and corresponding $x_{k, l_{j}}(t)$ where $j \in S_{k}^{i}(t)$.

$$
\begin{array}{r}
\text { LP: minimize } \sum_{j \in S_{k}^{i}} x_{k, l_{j}}(t) \\
\text { Subject to } \\
G_{l_{j} l_{j}}(t) x_{k, l_{j}}(t) \geq \gamma_{l_{j}}(t)\left(\sigma^{2}+\sum_{m \in S_{k}^{i}(t) \backslash\{j\}} x_{k, l_{m}}(t) G_{l_{j} l_{m}}(t)\right) \forall j \in S_{i}^{k}(t) \\
x_{k, l_{j}}(t) \leq \eta_{l_{j}}(t) \forall j \in S_{i}^{k}(t) \tag{5.18}
\end{array}
$$

After computing $P_{k}^{i}(t)$ for all $k \in\left\{1,2, \cdots, y_{c_{l-1}}^{i-1}(t)(t)+1\right\}$, we find the channel $k^{\prime}$ such that

$$
\begin{equation*}
y_{k^{\prime}}^{i}(t)+\alpha P_{k^{\prime}}^{i}(t)=\min \left\{y_{k}^{i}(t)+\alpha P_{k}^{i}(t) \mid k \in\left\{1,2, \cdots, y_{c_{l_{i-1}}(t)}^{i-1}(t)+1\right\}\right\} \tag{5.19}
\end{equation*}
$$

If multiple $k^{\prime}$ exists then we choose the minimum one. If $k^{\prime}$ exists then we reset $c_{l_{i}}(t)=k^{\prime}, x_{l_{j}}(t)=x_{k^{\prime}, l_{j}}(t)$ for all $j \in S_{k^{\prime}}^{i}$, else we mark $\operatorname{link} l_{i}$ as un-allocated. GCPA
is formally stated in Algorithm 11.

Complexity of GCPA: If $L P_{t}(n, m)$ and $L P_{s}(n, m)$ are the time and space complexities of the LP running on $n$ variables and $m$ constraints and $\zeta=\max _{k=1}^{n} \mid\left\{l_{i} \mid c_{l_{i}}(t)=\right.$ $k\} \mid$ then the time and space complexities of GCPA are $O\left(n^{2} \times L P_{t}(\zeta, \zeta)\right)$ and $O\left(n^{2}+\right.$ $\left.L P_{s}(\zeta, \zeta)\right)$ respectively.

```
Algorithm 11: Greedy Channel and Power Allocation (GCPA) Algorithm
    Input: \(\left(\gamma_{l_{i}}(t)\right), \sigma^{2},\left(G_{l_{i j}}(t)\right), S_{C L}, S_{D L}, S_{c},\left(\eta_{l_{i}}(t)\right), \alpha\) and an order of links
        \(S=\left(l_{1}, l_{2}, \cdots, l_{n}\right)\)
    Output: C, X
    \(C=(\varnothing)\);
    \(X=(0)\);
    for \(i=1\) to \(n\) do
        Calculate \(P_{k}^{i}(t)\) for \(\forall k \in S_{c}\) by solving the \(\mathbf{L P}\);
        Find \(y_{k}^{i}(t)\) for \(\forall k \in S_{c}\);
        Find \(k^{\prime}\) such that
            \(y_{k^{\prime}}^{i}(t)+\alpha P_{k^{\prime}}^{i}(t)=\min \left\{y_{k}^{i}(t)+\alpha P_{k}^{i}(t) \mid k \in\left\{1,2, \cdots y_{c_{i-1}}^{i-1}(t)+1\right\}\right\} ;\)
        if such \(k^{\prime}\) exists then
            Reset \(c_{l_{i}}(t)=k^{\prime}\) and update the corresponding \(x_{l_{j}}(t)\) s for all \(j \in S_{k^{\prime}}^{i}(t) ;\)
        else
            Keep \(l_{i}\) as un-allocated;
    return \(C, X\);
```

Remark 7 It is evident that though in JPCAP formulation we assume cost $f(t)=Y(t)+$ $\alpha P(t)$ but it could essentially be any function $f(Y(t), P(t))$ which is increasing function of both $Y(t)$ and $P(t)$. In that case, Equation (5.19) needs to be replaced by

$$
\begin{equation*}
f\left(y_{k^{\prime}}^{i}(t), P_{k^{\prime}}^{i}(t)\right)=\min \left\{f\left(y_{k}^{i}(t), P_{k}^{i}(t)\right) \mid k \in\left\{1,2, \cdots, y_{c_{l_{i-1}}(t)}^{i-1}+1\right\}\right\} \tag{5.20}
\end{equation*}
$$

If instead of Equation (5.19) we use Equation (5.20) in GCPA, all the results presented later in Subsections 5.4.1-5.5.4 will also remain valid.

### 5.4.1 Analysis of GCPA

It is evident that GCPA takes an order $S$ as input and produces $C(t)$ and $X(t)$ as output. Hence the cost $f(t)=Y(t)+\alpha P(t)$ is entirely depends on the order it chooses. We now show that there is an order for which GCPA produces optimum result. To prove this, we first introduce the concept of pseudo-vertex as defined below.

Definition 5 (Pseudo-vertex) Let $C(t)$ be a channel vector having $m$ distinct channels in it. Given $C(t)$, a pseudo-vertex $V_{k}=\left\{j: c\left(l_{j}\right)=k, 1 \leq j \leq n\right\}$ is defined as the set of all links which have been allocated with channel $k$, where $1 \leq k \leq m$.

Theorem 5.4.1 There is an order of links for which GCPA produces optimum solution.

Proof: Let $C_{o}(t)=\left(c_{o, l_{i}}(t)\right)$ and $X_{o}(t)=\left(x_{o, l_{i}}(t)\right)$ be the channel and power vector of an optimal solution. Let $V_{1}, V_{2}, \cdots, V_{m}$ be the $m$ pseudo-vertices obtained from $C_{0}$, where $n_{1}=\left|V_{1}\right|, n_{2}=\left|V_{2}\right|, \cdots, n_{m}=\left|V_{m}\right|$ and $n=n_{1}+n_{2}+\cdots+n_{m}$. Let $l_{1}^{k}, l_{2}^{k}, \cdots, l_{n_{k}}^{k}$ be the links in $V_{k}$, where $1 \leq k \leq m$. We now build an order $S=\left(l_{1}^{1}, l_{2}^{1}, \cdots, l_{n_{1}}^{1}, l_{1}^{2}, l_{2}^{2}, \cdots, l_{n_{2}}^{2}, \cdots, l_{1}^{m}, l_{2}^{m}, \cdots, l_{n_{m}}^{m}\right)$, where the links in $V_{1}$ appear first, then appear the links of $V_{2}$ and so on, and finally appear the links of $V_{m}$. Links in the same pseudo-vertex may appear in arbitrary order. Our claim is that if we assign channels to the links following $S$, every link belongs to $V_{k}$ will get channel $k$.

Clearly if we assign channels following $S$ then the first link $l_{1}^{1}$ of $V_{1}$ will get channel 1. Let $l_{i}^{1} \in V_{1}$ be the first link of $V_{1}$ which did not get channel 1 . If channel 1 is not assigned to $l_{i}^{1}$, then the power of $l_{i}^{1}$ will be independent of the links $l_{1}^{1}, l_{2}^{1}, \cdots, l_{i-1}^{1}$ all of which have been assigned with channel 1 . Let $B$ be the power of link $l_{i}^{1}$ when channel 1 is not assigned to link $l_{i}^{1}$. Let $A\left(k,\left\{l_{j}^{1}\right\}\right)$, where $j \leq k$, be the total power of links in $\left\{l_{1}^{1}, l_{2}^{1}, \cdots, l_{k}^{1}\right\} \backslash\left\{l_{j}^{1}\right\}$ obtained by solving the LP, assuming all of them have been assigned with channel 1. Clearly GCPA will not assign channel 1
to link $l_{i}^{1}$ only if

$$
\begin{align*}
& 2+\alpha\left(A\left(i,\left\{l_{i}^{1}\right\}\right)+B\right)<1+\alpha A(i, \varnothing) \\
\Longrightarrow & 1 / \alpha+B<\left(A(i, \varnothing)-A\left(i,\left\{l_{i}^{1}\right\}\right)\right) \tag{5.21}
\end{align*}
$$

It is evident that $A(k, \varnothing)-A\left(k,\left\{l_{j}^{1}\right\}\right)$ is an increasing function of the power allocated to link $l_{j}^{1}$ assuming its channel as 1 . This is because the power assigned to link $l_{i}^{1}$ will interfere with all other links assigned with channel 1 which in turn leads to increase their powers.

Now consider the optimal solution. If channel $m+1$ is assigned to $\operatorname{link} l_{i}^{1}$ instead of channel 1 then the power of $l_{i}^{1}$ will be independent of the links $V_{1} \backslash\left\{l_{i}^{1}\right\}$. In that case, the power of link $l_{i}^{1}$ will be same as $B$. Since $\left\{l_{1}^{1}, l_{2}^{1}, \cdots, l_{i}^{1}\right\} \subseteq V_{1}, x_{o}\left(l_{i}^{1}\right)$ must be higher than the power of $l_{i}^{1}$ obtained by solving the LP assuming all the links $l_{1}^{1}, l_{2}^{1}, \cdots, l_{i}^{1}$ are assigned with channel 1 . As $A(k, \varnothing)-A\left(k,\left\{l_{j}^{1}\right\}\right)$ is an increasing function of the power allocated to link $l_{j}^{1}$ assuming its channel as 1 , we get

$$
\begin{equation*}
A\left(n_{1}, \varnothing\right)-A\left(n_{1},\left\{l_{i}^{1}\right\}\right) \geq A(i, \varnothing)-A\left(i,\left\{l_{i}^{1}\right\}\right) \tag{5.22}
\end{equation*}
$$

From Equations (5.22) and (5.21) it follows that channel $m+1$ will be a better choice of link $l_{i}^{1}$ in the optimal solution. A contradiction! This implies GCPA will assign all links of $V_{1}$ with channel 1.

Similarly we can show that if GCPA finds it beneficial to assign channel 1 to link $l_{1}^{2}$ then in optimal solution also it would have been beneficial to assign channel 1 to link $l_{1}^{2}$ and thereby reaching a contradiction. By this way we can show that GCPA will assign channel $k$ to all links of $V_{k}, 1 \leq k \leq m$.

Note that GCPA finally assigns power to the links using the LP solution when the last link of each pseudo-vertex is considered. Hence the power assignment will be the same as the optimum one. Hence the proof.

So far we know that the performance of GCPA depends on the order it chooses.

Also there exists an order on which GCPA produces optimal results. Now to compare between a pair of orders, we introduce the notion of equivalent order in Definition 6.

Definition 6 (Equivalent order) Two orders $S_{1}$ and $S_{2}$ are said to be equivalent if upon applying GCPA on them they produce channel vectors $C_{1}(t)$ and $C_{2}(t)$ such that $C_{1}(t)=$ $C_{2}(t)$.

Let $S$ be an order and upon applying GCPA on $S$ we get channel vector $C$ with pseudo-vertices $V_{1}, V_{2}, \cdots V_{m}$. For a particular permutation $\pi=\left(V_{\mathcal{C}_{1}}, V_{\mathcal{C}_{2}}, \cdots, V_{\mathcal{C}_{m}}\right)$ of $V_{1}, V_{2}, \cdots V_{m}$, let $L(\pi)$ be the set of all orders generated by permuting links within each pseudo-vertex while keeping the order of the pseudo-vertices unchanged. Let $\Pi(S)$ be the set of all $m$ ! permutations of $V_{1}, V_{2}, \cdots V_{m}$. If $\pi_{0}(S)=\left(V_{1}, V_{2}, \cdots V_{m}\right)$ then Theorem 5.4.2 implies that all orders belongs to $L\left(\pi_{0}(S)\right)$ are equivalent to $S$.

Theorem 5.4.2 There are $\Omega\left(\left(\frac{n}{e m}\right)^{n}\right)$ many orders which are equivalent to $S$.

Proof: Consider the case where GCPA is applied on an order $S^{\prime} \in L\left(\pi_{0}(S)\right)$. In this case, similar to the proof of Theorem 5.4.1, we can show that all links in $V_{k}$ will get channel $k$, where $1 \leq k \leq m$. Again $\left.\left|L\left(\pi_{0}(S)\right)\right|=\left(\left|V_{1}\right|\right)!\left(\left|V_{2}\right|\right)!\cdots,\left(\left|V_{m}\right|\right)!\right)=$ $\Omega\left(\left(\left(\frac{n}{m}\right)!\right)^{m}\right)=\Omega\left(\left(\frac{n}{e m}\right)^{n}\right)$ using Stirling's approximation. Hence the proof.

If total number of pseudo-vertices in optimum order is $m_{o}$ then from Theorems 5.4.1 and 5.4.2 following corollaries are immediate.

Corollary 1 Total number of optimum orders is

$$
\Omega\left(\left(\frac{n}{e m_{0}}\right)^{n}\right) .
$$

Corollary 2 Probability that an order is optimum is

$$
p=\Omega\left(\frac{1}{n!}\left(\frac{n}{e m_{o}}\right)^{n}\right)=\Omega\left(\frac{1}{m_{o}^{n}}\right) .
$$

Let $S_{1}$ and $S_{2}$ be two orders of links and upon applying GCPA on them we get channel vectors $C_{1}$ and $C_{2}$ with pseudo-vertices $V_{1}^{1}, V_{2}^{1}, \cdots, V_{m_{1}}^{1}$ and $V_{1}^{2}, V_{2}^{2}, \cdots, V_{m_{2}}^{2}$ respectively. Now without loss of generality, in the following lemma, we will prove that no two pseudo-vertices in $V_{1}^{1}, V_{2}^{1}, \cdots, V_{m_{1}}^{1}$ can be merged into a pseudo-vertex in $V_{1}^{2}, V_{2}^{2}, \cdots, V_{m_{2}}^{2}$.

Lemma 5.4.1 $\nexists V_{x}^{1}, V_{y}^{1}$ and $V_{z}^{2}$ such that $V_{x}^{1} \cup V_{y}^{1} \subseteq V_{z}^{2}$ where $x \neq y$.
Proof: If possible let $\exists V_{x}^{1}, V_{y}^{1}$ and $V_{z}^{2}$ such that $V_{x}^{1} \cup V_{y}^{1} \subseteq V_{z}^{2}$. As $V_{z}^{2}$ is build using GCPA then $\exists V_{t}^{1}$ such that $V_{x}^{1} \cup V_{y}^{1} \subseteq V_{t}^{1}$. Since GCPA upon applying on $S_{1}$ puts two different channel to the links of $V_{x}^{1}$ and $V_{y}^{1}$, this is impossible. Hence the proof.

We now consider two different permutations $\pi_{1}, \pi_{2}$ of $V_{1}, V_{2}, \cdots V_{m}$. If we apply GCPA on $S_{1} \in L\left(\pi_{1}\right)$ and $S_{2} \in L\left(\pi_{2}\right)$ we get channel vectors $C_{1}$ and $C_{2}$ with pseudovertices $V_{1}^{1}, V_{2}^{1}, \cdots, V_{m_{1}}^{1}$ and $V_{1}^{2}, V_{2}^{2}, \cdots, V_{m_{2}}^{2}$ respectively. It is evident that when we choose $\pi_{1} \neq \pi_{0}(S)$ then pseudo-vertices $V_{1}, V_{2}, \cdots V_{m}$ may split and merge with other pseudo-vertices to form a new set of pseudo-vertices $V_{1}^{1}, V_{2}^{1}, \cdots, V_{m_{1}}^{1}$. Since by split and merge the total number of pseudo-vertices can only decrease, hence $m_{1} \leq m_{0}$. Consider that $S_{1}, S_{1}^{\prime} \in L\left(\pi_{1}\right), S_{1} \neq S_{1}^{\prime}$ then upon applying GCPA our resulted set of pseudo-vertices corresponding to $S_{1}$ and $S_{1}^{\prime}$ may be different. Hence $L\left(\pi_{1}\right)$ may not be an equivalent set. But what about $\pi_{3}=\left(V_{1}^{1}, V_{2}^{1}, \cdots, V_{m_{1}}^{1}\right)$ and $\pi_{4}=\left(V_{1}^{2}, V_{2}^{2}, \cdots, V_{m_{2}}^{2}\right)$ ? Clearly $L\left(\pi_{3}\right)$ and $L\left(\pi_{4}\right)$ are two equivalent sets, each with exponential number of elements, according to Theorem 5.4.2. Now we would like to show that these two equivalent sets are disjoint. That is, $L\left(\pi_{3}\right) \cap L\left(\pi_{4}\right)=\varnothing$. In that case by evaluating $S_{1} \in L\left(\pi_{1}\right)$ and $S_{2} \in L\left(\pi_{2}\right), S_{1} \neq S_{2}$, we can eventually search element from two disjoint equivalent sets each with exponential number of orders. We formally prove $L\left(\pi_{3}\right) \cap L\left(\pi_{4}\right)=\varnothing$ in Theorem 5.4.3. In order to prove $L\left(\pi_{3}\right) \cap L\left(\pi_{4}\right)=\varnothing$, we first show that there exists a position $x$ in $\pi_{3}$ and $\pi_{4}$ such that $V_{x}^{1} \neq V_{x}^{2}$, in the following lemma.

Lemma 5.4.2 $\exists x$, such that $V_{x}^{1} \neq V_{x}^{2}$.

Proof: Let $\pi_{1}=\left(V_{a_{1}}, V_{a_{2}}, \cdots V_{a_{m}}\right)$ and $\pi_{2}=\left(V_{b_{1}}, V_{b_{2}}, \cdots V_{b_{m}}\right)$. Since $\pi_{1} \neq \pi_{2}$, let $i$ be the first position in $\pi_{1}$ such that $a_{i} \neq b_{i}$. Since according to Lemma 5.4.2, $\exists V_{x_{1}}^{1}$ and $V_{x_{2}}^{2}$ such that $V_{a_{i}} \cup V_{b_{i}} \subseteq V_{x_{1}}^{1}$ or $V_{a_{i}} \cup V_{b_{i}} \subseteq V_{x_{2}}^{2}, \exists e_{1} \in V_{a_{i}}$ and $e_{2} \in V_{b_{i}}$ such that $e_{1}$ appears before $e_{2}$ in any order in $L\left(\pi_{3}\right)$ and $e_{1}$ appears after $e_{2}$ in any order in $L\left(\pi_{4}\right)$. Hence the proof.

Theorem 5.4.3 $L\left(\pi_{3}\right) \cap L\left(\pi_{4}\right)=\varnothing$.

Proof: If possible, assume $L\left(\pi_{3}\right) \cap L\left(\pi_{4}\right) \neq \varnothing$. Since $L\left(\pi_{3}\right) \cap L\left(\pi_{4}\right) \neq \varnothing$, all links in $V_{1}^{2}$ must appear in $V_{1}^{1}$ and all links in $V_{1}^{1}$ must appear in $V_{1}^{2}$. That is, $V_{1}^{2} \subseteq V_{1}^{1}$ and $V_{1}^{1} \subseteq V_{1}^{2}$ implying $V_{1}^{2}=V_{1}^{1}$. Similarly, we can show that $V_{2}^{2}=V_{2}^{1}, V_{3}^{2}=V_{3}^{1}$ and so on. Hence $m_{1}=m_{2}=m$ and $V_{x}^{2}=V_{x}^{1}, 1 \leq x \leq m$. But from Lemma 5.4.1, we know that $\exists x$ such that $V_{x}^{1} \neq V_{x}^{2}$. Contradiction! Hence the proof.

### 5.5 Randomized Algorithm

In this section we first propose an incremental algorithm (IA) to minimize the cost and then propose a randomized joint channel and power allocation algorithm (RJCPA) which uses IA with parameter $\rho$ to further minimize the cost. Next we present the analysis of RJCPA. Since the optimum hitting probability of RJCPA is a function of $\rho^{2}$, we then compute the expected value of $\rho^{2}$ to find the optimum.

### 5.5.1 Incremental Algorithm (IA)

We now propose our incremental algorithm (IA) which starts with an order $S$, applies GCPA on $S$ and constructs $C$ and $X$. It then considers a random permutation $\pi$ of pseudo-vertices of $C$ and applies GCPA on a random order $S_{r} \in L(\pi)$. This step is repeated for $\rho$ times where $\rho$ is an input parameter. If total cost improves, we set $S=S_{r}$ and repeat the process. Formally IA is presented in Algorithm 12. It is evident that IA with an order $S$ searches $\Omega\left(\rho\left(\frac{n}{e m}\right)^{n}\right)$ orders.

Complexity of IA: The time complexity of IA is $\rho$ times the time complexity of GCPA and space complexity of IA is same as the space complexity of GCPA.

```
Algorithm 12: Incremental Algorithm (IA)
    Input: \(\left(\gamma_{l_{i}}(t)\right), \sigma^{2},\left(G_{l_{i} l_{j}}(t)\right), S_{C L}, S_{D L}, S_{c},\left(\eta_{l_{i}}(t)\right), \alpha\), an order \(S, \rho\)
    Output: \(C_{\text {min }}, X_{\text {min }}\)
    Set \(f_{\text {min }}(t)=\infty\);
    \(C(t), X(t)=\operatorname{GCPA}\left(\left(\gamma_{l_{i}}(t)\right), \sigma^{2},\left(G_{l_{i} l_{j}}(t)\right), S_{C L}, S_{D L}, S_{C},\left(\eta_{l_{i}}(t)\right), \alpha, S\right) ;\)
    Calculate cost \(f(t)\);
    Set \(C_{\text {min }}(t)=C(t)\);
    Set \(X_{\text {min }}(t)=X(t)\);
    Set \(f_{\text {min }}(t)=f(t)\);
    Generate pseudo-vertices \(V_{1}, V_{2}, \cdots, V_{m}\) of \(C(t)\);
    Set \(n_{k}=\left|V_{k}\right|\) for \(1<k<m\);
    for \(r=1,2, \cdots \rho\) do
        Consider an arbitrary permutation \(\pi\) of \(V_{1}, V_{2}, \cdots, V_{m}\);
        Generate random order \(S_{r} \in L(\pi)\);
        \(C(t), X(t)=\operatorname{GCPA}\left(\left(\gamma_{l_{i}}(t)\right), \sigma^{2},\left(G_{l_{i j}}(t)\right), S_{C L}, S_{D L}, S_{c},\left(\eta_{l_{i}}(t)\right), \alpha, S_{r}\right) ;\)
        Calculate cost \(f(t)\);
        if \(f(t)<f_{\text {min }}(t)\) then
            Set \(C_{\text {min }}(t)=C(t)\);
            Set \(X_{\text {min }}(t)=X(t)\);
            Set \(f_{\text {min }}(t)=f(t)\);
            Set \(S=S_{r}\);
            Generate pseudo-vertices \(V_{1}, V_{2}, \cdots, V_{m}\) of \(C(t)\);
            Set \(n_{k}=\left|V_{k}\right|\) for \(1<k<m\);
            Restart loop with \(r=1\);
    return \(C_{\text {min }}(t), X_{\text {min }}(t)\);
```


### 5.5.2 Randomized Joint Channel and Power Allocation (RJCPA)

## Algorithm

It is evident that the performance of IA depends on the initial order $S$. With initial order $S$, the set of all orders and their equivalent orders that could eventually be
searched with positive probability by IA has size

$$
\begin{equation*}
\left|\bigcup_{\pi \in \Pi(S)} \bigcup_{S^{\prime} \in L(\pi)} L\left(\pi_{0}\left(S^{\prime}\right)\right)\right|=\Omega\left(m!\left(\frac{n}{e m}\right)^{n}\right) \tag{5.23}
\end{equation*}
$$

which could be less than $n!$. That is, if IA starts with $S$ then there may exist some orders which are searched with 0 probability. To search each of the $n!$ orders with a positive probability, we introduce the randomized joint channel and power allocation (RJCPA) algorithm. RJCPA chooses some $\rho$ random orders, applies IA on each of them and reports the best result. RJCPA is formally presented in Algorithm 13.

```
Algorithm 13: Randomize Joint Channel and Power Allocation (RJCPA) Algo-
rithm
    Input: \(\left(\gamma_{l_{i}}(t)\right), \sigma^{2},\left(G_{l_{i j}}(t)\right), S_{C L}, S_{D L}, S_{c},\left(\eta_{l_{i}}(t)\right), \alpha, \rho\)
    Output: \(C_{\text {min }}(t), X_{\text {min }}(t)\)
    Set \(f_{\text {min }}(t)=\infty\);
    for \(r=1\) to \(\rho\) do
        Generate a random order \(S\) of the links;
        \(C(t), X(t)=\operatorname{IA}\left(\left(\gamma_{l_{i}}(t)\right), \sigma^{2},\left(G_{l_{i}, l_{j}}(t)\right), S_{C L}, S_{D L}, S_{c},\left(\eta_{l_{i}}(t)\right), \alpha, S, \rho\right)\);
        Calculate cost \(f_{S}\) generated by GCPA on order \(S\);
        if \(f_{S}(t)<f_{\text {min }}(t)\) then
            \(f_{\text {min }}(t)=f_{S}(t)\);
            \(C_{\text {min }}(t)=C(t) ;\)
            \(X_{\text {min }}(t)=X(t)\);
            Restart loop with \(r=1\);
    return \(C_{\text {min }}(t), X_{\text {min }}(t)\);
```

Complexity of RJCPA: The time complexity of RJCPA is $\rho$ times the time complexity of IA and space complexity of RJCPA is same as the space complexity of IA.

### 5.5.3 Analysis of RJCPA

Let $S O\left(S_{i}\right)$ be the set of exactly those orders and their equivalent orders that would be searched by IA with initial order $S_{i}$. Clearly

$$
\begin{equation*}
\left|S O\left(S_{i}\right)\right|=\Omega\left(\rho\left(\frac{n}{e m}\right)^{n}\right) \tag{5.24}
\end{equation*}
$$

Definition 7 If $x \in\{0,1, \cdots\}$, then $H(x) \in(0, \infty)$ is defined as $\frac{H(x)}{x} \rightarrow 0$ when $x \rightarrow 0$ or $x \rightarrow \infty$.

Lemma 5.5.1 If $\left|S O\left(S_{i}\right)\right|=H\left(\frac{\sqrt{n!}}{\rho}\right) \forall i \in\{1,2, \cdots, \rho\}$, where either $\rho=o(\sqrt{n!})$ or $\sqrt{n!}=o(\rho)$, then

$$
\lim _{n \rightarrow \infty} \mathbb{P}\left(\forall i, j \in\{1,2, \cdots, \rho\}, i<j, S O\left(S_{i}\right) \bigcap S O\left(S_{j}\right)=\varnothing\right)=1
$$

Proof: It is evident that for an order $S$,

$$
\begin{equation*}
\mathbb{P}\left(S \in S O\left(S_{i}\right)\right)=\frac{\left|S O\left(S_{i}\right)\right|}{n!} \tag{5.25}
\end{equation*}
$$

Now,

$$
\begin{align*}
& \mathbb{P}\left(\forall i, j \in\{1,2, \cdots, \rho\}, i<j, S P\left(S_{i}\right) \bigcap S O\left(S_{j}\right)=\varnothing\right) \\
= & \prod_{i=1}^{\rho} \prod_{i<j} \mathbb{P}\left(S O\left(S_{i}\right) \bigcap S O\left(S_{j}\right)=\varnothing\right) \\
= & \left(1-\mathbb{P}\left(S O\left(S_{i}\right) \bigcap S O\left(S_{j}\right) \neq \varnothing\right)\right)^{\binom{\rho}{2}} \\
= & \left(1-\mathbb{P}\left(\bigcup_{\forall S}\left(S \in S O\left(S_{i}\right) \& S \in S O\left(S_{j}\right)\right)\right)\right)^{\left(\frac{\rho}{2}\right)} \\
\geq & \left(1-\sum_{\forall S} \mathbb{P}\left(S \in S O\left(S_{i}\right) \& S \in S O\left(S_{j}\right)\right)\right)^{\left({ }_{2}^{2}\right)}  \tag{5.26}\\
& \left(\text { because for any finite collection of events }\left\{A_{i} \mid \forall i\right\},\right. \\
& \left.\mathbb{P}\left(\bigcup_{\forall i} A_{i}\right) \leq \sum_{\forall i} \mathbb{P}\left(A_{i}\right)\right) .
\end{align*}
$$

Also the events that an order belongs to $S O\left(S_{i}\right)$ and an order belongs to $S O\left(S_{j}\right)$ are independent to each other. Hence from Equation (5.26) we get that

$$
\begin{align*}
& \mathbb{P}\left(\forall i, j \in\{1,2, \cdots, \rho\}, i<j, S P\left(S_{i}\right) \bigcap S O\left(S_{j}\right)=\varnothing\right) \\
\geq & \left(1-n!\times \mathbb{P}\left(S \in S O\left(S_{i}\right)\right) \times \mathbb{P}\left(S \in S O\left(S_{j}\right)\right)\right)^{\left(\rho_{2}^{\rho}\right)} \\
= & \left(1-n!\times \frac{\left|S O\left(S_{i}\right)\right|}{n!} \times \frac{\left|S O\left(S_{j}\right)\right|}{n!}\right)^{\left({ }_{2}^{2}\right)} \\
= & \left(1-\frac{\left|S O\left(S_{i}\right)\right| \times\left|S O\left(S_{j}\right)\right|}{n!}\right)^{\left(\frac{\rho}{2}\right)} . \tag{5.27}
\end{align*}
$$

Again as $\left|S O\left(S_{i}\right)\right|=H\left(\frac{\sqrt{n!}}{\rho}\right), \forall i \in\{1,2, \cdots, \rho\}$, where either $\rho=o(\sqrt{n!})$ or $\sqrt{n!}=$ $o(\rho)$, we get from Equation (5.27) that,

$$
\begin{align*}
& \lim _{n \rightarrow \infty} \mathbb{P}\left(\forall i, j \in\{1,2, \cdots, \rho\}, i<j, S O\left(S_{i}\right) \bigcap S O\left(S_{j}\right)=\varnothing\right) \\
& =\lim _{n \rightarrow \infty}\left(1-\frac{H\left(\frac{\sqrt{n!}}{\rho^{2}}\right)}{\frac{\sqrt{n!}}{\rho^{2}}} \times \frac{1}{\rho^{2}}\right)^{(\rho)}=1 \tag{5.28}
\end{align*}
$$

Hence the proof.
Using Lemma 5.5 .1 we will calculate the total number of orders RJCPA eventually searches in Theorem 5.5.1.

Theorem 5.5.1 Let $\tau(m)$ be the total number of orders eventually searched by RJCPA. Then

$$
\tau(m)= \begin{cases}\Omega\left(\rho^{2}\left(\frac{n}{e m}\right)^{n}\right) & \text { if } \rho=o(\sqrt{n!}) \text { or } \sqrt{n!}=o(\rho) \& m>n^{\frac{1-\frac{1}{\log _{e}(n)}}{2}}+\rho^{\frac{2}{n}} \\ \Omega\left(\rho\left(\frac{n}{e m}\right)^{n}\right) & \text { else }\end{cases}
$$

Again if $\rho=o(\sqrt{n!})$ or $\sqrt{n!}=o(\rho)$ and $m>n^{\frac{1-\frac{1}{-\log _{2}(n)}}{2}}+\rho^{\frac{2}{n}}$ then $\lim _{m \rightarrow n} \tau(m)=\rho^{2}$ else $\lim _{m \rightarrow 1} \tau(m)=n!$.

Proof: If $\left|S O\left(S_{i}\right)\right|=H\left(\frac{\sqrt{n!}}{\rho}\right)$, where either $\rho=o(\sqrt{n!})$ or $\sqrt{n!}=o(\rho)$, from

Equation 5.24 we get that,

$$
\begin{align*}
& \Omega\left(\rho\left(\frac{n}{e m}\right)^{n}\right)=\left|S O\left(S_{i}\right)\right|=H\left(\frac{\sqrt{n!}}{\rho}\right) \\
\Longrightarrow & \lim _{n \rightarrow \infty} \frac{\rho^{2}\left(\frac{n}{e m}\right)^{n}}{\sqrt{n!}}=0 \\
\Longrightarrow & \lim _{n \rightarrow \infty} \frac{\rho^{2}}{m^{n}}\left(\frac{n}{e}\right)^{n / 2}=0 . \tag{5.29}
\end{align*}
$$

Putting $m=n^{\frac{1}{x}}$ into Equation (5.29) we get that,

$$
\begin{align*}
& \lim _{n \rightarrow \infty} \frac{\rho^{2}}{n^{\frac{n}{x}}}\left(\frac{n}{e}\right)^{n / 2}=0 \\
\Longrightarrow & \lim _{n \rightarrow \infty} n^{\frac{n}{2}\left(1-\frac{1}{\log _{e}(n)}\right)+\frac{\log _{e}\left(\rho^{2}\right)}{\log _{e}(n)}-\frac{n}{x}}=0 \\
\Longrightarrow & \lim _{n \rightarrow \infty} n^{\frac{n}{2}\left(1-\frac{1}{\log _{e}(n)}\right)+\frac{\log _{e}\left(\rho^{2}\right)}{\log _{e}(n)}-\frac{n \log _{e}(m)}{\log _{e}(n)}}=0 . \tag{5.30}
\end{align*}
$$

Note that in Equation (5.30) if power of $n$ is $<0$ then the limit in left hand side would converge to 0 when $n \rightarrow \infty$. Hence from Equation (5.30) we get that

$$
\begin{align*}
& \frac{n}{2}\left(1-\frac{1}{\log _{e}(n)}\right)+\frac{\log _{e}\left(\rho^{2}\right)}{\log _{e}(n)}<\frac{n \log _{e}(m)}{\log _{e}(n)} \\
\Longrightarrow \quad & m>n^{\frac{1-1}{\log _{e}(n)}} \frac{2}{2}+\rho^{\frac{2}{n}} \tag{5.31}
\end{align*}
$$

where either $\rho=o(\sqrt{n!})$ or $\sqrt{n!}=o(\rho)$, is the sufficient condition for $S O\left(S_{i}\right) \cap$ $S O\left(S_{j}\right)=\varnothing, \forall i, j \in\{1,2, \cdots, \rho\}, i \neq j$, when $n \rightarrow \infty$. As $\left|S O\left(S_{i}\right)\right|=\Omega\left(\rho\left(\frac{n}{e m}\right)^{n}\right)$ hence we get that $\tau(m)=\Omega\left(\rho^{2}\left(\frac{n}{e m}\right)^{n}\right)$ with

$$
\lim _{m \rightarrow n} \tau(m)=\rho^{2}
$$

(because with $m=n$ each of the $n$ channels is allocated to a different link and hence $\left|S P\left(S_{i}\right)\right|=\rho$ and $\left.\tau(n)=\rho^{2}\right)$.

Else in worst case all of the $S P\left(S_{i}\right)$, where $1 \leq i \leq \rho$, may be exactly equal, hence $\tau(m)=\Omega\left(\rho \times\left(\frac{n}{e m}\right)^{n}\right)$, with $\lim _{m \rightarrow 1} \tau(m)=n!$ (because $\tau(m) \leq n!$ ), when $n \rightarrow \infty$. Hence the proof.

Remark 8 From Theorem 5.5.1 we get that, if $\rho=o(\sqrt{n!})$ or $\sqrt{n!}=o(\rho)$ and $m$ is big $\left(m>n \frac{1-\frac{1}{\log _{c}(n)}}{2}+\rho^{\frac{2}{n}}\right)$ then in RJCPA we essentially search disjoint $S Q\left(S_{i}\right)$ for different $S_{i}$ 's. Hence the total number of orders searched is $\Omega\left(\rho\left(\frac{n}{e m}\right)^{n}\right)$. On the other hand if $m$ is small there might be overlapping between different $S O\left(S_{i}\right)^{\prime}$ s. But in this case, as $m$ gets smaller $S O\left(S_{i}\right)$ gets bigger. So in either case, RJCPA searches orders very efficiently. Moreover, RJCPA always produces the optimum result for the limiting cases when $m=1$ or $m=n$.

Remark 9 From Equation (5.31) we get that, if $\rho=o(\sqrt{n!})$ or $\sqrt{n!}=o(\rho)$ then with increasing $\rho^{2}$ the lower bound of necessary value of $m$ increases. Since the maximum value of $m$ is $n$, if

$$
\begin{aligned}
& n^{\frac{1-\frac{1}{\log _{e}(n)}}{2}}+\rho^{\frac{2}{n}} \geq n \\
\Longrightarrow & \rho \geq\left(n-n^{\frac{1-\frac{1}{\log _{e}(n)}}{2}}\right)^{\frac{n}{2}},
\end{aligned}
$$

$\exists i, j \in\{1,2, \cdots, \rho\}, i \neq j$, such that $S O\left(S_{i}\right) \cap S O\left(S_{j}\right) \neq \varnothing$ even if $n \rightarrow \infty$. Thus with higher value of $\rho$ we need higher value of $m$ to keep each $S O\left(S_{i}\right)$ disjoint.

It is evident from Theorem 5.5.1 that total number of orders eventually searched by RJCPA is $\Omega\left(\rho^{2}\left(\frac{n}{e m}\right)^{n}\right)$, which is a function of $\rho^{2}$. Hence in the next Section we will calculate expected value of $\rho^{2}$ to find the optimum.

### 5.5.4 Expected value of $\rho^{2}$

Let's define a step as applying GCPA on an order and obtaining $C$ and $X$. Clearly IA and RJCPA have $\Omega(\rho)$ and $\Omega\left(\rho^{2}\right)$ steps. Hence time complexity of RJCPA to hit
the optimum is a function of $\rho^{2}$. We now calculate the expected value of $\rho^{2}$. Let $m^{\prime}$ be the maximum number of distinct channels in a step and $n$ be the total number of links. It is evident from Theorem 5.4.2 that there are $\Omega\left(\left(\frac{n}{e m^{\prime}}\right)^{n}\right)$ orders equivalent to $S$. Note that value of $\rho^{2}$ to hit optimum follows a Geometric distribution with mean $\frac{1}{\eta}$ where

$$
\eta= \begin{cases}1 & \text { If } m^{\prime} m_{o} \leq \frac{n}{e} \\ \Omega\left(\left(\frac{n}{e m^{\prime}}\right)^{n} \times \frac{1}{m_{o}^{n}}\right)=\Omega\left(\left(\frac{n}{e m^{\prime} m_{o}}\right)^{n}\right) & \text { Otherwise }\end{cases}
$$

This fact implies Theorem 5.5.2.

Theorem 5.5.2 Expected number of steps RJCPA takes to hit optimum is

$$
\mathbb{E}\left[\rho^{2}\right]=\frac{1}{\eta}=\left\{\begin{array}{ll}
1 & \text { if } m^{\prime} m_{0} \leq \frac{n}{e}  \tag{5.32}\\
O\left(\left(\frac{e m^{\prime} m_{o}}{n}\right)^{n}\right) & \text { Otherwise }
\end{array} .\right.
$$

From Theorem 5.5.2 and the fact that $(1-x)^{\frac{1}{x}} \leq e^{-1} \forall x \in(0,1)$, Corollary 3 is immediate.

Corollary 3 If $m^{\prime} m_{0} \leq \frac{n}{e}$, expected number of steps to reach optimum is $\mathbb{E}\left[\rho^{2}\right]=O(1)$. If $m^{\prime} m_{0}>\frac{n}{e}, R J C P A$ hits the optimum in $\rho^{2}=\frac{\epsilon}{\eta}=\epsilon \mathbb{E}\left[\rho^{2}\right]$ steps with probability

$$
\begin{align*}
& =\left(1-(1-\eta)^{\rho^{2}}\right) \\
& =\left(1-(1-\eta)^{\frac{\epsilon}{\eta}}\right) \\
& \geq\left(1-e^{-\epsilon}\right) . \tag{5.33}
\end{align*}
$$

Hence if $m^{\prime} m_{0} \leq \frac{n}{e}$ we can solve JPCAP in expected polynomial time, else we can solve it in slowly growing expected exponential time with very high probability. It is evident from Chebyshev's in-equality that the distribution of $\rho^{2}$ to find the
optimum is highly concentrated around $\mathbb{E}\left[\rho^{2}\right]=\frac{1}{\eta}$. That is

$$
\begin{equation*}
\mathbb{P}\left(\left|\rho^{2}-\mathbb{E}\left[\rho^{2}\right]\right| \geq \epsilon \sigma\left[\rho^{2}\right]\right) \leq \frac{1}{\epsilon^{2}} \tag{5.34}
\end{equation*}
$$

where standard deviation of $\rho^{2}$ is

$$
\sigma\left[\rho^{2}\right]=\sqrt{\mathbb{E}\left[\left(\rho^{2}-\mathbb{E}\left[\rho^{2}\right]\right)^{2}\right]}=\sqrt{\frac{1-\eta}{\eta^{2}}}
$$

### 5.6 Expected Cost and Energy Efficiency

We now analyze the expected cost and energy efficiency (EE) produced by RJCPA. For the analysis purpose we will first state some assumptions and notations. We assume that $n$ links are situated inside a $R$ radius cell with base station placed centered at it and $\kappa=\frac{\left|S_{D L}\right|}{n}$. Let $g=\mathbb{E}\left[G_{l_{i} l_{i}}(t)\right]$, where $l_{i} \in S_{D L} \cup S_{C L}$, and $G=\mathbb{E}\left[G_{l_{i} l_{j}}(t)\right]$, where $i \neq j$ and $l_{i}, l_{j} \in S_{D L} \cup S_{C L}$. Also $\Gamma=\mathbb{E}\left[\gamma_{l_{i}}(t)\right]$. Let $\mathbb{E}[Y(t)]=\bar{Y}, \mathbb{E}[P(t)]=\bar{P}$, $\mathbb{E}\left[x_{l_{i}}(t)\right]=\bar{x}=\frac{\bar{P}}{n}, \mathbb{E}[f(t)]=\bar{f}$ and $\mathbb{E}\left[\eta_{l_{i}}(t)\right]=\eta$. Let $E E(t)$ be the energy efficiency and $\mathbb{E}[E E(t)]=\overline{E E}$. We also assume that expected value of $\eta_{l_{i}}(t)$ over DL is $\eta_{D L}(t)$ and over CL is $\eta_{C L}(t)$. Let's also define $a(n) \sim_{n} b(n) \Longleftrightarrow \lim _{n \rightarrow \infty} \frac{b(n)}{a(n)}=1$. This section is organized into three subsections. In the first subsection we calculate the expected cost $\bar{f}$. In the second subsection we calculate the expected energy efficiency $\overline{E E}$. Since all expressions of the first two subsections are functions of $g, G$ and $\eta$ in the third subsection we calculate them.

### 5.6.1 Calculation of expected cost

We first calculate $\bar{Y}$ and $\bar{P}$ to calculate expected cost $\bar{f}$. Clearly, when $n \rightarrow \infty$ due to symmetry of the links, in expected case, inequalities in the LP calculating $x\left(l_{i}\right)$ 's will turn out to be equality's and each channel will be assigned to equal number of
links, hence

$$
\begin{equation*}
g \bar{x}=\Gamma\left(\sigma^{2}+\left(\frac{n}{\bar{Y}}-1\right) \bar{x} G\right) \Longrightarrow \bar{P}=\Gamma\left(n \sigma^{2}+\left(\frac{n}{\bar{Y}}-1\right) \bar{P} G\right) . \tag{5.35}
\end{equation*}
$$

It is evident that

$$
\begin{equation*}
\bar{Y} \geq\left|S_{C L}\right|=(1-\kappa) n \tag{5.36}
\end{equation*}
$$

Note that one pseudo-vertex can at most have $\frac{n}{\bar{Y}}$ links only if

$$
\begin{equation*}
\alpha \frac{n}{\bar{Y}} \bar{x} \leq 1 \quad \Longrightarrow \quad \alpha \bar{P} \leq \bar{Y} . \tag{5.37}
\end{equation*}
$$

Again

$$
\begin{equation*}
\bar{x} \leq \eta \quad \Longrightarrow \quad \bar{P} \leq n \eta . \tag{5.38}
\end{equation*}
$$

Now from Equations (5.35), (5.37), (5.38) and (5.36) we get

$$
\begin{array}{r}
\bar{P} \leq n \times \min \left(\frac{\sigma^{2} \alpha+G}{\alpha\left(\frac{g}{\Gamma}+G\right)}, \eta\right), \text { and } \\
\bar{Y} \geq n \times \max \left(\min \left(\frac{\sigma^{2} \alpha+G}{\frac{g}{\Gamma}+G}, \alpha \eta\right), 1-\kappa\right) . \tag{5.40}
\end{array}
$$

Since when $n \rightarrow \infty$ In-equations (5.39) and (5.40) becomes equations and hence we get

$$
\begin{align*}
& \bar{P} \sim_{n} n \times \min \left(\frac{\sigma^{2}+\frac{G}{\alpha}}{\frac{g}{\Gamma}+G}, \eta\right),  \tag{5.41}\\
& \bar{Y} \sim_{n} n \times \max \left(\min \left(\frac{\sigma^{2} \alpha+G}{\frac{g}{\Gamma}+G}, \alpha \eta\right),(1-\kappa)\right), \text { and } \tag{5.42}
\end{align*}
$$

$$
\begin{equation*}
\bar{f} \sim_{n} n \times\left(\max \left(\min \left(\frac{\sigma^{2} \alpha+G}{\frac{g}{\Gamma}+G}, \alpha \eta\right),(1-\kappa)\right)+\min \left(\frac{\sigma^{2} \alpha+G}{\frac{g}{\Gamma}+G}, \alpha \eta\right)\right) \tag{5.43}
\end{equation*}
$$

From Equations (5.42), (5.41) and (5.43) we get that $\bar{Y}, \bar{P}$ and $\bar{f}$ are increasing functions of $n$ and $\eta$. Also $\bar{f}$ and $\bar{Y}$ are non-decreasing function of $\alpha$ and $\bar{P}$ is a non-increasing function of $\alpha$. Finally $\bar{Y}$ is a non-increasing function of $\kappa$.

### 5.6.2 Calculation of expected energy efficiency

We now calculate the expression for expected energy efficiency $\overline{E E}$. It is evident from [63, 64, 10, 61, 62] that

$$
E E=\frac{1}{\sum_{i} x_{l_{i}}(t)} \sum_{c=1}^{n} \sum_{\substack{\forall i, s . t_{0} \\ c_{l_{i}}(t)=c}} \log _{e}\left(1+\frac{x_{l_{i}}(t) G_{l_{l^{\prime}} l_{i}}(t)}{\sigma^{2}+\sum_{\substack{j: j \neq i \\ c_{l_{i}}(t)=c_{l_{j}}(t)}} x_{l_{j}}(t) G_{l_{i} l_{j}}(t)}\right) .
$$

Thus when $n \rightarrow \infty$ we get

$$
\begin{align*}
\overline{E E}= & \frac{n}{\bar{P}} \log _{e}\left(1+\frac{\bar{x} g}{\sigma^{2}+\left(\frac{n}{\bar{Y}}-1\right) \bar{x} G}\right) \\
\sim_{n} & \frac{n}{\bar{P}} \log _{e}\left(1+\frac{g}{\frac{n \sigma^{2}}{\bar{P}}+\left(\frac{n}{\bar{Y}}-1\right) G}\right) \\
\sim_{n} & \frac{\alpha}{\min \left(\frac{\sigma^{2} \alpha+G}{\frac{\Omega}{\bar{\Gamma}}+G}, \alpha \eta\right)} \times \log _{e}\left(1+g /\left(\frac{\sigma^{2} \alpha}{\min \left(\frac{\sigma^{2} \alpha+G}{\frac{\Omega}{\bar{\Gamma}}+G}, \alpha \eta\right)}+\right.\right. \\
& \left.\left.\left(\frac{1}{\max \left(\min \left(\frac{\sigma^{2} \alpha+G}{\frac{\Omega}{\Gamma}+G}, \alpha \eta\right),(1-\kappa)\right)}-1\right) G\right)\right) . \tag{5.44}
\end{align*}
$$

Note that $\overline{E E}$ is a non-decreasing functions of $\alpha$ and $\eta$, and a non-increasing function of $\kappa$.

### 5.6.3 Calculations of expected value of parameters

Since all the above expressions are in terms of $g, G$ and $\Delta$ we now calculate them. Let's assume users are placed uniformly inside the $R$ radius circle. We also assume that $r$ is the expected distance of transmitter and receiver of a DL. Then using the fact that $h_{l_{i} l_{j}}^{\text {slow }}(t)$ and $h_{l_{i} l_{j}}^{\text {fast }}(t)$ are random log-normally and exponentially distributed variable with mean 0 , standard deviation 1 and mean 1 respectively, and $r_{0} \ll$ $r \ll R$ is the minimum distance between devices we get

$$
\begin{align*}
& g \sim_{n}\left(\kappa \int_{d_{l_{i} l_{i}}=r}^{r_{0}} \frac{d_{l_{l^{\prime}} l_{i}}^{-\beta}}{r} d\left(d_{l_{i} l_{i}}\right)+(1-\kappa) \int_{d_{l_{i} l_{i}}=R}^{r_{0}} \frac{d_{l_{i} l_{i}}^{-\beta}}{R} d\left(d_{l_{l_{i}} l_{i}}\right)\right) \\
& \times \mathbb{E}\left[h_{l_{i} l_{j}}^{\text {slow }}(t)\right] \times \mathbb{E}\left[h_{l_{i} l_{j}}^{\text {fast }}(t)\right] \\
& \sim_{n}\left(\frac{1}{\beta-1}\left(\frac{\kappa}{r}\left(\frac{1}{r_{0}^{\beta-1}}-\frac{1}{r^{\beta-1}}\right)+\frac{1-\kappa}{R}\left(\frac{1}{r_{0}^{\beta-1}}-\frac{1}{R^{\beta-1}}\right)\right)\right) \\
& \times \mathbb{E}\left[h_{l_{i} l_{j}}^{\text {slow }}(t)\right] \times \mathbb{E}\left[h_{l_{i} l_{j}}^{f a s t}(t)\right],  \tag{5.45}\\
& G \sim_{n} \frac{1}{(\beta-1) R}\left(\frac{1}{r_{0}^{\beta-1}}-\frac{1}{R^{\beta-1}}\right) \\
& \times \mathbb{E}\left[h_{l_{i} l_{j}}^{s l o w}(t)\right] \times \mathbb{E}\left[h_{l_{i} l_{j}}^{\text {fast }}(t)\right],  \tag{5.46}\\
& \Delta \sim_{n} \kappa \Delta_{D L}+(1-\kappa) \Delta_{C L} . \tag{5.47}
\end{align*}
$$

It is evident from weak law of large number and central limit theorem that calculated values of $\bar{Y}, \bar{P}, g$ and $G$ over $N$ number of experiments converge to the exact values of $\bar{Y}, \bar{P}, g$ and $G$ respectively, with their variances $\rightarrow 0$, when $N \rightarrow \infty$.

Remark 10 Since Equation (5.42) states that $\frac{n}{\bar{Y}}=O(1)$, the expected time and space complexities of RJCPA becomes $O\left((\rho n)^{2} \times L P_{t}\left(\frac{n}{\bar{Y}}, \frac{n}{\bar{Y}}\right)\right)=O\left((\rho n)^{2}\right)$ and $O\left(n^{2}+L P_{s}\left(\frac{n}{\bar{Y}}, \frac{n}{\bar{Y}}\right)\right)=$ $O\left(n^{2}\right)$ respectively. Note that in expected case the time and space complexities of $\boldsymbol{L P}$ are $O(1)$. Thus by calling $L \mathbf{P}$ repeatedly we can solve the problem in relatively small that is $O\left(n^{2}\right)$ time.

### 5.7 Simulation

This section comprises of three subsection. In the first subsection we elaborate the simulation environment. In the second subsection we compare RJCPA with two existing algorithms. In the third subsection we validate our analytical findings through simulation.

### 5.7.1 Simulation environment

The simulation environment is mostly similar to that of [64,27,66,93]. We consider a 250 m radius circular cell with one base station placed in the center of it. We consider DL and CL are uniformly placed within the circular region. For each DL, transmitter and receiver are placed randomly within $1 m$ to $25 m$ away from each other. Minimum power allocated to a link is considered to be -60 dBm and the maximum power $\eta_{i}(t)$ is considered to be $24 d B m$ for CL and $21 d B m$ for DL. We consider a snapshot based approach, where users are considered to be static during execution time of the algorithm. For generating different snapshots, we considered that users move following random way-point mobility model with average velocity $20 \mathrm{~m} / \mathrm{s}$ (i.e $\mathbf{v}=40$ ). Snapshots are taken every 1 s interval. The important simulation parameters are summarized in Table 5.1. We have written our own C++ custom code and run them on a GNU 5.5.0 compiler on Intel core i7 Linux machine.

| Parameters | Description |
| :---: | :---: |
| Cell radius | 250 m |
| $\delta_{i}(t)$ | 24 dBm for CL $\& 21 \mathrm{dBm}$ for DL |
| Minimum power allocated to a link | -60 dBm |
| $\sigma^{2}$ | -174 dBm |
| $\gamma_{i}(t)$ | 25 dB |
| $h_{i j}^{\text {slow }}(t)$ | log-normal distribution with <br> mean 0 dB and standard deviation 8 dB |
| $h_{i j}^{\text {fast }}(t)$ | exponential distribution with $\mu=1$ |
| Pathloss exponent $\beta$ | 4 |
| Packet size | 100 byte |
| Average speed of users | $20 \mathrm{~ms}-1$ |
| Bandwidth | 5 MHz |
| $\left\|S_{C L}\right\|$ | 25 |
| $\left\|S_{D L}\right\|$ | $\in\{1,2, \cdots, 75\}$ |

Table 5.1: Simulation Environment

### 5.7.2 Comparison with other algorithms

In this section through simulation we will compare our algorithm with that of the two-step solution proposed in [64, 10]. In [64], a matching based algorithms for energy efficiency (EE) maximization is presented. In the first step, the optimal power that is required to maximize EE for each DL-CL pair is found and then in the second step, it finds a stable matching of DL and CL using Gale-Shapley algorithm [65]. It is important to note that the performance of the second step is highly dependent on the performance of the first step. In [10] authors propose a two step approach for EE minimization. Given DL-CL pairing, they show that the energy minimization problem is conditionally convex. If the problem is convex, they solve it using standard techniques else they propose an iterative approach for it. To efficiently form DL-CL pair they then propose a random switch-based iterative (RSBI) algorithm. RSBI starts with a random DL-CL pairing and then taking random steps tries to minimize the energy consumption. It is evident that both approaches consider that only one DL can be paired with one CL. Hence in both $[64,10]\left|S_{D L}\right| \leq\left|S_{C L}\right|$. This scenario is called resource-abundant scenario and


Figure 5.1: $\bar{f}=\bar{Y}+\alpha \bar{P}$ in $d B$ vs $\left|S_{D L}\right|$


Figure 5.2: $\bar{P}$ in $m J$ vs $\left|S_{D L}\right|$


Figure 5.3: $\overline{E E}$ in $b i t m J^{-1} \mathrm{~Hz}^{-1}$ vs $\left|S_{D L}\right|$
considered by several authors [64, 94, 10]. In contrast to this, RJCPA has no such bound on $\left|S_{D L}\right|$ and $\left|S_{C L}\right|$. Also, RJCPA allows multiple DL to pair with a CL. In addition to that RJCPA deals with the channel and power allocation problems jointly and by making use of the GCPA it evaluates a large number of orders by searching only a few. There are also some cases for which RJCPA solve the JPCAP in expected polynomial time and for other cases it solves it in slowly growing exponential time with very high probability.

In Figures 5.1, 5.2 and 5.3 we compare the cost $\bar{f}=\bar{Y}+\alpha \bar{P}, \bar{P}$ in $m J$ and $\overline{E E}$ in
bitm $J^{-1} \mathrm{~Hz}^{-1}$ obtained by RJCPA with that obtained by EE matching based [64] and RSBI [10] algorithms respectively, where $10 \log _{10}(\alpha)=30,\left|S_{C L}\right|=25$ and $\left|S_{D L}\right| \in\{1,2, \cdots, 25\}$. To make these algorithms comparable, we fix the number of channels available as $\left|S_{c}\right|=25$ for all of them. We run our algorithm with $\rho=10$ and report the average result of 10 runs. We observe that RJCPA produces lesser $\bar{f}, \bar{P}$ and higher $\overline{E E}$ than that of both EE matching based and RSBI algorithms. By efficiently searching the orders, RJCPA eventually reduces the total power requirement of the links and thus achieves higher $\overline{E E}$.


Figure 5.4: $\bar{Y}$ vs $10 \log _{10}(\alpha)$ and $\left|S_{D L}\right|$


Figure 5.6: $\bar{f}=\bar{Y}+\alpha \bar{A}$ vs $10 \log _{10}(\alpha)$ and $\left|S_{D L}\right|$
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Figure 5.5: $\bar{P}$ vs $10 \log _{10}(\alpha)$ and $\left|S_{D L}\right|$


Figure 5.7: $\overline{E E}$ vs $10 \log _{10}(\alpha)$ and $\left|S_{D L}\right|$

Figure 5.8: Throughput vs $10 \log _{10}(\alpha)$ Figure 5.9: $\overline{\text { packetloss }}$ vs $10 \log _{10}(\alpha)$ and and $\left|S_{D L}\right|$

### 5.7.3 Validations of expected cost and energy efficiency

In this subsection, we will validate our theoretical expressions with practical findings. In Figures 5.4-5.9 we plot $\bar{Y}, \bar{P}$ in $m J^{-1}, \bar{Y}+\alpha \bar{P}, \overline{E E}$ in $\mathrm{bitmJ}^{-1} \mathrm{~Hz}^{-1}$, average throughput $\overline{\text { Throughput }}$ in Mbps and average packet loss $\overline{\text { packetloss }}$ in \% against different values of $10 \log _{10}(\alpha)$ and $\left|S_{D L}\right|$ respectively. We fix $\left|S_{C L}\right|=25$ and vary $\left|S_{D L}\right| \in\{1,2, \cdots, 75\}$ and $10 \log _{10}(\alpha) \in\{30,31, \cdots, 50\}$. We have calculated throughput using Shannon's capacity formula and for computation of packet loss, we have considered maximum number of channels available as 25 . For each value of $\left|S_{D L}\right|$ and $\alpha$, we simulate 100 instances and run RJCPA with $\rho=100$ and report the average.

In Figures 5.4, 5.5 and 5.6 we observe that $\bar{Y}, \bar{P}$ and $\bar{f}$ increase with increasing $\left|S_{D L}\right|$. With increasing $\alpha$, both $\bar{Y}$ and $\bar{f}$ increase but $\bar{P}$ decreases. These behaviors of $\bar{Y}, \bar{P}$ and $\bar{f}$ reflect the theoretical facts mentioned in Equations (5.41), (5.42) and (5.43) respectively. In Figure 5.7 we observe that with increasing $\left|S_{D L}\right|, \overline{E E}$ decreases. Since every CL gets different channel, when $\left|S_{D L}\right| \rightarrow 0, \overline{E E} \rightarrow \frac{\log (1+\Gamma)}{\sigma^{2}}$ which is indeed a extremely large value. As $\left|S_{D L}\right|$ increases, the data rate increases slowly (due to the logarithmic relation with SINR), but total power increases very fast. Hence $\overline{E E}$ decreases with increasing $\left|S_{D L}\right|$. This also follows from Equation (5.44), where we had shown that $\overline{E E}$ is a non-increasing function of $\kappa$, i.e., $\left|S_{D L}\right|$. We also observe that with increasing $\alpha, \overline{E E}$ increases. This is also in accordance with the theoretical result presented in Equation (5.44).

We further see from Figure 5.8 that Throughput increases with both $\left|S_{D L}\right|$ and $\alpha$. With increasing $\left|S_{D L}\right|$, total number of links increases and our algorithm allocates more channels to accommodate all of them subject to the maximum number of channels available (which is here the total number of links). Hence $\overline{\text { Throughput }}$ increases with $\left|S_{D L}\right|$. With increasing $\alpha$, relative weight on $\bar{P}$ increases. As a result of that $\bar{Y}$ increases (i.e., more channels are allocated) and hence $\overline{T h r o u g h p u t}$ increases. On the other hand, if we restrict maximum number of channels that could be
allocated, then our algorithm may not be able to allocate all the links. In Figure 5.9 we fix maximum number of channels that could be allocated to 25 and plot $\overline{\text { packetloss }}$ vs $\left|S_{D L}\right|$ and $10 \log _{10}(\alpha)$. We observe that packetloss increases with both $\left|S_{D L}\right|$ and $\alpha$. With increasing $\left|S_{D L}\right|$, more links are failing to be accommodated within 25 channels, resulting $\overline{\text { packetloss }}$ to increase. With increasing $\alpha$, the relative weight on $P$ increases and hence multiple DL cannot be shared with one CL due to increased interference. Hence packetloss increases.


Figure 5.10: $\bar{Y}$ vs $\rho$


Figure 5.12: $\bar{f}=\bar{Y}+\alpha \bar{P}$ vs $\rho$


Figure 5.11: $\bar{P}$ vs $\rho$


Figure 5.13: $\overline{E E}$ vs $\rho$

In Figures 5.10-5.13 we plot $\bar{Y}, \bar{P}, \bar{f}=\bar{Y}+\alpha \bar{P}$ and $\overline{E E}$ vs $\rho$ for fixed $\left|S_{C L}\right|=$
$\left|S_{D L}\right|=25$ and varying $10 \log _{10}(\alpha) \in\{35,40,45,50\}$ respectively. We observe that $\bar{Y}, \bar{P}$ and $\bar{f}$ decrease while $\overline{E E}$ increases with increasing $\rho$. So we can conclude that with increasing $\rho$, both the expected cost and expected energy efficiency improve, which also reflects the theoretical behavior discussed in Subsection 5.5.4.

### 5.8 Conclusion

In this chapter, we have formulated the joint power and channel allocation problem (JPCAP) in D2D underlaid cellular network as a cost minimization problem, where cost is defined as a linear combination of $Y$ and $P$. We first showed that JPCAP is NP-hard and even providing a $n^{1 / \epsilon}$ approximation for it is also NP-hard. Then we proposed a MILP formulation of this problem. As solving MILP is also NP-hard we proposed a GCPA algorithm which runs on an order of links. We proved that there exists an order for which this GCPA produces optimum solution. Then we proposed an IA algorithm which by actually evaluating less number of orders achieves the effect of evaluating large number of orders. As IA depends on the initial order hence we proposed a RJCPA algorithm to solve JPCAP. We showed that for some cases RJCPA solves JPCAP in expected polynomial time and for other cases it solves with slowly growing expected exponential time with high probability. We calculated the expected cost and energy efficiency produced by RJCPA. Through simulation, we have shown that RJCPA outperforms two existing approaches in terms of cost and energy efficiency. Finally we have validated our theoretical findings through simulation.

## Chapter 6

## Conclusion and Future Scope

In this thesis, we modeled the resource allocation problem in D2D communication as a cost minimization problem. We aimed to minimize the maximum channels, total number of perturbations, and total power. Since there is a natural tradeoff between these three quantities we consider our minimization objective as 1) Maximum channel, 2) Total perturbations, 3) A linear combination of maximum channel and total perturbation, and 4) A linear combination of maximum channel and total power respectively. For first three cases, we simplified the problem in terms of interference graph. To minimize maximum channel, we proposed an ISH and a PISH technique. Since minimizing channel is essentially solving the graph coloring problem, we showed that ISH can solve the graph coloring problem in expected polynomial time. By definition, NP-complete class is a subset of NP class such that each problem inside NP can be reduced to each member of NP-complete class in polynomial time and graph coloring problem is a well-known NP-complete problem [11]. Since ISH is a randomized algorithm which solves the graph coloring problem in expected polynomial time, this implies that "For each problem in NP there is a randomized algorithm which can solve it in expected polynomial time". To minimize total perturbation, we proposed DC, RC and DDC algorithms. To minimize a linear combination of maximum channel and total perturbation, we
proposed GP and GU. Finally we minimized a linear combination of maximum channel and total power. After showing the hardness, we developed a RJCPA algorithm to solve it. For each of these approaches, we theoretically analyse the performance of our algorithms, then compare and verify through simulation.

### 6.1 Future Scope

In this thesis we indeed tried to develop a novel paradigm of solving optimization problems in NP. This paradigm could be enhanced for other problems too. A proper formalisation of this paradigm might be an option for future study. Also the decentralization of each centralized approach mentioned here is a challenging task. Since interference graph is indeed a geometric graph, so it may be that each links need to communicate to only its neighbors, to assign its color and power. It is also possible to split the whole graph into small clusters in decentralized manner and then apply those algorithms only on it. GU can also be decentralized by considering $k$ as a small value and each node has to store the information of its neighbors only at a time. Since the current movement of a link, depends on previous moves, further improvement could also be done by applying reinforcement learning and taking Markov model into consideration.
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