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Abstract

Sign languages being the primary language of the deaf community, researchers from many fields
have been working in this domain from the past two decades. Until now, the majority of the work
was in Sign Language Recognition. And only recently, few methods on Sign Language Translation
have been developed, but even today, there does not exist any work on Indian Sign Language
Translation. This work aims to translate Indian sign language videos to their corresponding spoken
Indian English sentences.

In this work, we are publicly releasing the first of its kind Indian Sign Language Translation
dataset, namely, the ISI-ISL-DDNEWS-2020T that we collected and annotated. Our dataset has
>3 Million sign language frames, which translate to>93 Thousand words made out of>6 Thousand
vocabulary words in spoken Indian English language.

We also formalize a neural machine translation system trainable end-to-end for Indian Sign Lan-
guage and benchmark on the said dataset. The model jointly learns the spatial & temporal re-
lationship, underlying language model, and the sign & spoken language alignment. This baseline
model gives the translation a BLEU-4 score of 4.02.





Introduction

Worldwide more than 360 million people, which is 5.3% of the world’s population, suffer from
disabling hearing loss. In India, it is estimated that there are 63 million people suffering from this
condition. 4 in every 1000 children suffer from severe to profound hearing loss and over 100,000
babies are born with hearing deficiency every year [1] and many cases are not reported due to
social stigma faced by the family. Another article [2] states that, 99% of the deaf population is not
able to matriculate. These staggering numbers, inspires this work which is an effort to help our
community to understand and popularize Indian Sign Language (ISL).

Sign Language being a primary language for deaf has been studied by linguists for many years
world wide. Like any other language, sign language has its own unique linguistic and grammatical
structures [3], and it does not translate to spoken language word by word with one-to-one mapping
as shown in Fig. (1.1).

In the past, most of the research was done in Sign Language Recognition [4] and they approached
the task as a basic gesture recognition problem, ignoring underlying linguistic properties. In recent
years, due to advances in computer vision, Continuous Sign Language Recognition became possi-
ble. Sign Language Translation is relatively unexplored area and is currently a hot topic among
researchers [5] [6] [7].

Figure 1.1: Difference between SLR and SLT

When considering Indian Sign Language, to the best of our knowledge, there does not exist any
work aimed at translation. This work is the first of its kind for ISL and following are our contribu-
tions,
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1. First publicly available translation dataset for ISL, which has sign video and associated spoken
language annotation.

2. Baseline model for future research on ISL, we also share the parameters scheme for the model.

In this chapter, next is the brief of the terminology used often in this thesis, after which we discuss
previous works in the field of sign language in general. Subsequent chapters are organised as follows
: In Dataset Creation we talk of how the dataset was collected, processed and consolidated. In
Methodology And Results we discuss our baseline model, its implementation, training and final
results.

1.1 Background

Before we go further, following is a brief of important terms that we will be referring to later in
this work.

1.1.1 Recurrent Neural Networks

Standard neural network type is feed forward neural network, where sets of neurons are organised
in layer like fashion namely one input layer, one output layer and at least one intermediate hidden
layer. This type of neural network is typically limited to static classification tasks and is hence
limited to provide a static mapping between the input and the output. This network would fail
in the task of modelling the temporal changes in a sequence while keeping the number of param-
eters constant. To overcome this shortcoming, Williams et al. [8] introduced Recurrent Neural
Networks(RNN) in 1989, where they circularly fed back the signal from the previous time step to
the hidden neuron along with the originating signal. This new architecture enabled to learn the
sequential information, while keeping the number of parameters independent of the sequence length
by sharing the parameters at each time step.

For an input sequence X = (x1, x2, ..., xn−1, xn), at each time step t RNN calculates the hidden
state ht as shown in Eq. (1.1) and from ht, the corresponding output ot for that time step is
calculated as shown in Eq. (1.2) where, R() is a RNN Cell and F () is the Feed Forward Neural
Network.

ht = R(xt, ht−1) (1.1)

ot = F (ht) (1.2)

1.1.2 Long Short Term Memory Networks

After RNN was introduced it was soon noticed that over time the gradient of the feed back signal
would either vanish or explode. Schmidhuber et al. introduced Long Short Term Memory - Recur-
rent Neural Networks (LSTM-RNN) in 1997 [9] and improved it over time [10] [11] [12] to address
the shortcomings of the regular RNN.
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LSTM consists of special modules namely Input Gate I(), Forget Gate F () and Output Gate O().
Also, apart from hidden state, LSTM internally maintains the Cell State which helps it to keep
track of the long term dependencies. Information can flow along the cell state unchanged, and if
needed LSTM can easily add or remove information (gradient) with the help of input gate and
forget gate respectively. And output gate helps the LSTM to generate the hidden state with the
help of cell state.

For an input sequence X = (x1, x2, ..., xn−1, xn), at time step t, the hidden state ht and cell state
ct is calculated as shown in Eq. (1.3), where ft, it and ot are outputs from forget, input and output
gates respectively, and C() is an intermediary function with tanh activation.

ft = F (xt, ht−1)

it = I(xt, ht−1)

ot = O(xt, ht−1)

ct = ft · ct−1 + it · C(xt, ht−1)

ht = ot ·H(ct)

(1.3)

1.1.3 Gated Recurrent Unit

Motivated by the LSTM unit, in 2014 Cho et al. introduced Gated Recurrent Unit (GRU) which
were much simpler to compute and implement [13]. Similar to what we saw in a LSTM unit, GRU
also has gating units that modulate the flow of information inside the unit but with just the hidden
state[13] [14]. No additional cell/memory state is present in GRU.

Apart from this, it also has fewer gates compared to LSTM, namely, Reset Gate R() and Update
Gate U(). When reset gate is close to 0, the hidden state is forced to ignore the previous hidden
state and reset with the current input only. This effectively allows the hidden state to drop any
information that is found to be irrelevant later in the future, thus, allowing a more compact repre-
sentation. On the other hand, the update gate controls how much information from the previous
hidden state will carry over to the current hidden state [13].

Eq.(1.4) explains the calculation for the hidden unit ht at time t for input sequenceX = (x1, x2, ..., xn−1, xn).
rt, ut are output of reset gate and update gate respectively and H() is an intermediary function
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with tanh activation.

rt = R(xt, ht−1)

ut = U(xt, ht−1)

ht = ut · ht−1 + (1− ut) ·H(rt, ht−1, xt)

(1.4)

1.1.4 Encoder-Decoder Architecture

This architecture was introduced by Kalchbrenner et al. [15], Sutskever et al. [16], Cho et al. [17]
[13]. Encoder-Decoder (ED) Architecture has gained lot of popularity in recent years and many of
the state of the art models in Neural Machine Translation (NMT) [18] [19] [20] [21] [22] [23], Text
Summarization [24] [25] [26] [27], Image Captioning [28], etc. have ED Architecture at its core.
Hereafter, we shall be referring to ED Architecture in context of the NMT.

Fundamental idea behind this architecture is, the encoder part reads the input (or a sequence of
input) and condenses its meaning down to a fixed sized vector referred as context vector. This
context vector is then fed to the decoder part which generates the desired results. The encoder
part and the decoder part are generally recurrent neural networks and are both jointly trained
in-order to maximize the probability of translation given a source sentence.

To understand this architecture more clearly, consider the following example. Let sample sentenceX
be the source of length n where xi is the word at ith position. Similarly, let Y be the corresponding
target (translation of X) sentence of length m and yj be the jth word in y. Now, the encoder
generates the hidden state hei = Encoder(xi, hei−1) using ith word in x, i.e. xi, and the hidden
state from i − 1th step, i.e. hei−1. This process is continued till hen is obtained, which is then
used to initialize the hidden state decoder, i.e. hd0 = hen. It should be noted that hen or hd0 is
also called the context vector. Now the decoder takes in hidden state as hd0 and a special token
< eos > as input and predicts ŷ1 and outputs the next hidden state hd1. This process continues in
auto-regressive fashion, which can be summarized by the equation ŷj , hdj = Decoder(ŷj−1, hdj−1).
The predictions by decoder continues and once < eos > is obtained in the prediction, the decoder
stops and it symbolizes the end of prediction for the source sentence x. Figure (1.2) shows the high
level overview of the architecture.

Figure 1.2: Model based on Encoder-Decoder Architecture for translating input sentence “ABC”
and producing “WXYZ” as the output [16].
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As one would notice, however long the input sample is, the context vector summaries all the
information from it and is solely responsible for passing that information to the decoder for the
final translation, due to which context vector itself became a bottleneck along with the long term
dependencies between the source and the target sequence.

A variation of the novel differentiable attention mechanism given by Graves [29] was successfully
applied to machine translation by Bahdanau et al. [30] to solve the bottleneck and improved by
Luong et al. [31]. It allowed the ED models to jointly learn the alignment between the of source
and target sentences along with the translation. The idea was, instead of relying solely on the
single context vector hdj−1, for each step j of prediction the decoder will takes cj−1 along with
ŷj−1 to output ŷj and hdj , where cj−1 is a weighted average of all the hidden states vectors of the
encoder, i.e. he0, he1, ..., hen, along with hdj−1. The weights associated are learned parameters and
are called soft attention over the input words, they also give the alignment of the source word with
the target word.

Apart from this, Connectionist Temporal Classification given by Graves et al. [32] has also gained
popularity. For a given X it gives us an output distribution over all possible Y ’s. This distribution
then can be used to either infer a likely output or assess the probability of a given output. It has
to be noted that it assumes a monotonic alignment between inputs and outputs [16].

1.1.5 Sign Language Processing

Though machine translation between written languages has advanced, the field of sign language
processing still lags behind. Following are the major reasons for it [33] [34] [35] [36],

1. Sign language is a multi dimensional form of communication, it not only involves manual cues
(like hand gestures and pose) but also non-manual cues (like subtle facial features specifically
eye gaze, head pose and facial expression) which presents complex computer vision challenge.

2. Depending on the speed or the magnitude with which a gesture is performed, the two se-
quences of the same sign may differ.

3. Camera position affects the recognition.

4. No universal transcribing method for converting sign language in video form to sign glosses
which are in written form.

5. No fixed number of frames per gloss.

6. Sparse annotated sign language data sets, with limited size and/or vocabulary.

Sign Language Glossing

A sequence of gesture that forms a single sign when transcribed in written form is called a sign gloss.
With series of such signs the sign language speaker conveys a concept that has to be understood by
the interpreter. A series of glosses do not directly translate to the appropriate sentence in written
language that convey the same meaning, as they are mere representation of what is being said in the
sign language sequence. Many times, glosses would also include the notations for facial expressions
and body language that comes with the sign language. Though for various sign language corpus
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projects have gloss annotation guidelines [37] [38] [39] [40], there exists no single standard which
they all follow, hence data is not consistent and interchangeable across the projects [41] [42].

Sign Language Recognition

Recognizing independent sign gloss from isolated sign language videos forms the Sign Language
Recognition (SLR) task. And detecting glosses from a given video form the Continuous Sign
Language Recognition (CSLR) task. This represents a considerably more challenging task from
the computer vision prospective when considering that the input is the high dimensional spatio-
temporal data, i.e. sign videos, and model is required to understand what signer looks like, how
they move and interact within their 3D signing space. Moreover, model needs to comprehend
what these aspects mean in combination. Despite all that, with availability of annotated data sets,
few CSLR systems have been developed and are showing promising results [43] [44] [45] [46] [47],
however they can only recognize sign glosses and operate within a limited domain [40].

Sign Language Translation

As with any other natural language, sign language has it own unique linguistic and grammatical
structures, which often does not match one-to-one with its spoken language counterparts. Sign
language translation (SLT) is harder problem than SLR or CSLR as the later gives the sign gloss
which are simplified representation of the sign language and much of the linguistic and grammatical
structures are lost. SLT, inherently is a novel problem and more difficult compared to normal
spoken language translation tasks because it involves extracting meaningful features from a video
of a multi-cue language. Recently in-depth study on German sign language was conducted [5], [7],
[6], which translated from sign to text by using gloss as intermediate representation to obtain state
of the art performance on [40].

1.2 Previous works

Computer vision community has studied sign languages since 1980s [48] [49] with an end goal to
build translation systems [50] capable of translating sign language to spoken language sentence and
vice versa to help daily life of the Deaf community [4] [51]. We have divided the previous works in
corresponding relevant subsections for better understanding. They are as follows,

1.2.1 Datasets available for different Sign Languages

Data collection and annotation by human experts is a very laborious and costly process. Though
datasets from linguistic sources [52] [53] and sign language interpretation broadcasts [54] were
available, they were weakly annotated (subtitles) or the size was limited so as to build a generalized
model. It has to be noted that they lacked human pose information which the legacy SLR systems
heavily were dependent on. In those circumstances, researchers created isolated sign language
recognition datasets in controlled environment with very limited vocabulary, these datasets were
essentially application specific [55] [56] [57] [58]. This hindered development of SLR and SLT
tasks.

As deep learning methods and algorithms capable of learning from weakly annotated datasets were
developed [59] [54] [60] and the field of human pose estimation progressed [61] [62] [63], datasets
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from linguistic sources and sign language broadcasts started being used for SLR tasks. Nonetheless
as sign sentence and the spoken sentence are non-monotonic, i.e. they have different ordering
and coupled with fact that sign glosses and linguistic constructs neither always have a one-to-one
mapping with their spoken language counterpart nor they share the same temporal order, hence
these SLR datasets could not serve the end goal SLT. This lead to the development of RWTH-
PHOENIX-Weather dataset for recognition and translation tasks [64] [40]. RWTH-PHEONIX
dataset has gloss level and sentence level annotation for each of the sign language video and it soon
became the benchmark dataset for sign language translation. To our knowledge, there does not
exists any Indian Sign Language Datasets publicly available/suitable for SLT tasks.

1.2.2 Sign Language Recognition Systems

Initially majority of the research was done to recognize isolated signs [65] [66] [55] [67] [68] [69]
[70]. Till recently many SLR methods used hand crafted intermediate representations [43] [71]
and temporal changes were modelled with classical graph based methods like template/pattern
matching [59] [72], Hidden Markov Models (HMMs) [73] or Conditional Random Fields [74].

With Deep Learning [75] gaining popularity in computer vision [76] and speech recognition [77],
SLR community quickly adopted it. For extracting manual [78] [79] and automatic [80] feature
representations Convolutional Neural Networks (CNNs) [81] were used, and Recurrent Neural Net-
works (RNNs) were used to model the temporal changes [82] [83] [84] [5].

In 2006, Graves proposed Connectionist Temporal Classification (CTC) Loss [32]. It considers all
possible alignments between the source and target sequences when calculating the loss and this
enabled to train, the models, end-to-end on weakly annotated datasets. It quickly became popular
for many seq-to-seq tasks, models with CTC loss layer achieved state of the art performances
for speech recognition [77] [85] and hand writing recognition [86]. Computer vision community
applied it to weakly labelled visual problems like action recognition [87], lip reading [88], hand
shape recognition [83] and CSLR [79] [83] [84] [89] [90] on continuous/video data.

1.2.3 Attempts at Sign Language Translation

In early 2000s, Ney et al. [91] introduced conceptual video based SLT systems. Initially SLT was
mostly being done as text to text translation, but with limited dataset size (averaging about 3000
words) [36] [35] [34]. Chai et al. [65] proposed method which recognized signs in isolation and
then constructed sentences using language model. Stein et al. [35] introduced weather broadcast
translation system from German Sign Language, i.e. Deutsche Gebärdensprache (DGS) to spoken
German Language and vice versa using RWTH-PHEONIX [64] dataset. Morrissey [92] gave method
that translated spoken German to Irish Sign Language and DGS, her model also translated spoken
English to Irish Sign Language and DGS. Ebling [93] developed an approach to translate written
German to Swiss-German Sign Language, i.e. Deutschschweizer Gebärdensprache (DSGS).

Before Deep Learning was applied to machine translation [94], and inturn to SLT, it was not possible
to train a model end-to-end from videos. It was observed that CTC loss function assumes source
and target sequences to share the same temporal order and conditional independence within the
target sequence, this inhibits network to learn the language model and hence was deemed unsuitable
for machine translation [94] [15]. This led to the the development of Encoder Decoder (ED) Models,
it uses intermediary latent space to map source and target sequences, similar to auto-encoders[75],
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but for temporal sequences. ED models were first proposed by Kalchbrenner et al. [15] but with
single RNN for both encoding and decoding. Cho et al. [17] and Sutskever et al. [16] introduced
independent encoder and decoder modules, each based on RNNs. The bottle neck of the ED model,
namely, fixed sized context vector and long term dependencies were resolved by Bahdanau et al.
[30] when he proposed attention mechanism. This attention function, at its core calculates the
alignment between source and target sequence. Attention Mechanism was further improved by
Luong et al. [31] who introduced additional type of attention score calculation and input feeding
approach. ED models led the emergence of Neural Machine Translation (NMT)[94], and since then
many attention based models for NMT have been proposed, such as GNMT introduced by Wu t al.
[95] which combines bi-directional and uni-directional encoders and Gehring et al.’s [96] convolution
based seq-to-seq learning method. Attention based models have also been proposed for tasks like
image captioning [97], lip reading [98] and action recognition[99].

With the developments in ED Models, Camgoz et al. [5] proposed an attention based encoder
decoder method for SLT on German Sign Language. Ko et al. [100] proposed a similar method for
Korean Sign Language but used body key point coordinates as input. Transformers were introduced
by Vaswani et al. [23] and it achieved astounding success in various challenges like multi-modal
language understanding, learning sentence representation, language modelling, activity and speech
recognition [101] [102] [103] [104] [105] [106]. Transformer when applied to SLT also gave good
results [7] [6].
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Dataset Creation

There does not exists any Indian Sign Language Datasets, as we have seen in Section (1.2.1), and
with this work for the very first time we are introducing ISI-ISL-DDNEWS-2020T, an Indian Sign
Language (ISL) Translation Dataset, which we plan to make publicly available for facilitating the
future growth of SLT research. Sign language videos in ISI-ISL-DDNEWS-2020T are the captures
of DDNews Broadcast [107] aired between 13thAugust2018 and 5thMay 2019. For each news video
we transcribed it in text format to get the corresponding annotation. The details are discussed
below,

2.1 Collection Procedure

The news videos were downloaded with the help of Youtube Downloader [108] at 25 frame rate and
the processed with FFmpeg [109] to crop and rescale the video down to the region were only the
Sign Language Anchor is speaking the Sign Language sentences. A Sample complete frame and its
processed version from the one of the DDNews video is shown in Figure (2.1).

Figure 2.1: Sample Original & Processed Frame of DDNews video

These videos also contained noise, namely, buffer frames, animation frames and frames where the
signer is fading in & out. We mark these frames and the video is clipped into sub-videos at any
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Figure 2.2: Noise Frames

such noisy frames. Sample of noise frames are shown in Fig.(2.2)

It was noticed, the news sentences were spoken in intervals with silence regions in between, we
used this observations to manually clip the videos to smaller lengths bringing down the number of
frames per new video and increasing the total number of videos. Originally each video had video
(RGB frames) and audio components to them, we extracted audio component for transcribing
which discuss next.

2.2 Transcribing Videos

After separating audio for each of the video, we test several best transcribing services that are
available in the market, namely, YouTube [110], Google [111] and Amazon Web Service (AWS)
[112]. All of them being commercial services, have been trained heavily for identifying spoken
Indian English Accent. Table (2.1) shows the text sample transcribed by different services.

Empirically it was observed that AWS Transcribe outperformed all of the other transcribing ser-
vices, leading us to train our models with the transcribes generated by the AWS.

For each video, the transcribed sentence represents the annotation. We parse, tokenize and low-
ercase the sentence, then clean all the punctuation, stop words and stem the words to their root
using PorterStemmer from popular NLTK Library to obtain the final annotation.

Original Sentence Good morning and welcome to news for Hearing Impaired
and I Subhedu with my colleague Meera Bhatia.

AWS Transcribe Good morning and welcome to news for Hearing Impaired
and Subin do with my colleague Meera Bhatia.

Google Transcribe good morning and welcome to news for hearing-impaired
I’m Shivan do with my colleague Mira partyi

Table 2.1: Comparison between off-the-shelf top-of-the-line Transcribing Services available in the
market.
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2.3 Preliminary Analysis

Our final sign language video and its corresponding annotation looks like as shown in Figure (2.3)
(without the down-sampling) , which shows frames of a sample sign language video down-sampled
for illustration and its annotation.

Figure 2.3: Frames of sample sign language video after down-sampling, and its corresponding
annotation.

Overall, ISI-ISL-DDNEWS-2020T has 7 ISL anchors (signers), who together generate 1465 sign
language videos, totalling to 11 hours 9 minutes and 48 seconds ISL data. The maximum-duration
video is 1 minute, 51 seconds long and minimum-duration video is 2 seconds long. Among the
signers, the data split is shown in the Table (2.2). The word count of the annotations is 93103
and the vocabulary size is 6972 with 621 OOV1 words. Details of the analysis are shown in Table
(2.3).

Signer Train Set Test Set Validation Set Total Videos

Signer 1 179 22 22 223
Signer 2 412 51 51 514
Signer 3 121 15 15 151
Signer 4 165 20 20 205
Signer 5 222 27 27 276
Signer 6 60 7 7 74
Signer 7 18 2 2 22

Total 1177 144 144 1465

Table 2.2: Total number of videos per signer.

Train Set Test Set Validation Set Total

Words 73895 9374 9834 93103
Vocabulary Size 6351 2096 2121 6972

Number of OOV Words - 304 342 621

Table 2.3: Annotation Analysis

1OOV (Out of Vocabulary) words are never encountered by the model during training
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Methodology And Results

In this chapter, we introduce our Indian Sign Language Translation system. It translates the
ISL videos to Spoken Indian English language sentences in end-to-end manner. The objective
at its core, is to learn the conditional probability p(Y |X) of generating a spoken Indian English
language sentence Y = (y1, y2, ..., ym) with m words from a sign video X = (x1, x2, ..., xn) with
n number of frames. By nature, modeling conditional probability p(Y |X) is a seq-to-seq learning
problem. And this is not a straight forward task, as videos generally have a higher frame rate,
which leads to very high number of frames when compared to the words spoken in the video,
i.e. n >> m. Furthermore, as ISL video Y and spoken English Language sentence X each have
different vocabularies, grammatical rules and ordering, hence their alignment is unknown and non-
monotonic. To tackle this problem, we use an attention based encoder decoder model architecture
equipped with CNNs input layer [5] [113] trainable end-to-end. Figure (3.1) gives overview of the
architecture used for ISL video to spoken Indian English language sentence translation.

Figure 3.1: High level overview of attention based encoder-decoder model with modified CNN input
layer used for SLT

12



3.1 Frame and Word Embedding

Following the NMT approach, each video X is tokenized as frames, i.e frame xi is the ith frame in
the video, and embedded with FrameEmbedding().

The idea behind word embedding is to transform the initial sparse one-hot vector representation,
where words are equidistant from each other, to a denser form, where similar meaning words are
closer. In this case, instead of words we have frame/images, so we use 2D CNN model pretrained
on larger dataset and fine-tuned during training for generating the frame/image embedding.

Given an image xi, FrameEmbedding() gives out feature vector fi as shown in Eq. (3.1) which is
then passed to the Encoder model.

fi = FrameEmbedding(xi) (3.1)

Each annotation Y is tokenized as words, yj being the jth word, and embedded withWordEmbedding().
For WordEmbedding(), we use fully connected layer that learns a denser representation gj from
one-hot vector representation of the word yj as shown in the Eq.(3.2).

gj = WordEmbedding(yj) (3.2)

3.2 Attention-based Encoder-Decoder Network

We shall now discuss each of the part of our model in details.

3.2.1 Encoder-Decoder Network

As explained before in (1.1.4), the RNNs in encoder-decoder models work in two modules, namely
encoder and decoder. In the encoder module, embedded sign language video frames are summarized
and projected to a fixed sized vector representation which are later used by the decoder module for
generating the spoken language sentence.

In the encoding phase, given a sequence of frame level embedding for each frames of the video f1:n,
the order of the sequence is reversed to shorten the long term dependency of the start of the video
to the start of the spoken sentence as explained by Sutskever et al. [16]. The encoder RNNs then
reads the reversed feature representations fn:1 one step at a time along with the hidden state of the
encoder from the last time step to model the temporal changes in the hidden state of the current
time step. As shown in Eq. (3.3) as i = n..1, the hidden states on, on−1, ..., o1 are generated, where
on+1 is the zero vector and o1 corresponds to the hsign which has the condensed representation of
all the frames fn..1. Now, hsign is passed to the decoder to initialize its hidden state for the next
phase.

oi = Encoder(fi, oi+1) (3.3)

In decoding phase, at each time step j = 1..n, the decoder as shown in the Eq. (3.4) takes in the
previous hidden state of the decoder hj−1 and word embedding gj−1 of the previously predicted
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word yj−1 as input and gives out the prediction yj and updated hidden state hj for the jth time
step, where the decoder is initialized with hsign (sole input form the encoder, called context vector),
i.e. h0 = hsign and first input, i.e. g0, is the word embedding for the special start token < bos >
which represents beginning of the sentence. This triggers the start of the translation and decoder
generates the translation word by word in auto regressive fashion till the special token < eos >
signalling the end of the sentence is not obtained from the network. With the network behaving
in this manner, the decoder at its core decomposes the conditional probability p(Y |X) to ordered
conditional probabilities as shown in the Eq. (3.5), which is then used to calculate the errors by
applying cross entropy loss for each word. The errors are then back propagated through out the
encoder-decoder network along with the CNN and word embedding layers.

yj , hj = Decoder(gj−1, hj−1) (3.4)

p(Y |X) =
∏M

j=1 p(yj |yj−1, hj−1) (3.5)

3.2.2 Attention in Encoder Decoder Model

With classical encoder-decoder models, there are following two major drawbacks,

1. Bottleneck for flow information from encoder using a fixed sized context vector to the decoder.

2. Long term dependencies, and it is a big hurdle especially in our case, as number of frames is
vastly larger than the number of words in the spoken language sentence, i.e. n >> m. This
also leads to the problem of vanishing gradient problem.

To overcome these problems, we use attention mechanism as suggested by Bahdanau et al. [30] and
later improved by Luong et al. [31]. The idea behind attention is to pass the information in the
hidden layer from all the time steps of the encoding phase, i.e the information from o1:n is passed to
the decoder at every time step of the decoding phase. So for time step j of the decoding phase, the
context vector cj for is the weighted sum of hidden state, o1:n, of all the time steps of the encoding

phase as stated in Eq. (3.6), where γji represents the attention the decoder is giving to the input
fi at jth time step of the decoding phase when predicting the word yj . The weight vector [γi] also
help in visualizing the alignment of the ith frame of the sign language video to all the predicted
words of the spoken language sentence, and this is similarly extended to all the remaining frames
and vice versa.

cj = Σn
i=1γ

j
i oi (3.6)

γji = escore(hj,oi)

Σn

i
′
=1

e
score(hj,oi

′ ) (3.7)

The attention weight γji is calculated as shown in the Eq. (3.7), where the scoring function,
score() depends on the attention mechanism. There are two popular attention mechanism, namely,
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concatenation based as shown in Eq. (3.9) given by Bahdanau et al. [30] and other is multiplication
based as shown in Eq. (3.8) given by Luong et al. [31], where Wl, Wb and Vb are trainable
parameters.

score(hj , oi) = hTj Wloi (3.8)

score(hj , oi) = V T
b tanh(Wb[hj ; oi]) (3.9)

aj = tanh(Wc[cj ;hj]) (3.10)

Once cj is calculated it is combined with the current hidden state hj using the trainable parameter
Wc as shown in Eq. (3.10) to get the attention vector aj . This attention vector is passed to the
final fully connected layer to model the ordered conditional probability mentioned in Eq. (3.5), the
attention vector is also passed to the next decoding stage j+ 1, thus the decoder Eq. (3.4) changes
to (3.11). This completes the attention based encoder-decoder model. In this work, we shall be
using the improved attention mechanism (3.8) given by Luong et al. [31].

yj , hj = Decoder(gj−1, hj−1, aj−1) (3.11)

3.3 Implementation and Evaluation details

Framework We modified Neural Sign Language Translation model framework 1 given by Camgoz
et al. [5] and based out of Luong et al.’s NMT seq2seq library [113]. All of our implementation use
Tensorflow as base [114].

Network Details The RNNs in our Encoder-Decoder network are made up of two stacked GRU
[13], each with hidden layer of size 1000. For FrameEmbedding() we use AlexNet, proposed by
Krizhevsky et al. [76], without its last layer. It is initialized with the model weights obtained from
the training on ImageNet dataset [115]. All the remaining parts of the network are initialized using
Xavier’s initialization [116].

Performance Metrics To measure the translation performance of our network, we utilize BLEU
[117] score, which is the most common and popular metric for measuring machine translation. We
report BLEU-(1,2,3,4) score for better perspective of the translation performance.

Training We use Adam Optimizer with default parameter, except learning rate which is set to
10−5. We also employ dropout connections with a drop probability of 0.2 and gradient clipping
with a threshold of 5.

1https://github.com/neccam/nslt
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The Training process is two staged, first we train our model on RWTH-PHEONIX Translation [40].
After that we fine-tune on ISI-ISL-DDNEWS-2020T. We follow the train, test and validation split
as mentioned in (2.2).

In both the cases, training and fine-tuning, the networks learns till perplexity converges which
happens at 20 epochs on average for both the stages. The model is evaluated on validation and
testing sets at every half-epoch and report results for each step using the model that performed
best on the test set. In total it took 10 days to train the complete model.

System Level Information All the data processing took place on a small machine with 8GB
Ram and Intel(R) Core(TM) i5-4200M CPU @ 2.50GHz. The training took place on server machine
with 1TB Ram, Intel(R) Xeon(R) Platinum 8164 CPU @ 2.00GHz and 3 Nvidia Tesla P6 GPU.
Due to the resource sharing of the server machine we used roughly 7% of the total system RAM,
CPU and 1 GPU was used at 60% utilization during the training period. Resource sharing also
limited the size of input which could be fed to the network, currently only the inputs with upto
800 frames could be used for training.

3.4 Results

In our experiment of translating Indian Sign videos to spoken Indian Engish, we obtain BLEU-4
score of 4.02 on test-set. The details of the model performance on validation and test set are
mentioned in the table (3.1).

Validation Set Test Set

BLEU-1 10.79 10.70
BLEU-2 8.47 9.02
BLEU-3 6.92 5.64
BLEU-4 4.94 4.02

Table 3.1: Indian Sign to Text Translation Evaluation scores.

It is observed, this baseline sign2text model performed better for small videos when compared to
longer videos, which can be attributed to poor resolution of long term dependencies by GRU and
less number of stacked layers. Table (3.2) lists out few of the samples where model performance
was extremely poor.

We believe, these preliminary results can be improved. More rigorous training/testing is required.
Possible options for better results would be,

1. Training/Testing with better set of hyper-parameters.

2. Instead of working with just 2 layers of GRU, training/testing needs to be done with 3 and
4 layers of GRU.

3. Other popular Neural Networks popular with ED architecture like LSTM, Transformers
should boost the results

4. We need to experiment with different Attention Mechanisms.
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Original Annotation well storey presid ramnath present gandhi peac prize year 2015 16 17 today
rashtrawadi bhavan new delhi prime minist narendra modi also attend award
ceremoni fill state awarde .

Model Prediction prime minist narendra modi address public ralli suru assam prime minist naren-
dra modi address public ralli look sonia prime minist narendra gandhi address
public ralli strengthen .

Original Annotation prime minist narendra modi confer soul peac prize award ceremoni organis soul
peac prize foundat pm dedic price peopl india donat cash award na mammi gaia
initi .

Model Prediction prime minist narendra modi address public meet tour korea today today today
public public public ralli look stone cooper cooper gather gather strengthen
strengthen strengthen strengthen strengthen strengthen .

Original Annotation congress presid rahul gandhi visit riberi lee today address public meet voter
congress presid also visit amethi attend variou polit ralli congress gener secretari
priyanka gandhi wardrob also visit uttar pradesh address elect ralli riberi lee
district .

Model Prediction bjp presid amit shah hold andhra pradesh andhra pradesh arunach pradesh
bihar jd ljm bihar contest contest contest contest contest contest contest contest
contest contest .

Original Annotation prime minist narendra modi congratul isra counterpart benjamin netanyahu
appear head victori parliamentari poll tweet pm modi describ netanyahu great
friend india say new delhi look forward continu work take bilater partnership
new height .

Model Prediction storey detail sabha elect poll phase lok sabha elect spread spread 18 union union
constitu full full full arrang poor lok sabha elect .

Table 3.2: Instances where model performed poorly.
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5. With better Spatial Embeddings, the results should improve.

6. With sign articulators, namely, facial features, hands, etc, being so subtle, specifically mod-
elling them and feeding it as an input along with the base image should also improve the
performance.

7. More training dataset would definitely help in improving the performance.
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Conclusion and Future Works

We saw researches that are going on around the world on different Sign Languages, but due to
lack of proper dataset on Indian Sign Language, Machine Translation of ISL is lagging behind in
every aspect. With more than 63 Million people with disabling hearing condition, it is of utmost
importance that we help the deaf community who are facing difficulties even for obtaining basic
education and amenities.

In this work, we introduced ISI-ISL-DDNEWS-2020T, a first of its kind Indian Sign Language
Translation dataset which we plan to publicly release for research purposes in coming months.
We have described the complete process that we used to generate the dataset making it easily
reproducible and extendable. This should allow everyone interested to contribute to the dataset.
Resulting in a better benchmark dataset which could stand among the leading SLT datasets.

We also have introduced an attention based encoder-decoder model along with the parameters for
its training. This translation model achieved a baseline performance to guide future research work
in ISL to text translation. We have listed out possible improvements that could be made in the
model in future. Our results show that it is possible to train a model in an end to end fashion
to translate Indian sign language videos without using the intermediate gloss representation. This
work differs from all the previous works as it achieves translation directly from the videos instead
of relying on gloss or performing any CSLR. Our model never uses any human pose information
and is hence superior to previous works which relied heavily on human poses for CSLR.

In future, we would like to perform more experiments with various tweaks suggested in Section (3.4)
in the model architecture. We would expand the ISL dataset and improve on its annotations.

Lastly, the domain of SLT is nowhere near the performances achieved by Machine Translation
models in spoken language translations and there exists a huge potential for future research.
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[68] Necati Cihan Camgöz, Ahmet Alp Kındıroğlu, and Lale Akarun. Sign language recognition for
assisting the deaf in hospitals. In International Workshop on Human Behavior Understanding,
pages 89–101. Springer, 2016.
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