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SUMMARY. Lot Xy,.., Xa bo indopondent variablos and Yy, ..., ¥a bo lincar functions of

wuXa In this papor, tho conditions under which tho equationt E(Y(IYpu, e Fyu) = 0,

e h P, imply normality of Xju...,Xe are An o0 is when

E(Y,|Y,) = 0 involving only two lhwu functions {(with p = 1,j = 0), whh.-h providos s goneralisation

of tho carlice rowults on the characiorisation of the normal law by Dammois, Kagan, Linnik, Lo,

Bkitovich and others. The conditions imposed to ensuro nonmality are of two types, ono on the nature

of the cooflicients in tho linoar funciions ¥, and another on tho nature of the distributions of X,, ..., Xa,

such as identicnl distribulion, oxivtonce of momenta ete.
1. INTRODUOTION

Tho Darmois-Skitovich theorom asserts the normality of indepondont random
variablos X, ..., X, if thoro oxist any two linear functions

o Xi+...+a6,X,

5 X, +...+5.X, . (L)
with the condition ab; 3 0, § = 1, ..., %, which are indcpondently distributed. In
a roconr. papoer, Kagan, Linnik and Ilno (lDBﬁ) showed that if X, ..., X, are n( > 3)

pond and idontically distributed (i.i.d.) variables such that E(X,)= 0 and
tho conditional expoctation
EX|X,-X,., X, ~X)=0 . (12)
whore #X = (X;+...+X,), then X; ato normally distributed. Tho objoct of tho
papoer s to provido a fow other charactorisations of tho normal law, which are somowhat
moro goneral than the oarlior theoroms of Darmois-Skitovich and Kagnn- mek Ruo.
and which aro of groat interest in tho thoory of i binsed
Instoad of d ding stochastio indopond of two linoar functions as in
tho Darmois-Skitovich theorom, wo imposo tho wenkor condition of the conditional
oxpeotation of ono given the other boing zoro
E(a, X, +...44¢,X, |3 X;+...4+5,X,) =0 e (L)
and show that under somo conditions, tho X, follow tho normal law,
A surprising result is that if Xy, ..., X, avo n( » 3) i.L.d. variablos euch that
E(X,) =0, E(X}]) < and
BX)X;—X)m 0  forany fixeds, v (14)
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thon X,, ..., X, aro normally distributed. This result is also a goncralisation of the
Kagan.Linnik-Rao thoorom.
It ia also shown that if X,
earily i.i.d.) such that £(X) =0, i
.
linoar functions X X, i=1,..n such that
1
EZayX(|Zay X, ..., L0, X)=0 e (LB}

then the X; aro normally distributod. This result provides another g lisation of
the Kagan-Linnik-Rao theorom.

X, aro indopondont random variabloa {not nocos-
1, ..., n and thoro oxist n linearly indopondont

A further goneralisation of this rosult is that if
EEay Xi|E0,4X, ., ZayX)=0, r=1,.,p . (LO)

then, undor a simplo condition on the coofficionts, tho X; aro lly distributed

A more gonoral problom is tho examination of the condition

EfayX|SayX, SayX))=0

involving the conditional exp ion of ono lincar function given two lincar funotions
of n(> 3) indopendent variables. Again, under simple conditions on tho cooflicionts,
normality of the X; follows.

Finally, eomo results obtained in an earlier paper of the nutbor (Rao, 1060)
on a characterisation of the normal law through an .y of loast squarcs
ostimators are re-examined.

D prop

2, SOLUTIONS OF SOME FUNCTIONAL EQUATIONS
Consider tho functional equation
o, Y06, 0+a, Yibyt) = 0 w21
valid for all £ in an interval [ = (—8, 8), 8 > 0 wherve a,, aj, b, 7 b, aro all fixod non-
zoro constants and 3 is a continuous function such that {7(0) = 0. Let ¢ == —{(ayfa,)
and § = (b,/b;) with || € 1 without loss of generality. The solution of (2.1)
doponds on tho naturo of @, # and amalytical proportios of ¥{f). Lomma 1 gives
somo conditions and tho corresponding solutions. Noto that tho solutions given
aro valid only in tho interval I, in which the functional oquation (2.1) holds.
in 1 Lomma 1: (i) If |a| < 1, orif |a] = land | f] < 1, then y(t) = 0 forallt
in 1.
(il) If () admits a derivative continnous at the origin (or, more generally,
if Y1) ia of the form t3{1) where (1) ia continuous at the origin), then
(8) Ylt)=ct when [xf]|=1,|B|< |, and
(®) Ylt) = Owhen |ap|< 1.
where, in (a), ¢ iz a consiant.

It is intoresting to nota that If (i) is of tho furm I1|* g{s) whero ${f) ia continuous at the
origin, thon

(8) $(1) = ol¢1* whon |a||B|* = 1, 18I}, snd

{b) Vi) =0 whea fal1BA < 1.
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To prove (i) lot us observe that

Yl = apif ) = aY(fr ) = ... = «* y{f" 1), o (2:2)
Honco i) = ll_l’ll & Pipr )

=0if]a|<], orif Jaj=1 and | #] £ 1.
Note that, by our choico, |#| < 1.
To prove (ii), we substitute 1g(t) for Y(¢) and obtain (for ¢ 3 0)
&) = afi3(B 1) = AP
= a'BS(pY) = ... = (a HVY(IL). e (23)
B0 = lim (2 Ao
= ${0) whon |« ) = 1and 8 % 1; and
=0 whon |a gl < 1.
Thus Lomma 1 is proved with ¢ = ¢(0).
Noxt, lot us considor an oquation of the form
(b, ) +...+a b ) = 0 e (24)
valid for all ¢ in an interval I = (—4, 8), § > 0, whora|b,] > max {| 4], ..., |baua]}
Tho oquation {2.4) can thon bo written in the form
Y} = —{af(fi O)+... F e, ¥l ) v (2.5)
where &l <1, i=1..,»=1
Lomma 2: If () admils a derivalive which is continuous al the origin
(or, more generally, W(t) can be wrilten in the form t4(1) where ¢(f) i continuous at the
origin) Za,f =—1 and aff; << 0, $ =1,...,,n—1, then Y(t) = cl
To prove tho result, wo substituto 3{¢) for ¥(t) in (2.6) and for ¢ 5£ 0, divide
both sides of tho rosulting relation by ¢, obtaining
&) =—{a LA+ A T fPasBart))
=P+ . Pur$(Bu-r t) o (26)
whore all tho p; aro positive and E p; = 1, by assumption. From (2.6), wo have

Bt = pdBL B+ ParBacsfi 1)

Honce

80 that #) = EpglBit) = Z Zpg(Bhy 1)
= X 29,88y 1), where S Iqy = 1,
whenco H)—9(0) = I Zqy [$(8:f5; 1—$(0)}- e (27)
Thus proceoding, we obtain
H)—$(0) = Zqp .o [$4, ... A 0—9(0)) - (28)

whero eql ety = 1, summation being over 1 € i S m; k=1,2,..,,n—1 Now,
for any fixod ¢ 3 0, and any given € < 0, wo chooso m 8o lnrge that [max | £;| 1* < 9/]#]

whoro 7 js such that ]¢(z)—g(0)] < e for |2 < 7. Thon, tho modulus of tho right
hand sido of (2.8) is lcsa than ¢, so that, for any € > 0, [${1)—4(0)] < &; in othor
words, ¢(f) = ¢(0) = o (say). Thon Y(!) = cf. This proves Lomma 2,
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Note that if wo ate using tho hypothesis that y'(#), the derivative of (1),
oxists and is continuous at the origin in proving Lommas 1 and 2, the oquations (2.3)
and (2.0) will bo written with ¢ in tho placo of $. Then we obtain, in the same
way, (1) = ¢'(0) = ¢, giving tho solution §(t) = c/. Tnsucha easo tho condition
|2g| =1 of Lomma 1 and the condition £ af; = —1 of Lomma 2 can bo replaced
by tho condition y'(c) # 0.

Wo quoto somo lommas from previous papors of the author (Rao, 1968) and
Zingor-Linnik (1065), Linnik (1964), which will bo used in establishing some of the
main results of tho present papor.

Lomma 3 (Linnik, 1064 stated in an extendod form in Rao, 1066) : Consider
1he equation

lv"l(’l+bllx)+$"n(’l+b:‘|)+---+¢(’1+Wt) = A(Il)+B('£)+Q(’ll ’t)
in tico real variables 4y, 4, valid in 4] < 8, |4] < 8 where Q is a quadratic function.

) by .o b, be all different, and

(i) V4o ¥ A and B be continuous funclions.
Then Yy, .., ¥y, A and B are all polynomial functions of degree max (2,r) al most in a
neighbourhood of the origin.

Lemma 4 (Zinger-Linnik, 1955) :  Let f;, fy. ..., [, be characteristic functions
and &y, ..., &, positive Let, in a neighbourhood |t| < 8 of the origin, the relation

f s . 1
hold. Then the f; are all normal characteristic functions.

3. THE MAIN CHARACTERISATION THEOREMS ON THE NORMAL LAW
Thoorom 1: Let X, X, be twco i.i.d. random variables such that E(X,) = 0.
Further, let there exist two linear functions 6,X;+a,Xy and b,X,+45,X,, where all the
coefficients are non-zero, such that
E{a,X,4a,X, | b X, +5,X,) = 0, . (30)
and |byfby| < 1 without loss of generality.
) If\aya, | <1,o0r of|aya ] =1 and | bsfby | <1, then X,, X, have
degenerate distributions.
(ii) If E(X}) < 0, ab,4-a.by = 0" and |byfb;] < 1, then Xy, X, are normally
distributed.
Proof: 'The oondition (3.1) implics
E{im, Xyt X079} g, - (32)
Lot f(t) donoto the o.f. (charactoristio function) of X, and f(t), the first derivative of
J(8), which oxists sinco E(X,) exists. The oquation (3.2) oan bo writton as
ayf'(by £) f(by ) 4-aaf (B )/ (Ba t) = 0 - (3.3)
*This condition enn bo rophioed by tho condition E(X}) & 0, which fullows by differcntisling the
oquation (3.4) and putting § e 0, In such a cams X, X; havo a non-degenoralo normal distribution.
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valid for all&. Lot us chooso an intorval I = (—8, 8) of ¢ whore f(b, {) and f(b, !) do
not vanish. Dividing tho equation (3.3) by tho product f(b; ) f{b, ¢) and donoting
Pl) = J' ()it} wo obtain tho functionnl equation
ay by ) +agib 1) =0 o (3.4)
valid in tho interval I = (-8, 8).
Proof of {i): 'Tho conditions on the cucflicicnts are tho aamo as thoss in
(i) of Lemma 1. Hence ¢!} = 0 in tho interval I = (—8,8) or log fly =cinl. DBy
analytic continuation, log f(t) = ¢ for all t, which proves (i} of Theorem 1.
Proof of (ji): If E(X?) < o0, then f*{t), tho sccond dorivative of f{t) oxists
and is continuous everywhere, in which case tho first derivativo of y{f) exista (in I)
and is continuous at f = 0. Further tho conditions on the cooflicienta sntiafy those of
(ii) (a) of Lemma 1. Henco Y{t) = ¢t in I or log f{t) = (c/2)* in (—4, 8). Honco by
analytio continuation log f{£) = (c/2)2 for all ¢, L.e., f(t)Is tho o.f. of & normal distribu.
tion, which provos (ji).
Note 1: Obsorve that Theorom 1 is not applicablo whon the condition (3.1)
ia of the form
E(X,+X,|X,—X) =0 . (3.5)
sinco the condition |6,/b,| 5= 1 is not satisfied. Tho condition (3.5) meroly implios
that tho characteristio function of X, ja symmetrical as shown by Kagan, Linnik
and Rao (1065).
Note 2: However, a condition such as
E(X;12X,|2X,—X,)=0 o (3.6)
is suflficiont to enaure the normality of X, and X, (if tho variances aro finite).
Note 3: Supposo E(| X,|*) < o for somo integer &. Then tho conditions
E(a,X,40,X, | 3, X,+5,Xy) = 0 . (3.9)
SNab#0,r=2..8
imply that X, and X, havo a distribution which has tho same moments upto order
s a8 a normol distribution. The result is obtainod by differontinting tho relativn
(3.4) Buccessivoly up to (s—1) times and putting ¢ = 0 in each equation.
Thoorem 2% : Let X, ..., X, bei.id. randomn variables such that E(X,) = 0.
Further let there exisl Lico linear functions
Y, =aX+...+a.X,
¥y=bX,+...45,X,
auch that E(T}|Yy) = 0, |b,|> mar (|4],...,|b.11) and a, £ 0. (e need one
of the coefficients in Y to be numerically larger than the others and the corresponding
pfficient in Y, fo be ).
If E(X}) < o0, Zab; = 0 {or E(X}) 5 0) and (ad;fa,b,) <O fori=1,..,n—1,
then the X, are normally distributed.
*Whilo this papor wos in press, A. M. Kagan communivatod (o mo tho result of Thoorom 2,
undor difforont condiliona on the random variablos ond the coofficienta ay and by,
5
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Proof: Tho condition E(Y,|Y,) = 0 gives tho oquation
a0y 1)+t ba t) = 0. e (3.9)
Then tho result of Theorem 2 follows by an application of Lomma 2.
Note: It follows from Theorem 2 that (if » 3 3) tho condition
E(X| X—X) = 0 for any givons o (3.10)
is sufliciont to onsuro the normality of Xj, ..., X, (if tho varianco is finite). Thia rosult
may bo compared with the oarlier result of Kagan, Linnik and Rao (1965) whoro tho
condition stated is
EX|X,—X, ., X,—X) = 0. e (301)
Howover, in tho lattor easo wo assumo only tho oxistonce of the first momont, whoreas
in tho caso of tho weaker condition (3.10), tho oxistonco of the sccond moment is assumed.
In Thoorems 1 and 2, wo have considered an equation invelving the conditional
oxpoctation of ono linoar function given another. e shall now considor a condition

of tho type
E(Y,)Y,, ¥Y)=0 e (3.12)

where Yy, Y,, Ty aro linear functions, In such & c¢aso tho normality of the basio
varinblos follows undor less sovors conditions on the coofficionts and tho distributi
of tho random variablos.
Lot X, ..., X, bo 5 > 3 independont random variablos not ily idonti-
enlly distributod and eonsidor three lincar functions.
Y, = aX;+...+a.X,
¥y = 50X, +...+5.X, o (3.13)
Yy=X+...4¢.X,.
Let ¢fb, = fiwhen ¢; 50, b #0), ¢fa,=a; (when ¢; #0, a; £ 0 and b = 0),
bja; = & (whon b, 3£ 0, a, 5 0 and ¢; = 0), and a;/b; = ; (whon a; 0, b; 0 and
€ # 0}, Notico that in any givon caso tho a's and 8's and othor cooflicients dopond
on the naturo of the coofficionts in (3.13). We provo tho following thoorem.
Theorom 3: If
W) a£0,i=1,..,n
(i) for each i, b and ¢, are not simultancously zero,
(i) (B) # (8)) for any i, j such that by, by, ¢, ¢ are all different from zero, and
(iv) all ay defined are of the same sign and all d; defined are of the sams sign,
then E(Yy| Yy, Yy) = 0 implics that Xy, ..., X, are all normally disiributed.
Proof : Without loss of gonerality lot by, = ... =5, =0, 6,43 s Gup=0
and b # 0, ¢, # 0 for § = s4-k+41,...,n. Furthor lot
Zi=aX, iml, .otk Z,=5X, i>st+ktl e (3.14)
in which enso the linear functions ¥, Yy, ¥, can bo writton as
Yy =21t ZintYenZorat o+ 78Za
Yy = ‘,,Z,"-}-...+J‘“Z”,+Z,,.u+...+z,, e (3.15)
Yy =aZ+...+aZ,+ B nnZorat+hZ,
[}
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The condition E(T)| ¥y, Y)) =0
. Y, +itY,
implics gy ™) <o e (300)
Denoting fil)//{t) by y{t) whoro f,(1) is tho characteristio function of Z,, the equation
(3.16) roducos (in & domain [f,| < 8, [1,] < &) to

N .
S+ Bt Eoapintany =0 e (317)
1 (239 222}
which can bo writton as

3 o -
A @i{ty+B 1) = A()+B(ty) e (3.18)

with obvious notation. Wo obsorve that f,,3,1. ..., 8, a6 all difforent by hyputhesis
and that all tho functionsin (3.18)aro i and henco Lomma 3 applios giving that
vty =yl oft) § = s4+k41, .., 0

B =— £yt

(3.19)
10" .
Ay =— I ¥4
"
aro polynomials in ¢
Now ¥,4344t) s the derivativo of tho sccond characteristio of the random
variablo Z,,),y in which case the dogree of ¥,.4,,(f) is at most unity. Thus Z,,,,,
+ees Z,, axo all normally distributed.
Furthor, tho rosult that & ¥a, t) is polynomial in ¢ implics that Sapt log fi
1

{; 1) is o ploynomial in . Sinco a; are all of tho samo sign, an application of Lemmon 4
(Zingor-Linnik, 1955) gives that f(x;¢) is a polynomial of degreo two at most or
Zy,$ =1, ..., 8 aro all normally distributed. Similarly Z,, § = ¢41, ..., 8+4 are all
normally distributed. Thon X, ..., X, aro all normal variables.

XNote: In Thoorem 3, tho condition that £; are differont may appoar some-
what restrictivo. This can bo rolaxed in tho following way.

Lot /l‘I === ﬂ,. == f; for asot of indices i, ty, ..., ;. Then tho result
of Theorom 3 is truo if the corrosponding Viyp oore Vi BTO of tho same sign.
Tho rosult follows sinco the functional equation (3.17) gives ua that

2
1}.:1 y’l u'l(l)
is a polynomial in ¢ in an intorval (—4, 8) or integrating with rospoct to ¢
2
2
7y log /i)
i8 o polynomial in ¢ in an interval (—34, 8) whoro f,‘ (1) is tho charactoristio function of
tho random variablo .\','. Thon, if ¥i,8r0 all of the gamo sign, it fullows from Lemma 4

that oach f{t) is at most a quadratio in £. Thus .\',l. vers .\',. are all normally distri-
buted.
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For oxamplo, if X, ..., X, aro n{» 3) indopondent and not ncoessarily
idontically distributed v

ly and E(X;) < o0, i=1,...,n, thon the condition
E(X|X,—X, X,—X) = 0 implics that X,, ..., X, aro all normally distributed.

Thoorera 4 : Let Xy, ....X, be » >3 independent random inbles not
ily identically distribuled. Let there exist n linear funclions

Y= apX\+... 40X, i=1,.,n . (3.20)
such that the delerminant |(a,)| # 0 and ayy, ..., a,, are all different from zero. If
BXJ=0,v=1,...,n and

E(Y,|¥p.n Y,)=0 . (321)
then Xy, ..., X are all normally distributed.
Proof : Wo can assumo, without loss of gonerality, that @, = ... = a;, = 1.
The condition (3.21) implics that
E( Yl c(l. Yorrordll Y, )= 0

or, in a suitable domain |4|<$, §i=1,2,..,n-1,
PZICUS SR SN BN /X C A SR T ol 8 . (3.22)
Making the transformation

Gahttnte =7 (3.29)

Ay nalit et 8, por baey = Taet

tho oquation (3.22) can bo written as
Vil e (Ta) o+ te,y 7o) = 0. e (3.24)
Subatituting tho valuo zoro for all ¥, excopt for 7, and 7,, wo find (E{X;) = 0 implics

Yi(0) = 0 for all 1)
vt +Hin) = vulerter). . (3.25)

Heneo, an application of Lemma 3 shows that ¢, ..., ¥, aro all polynomials in a neigh-
bourhood of the origin. Honce X, ..., X,, aro all normally distributed. Theorom +
provides a diveet goneralisation of the Kngan-Linnik-Rao theorom.

Theorom &: Let Xy, ..., X, be n i.i.d. random variables such that E(X;) =0
and E{| X,|%) < o, for some integer 8. Let there exist two linear funclions

Y =aX+...42.X,

Yy = 5 X+...4+6,X,
such that E(Y,|Yy) = 0. If Salf+#0, r=2,..,a—1, then the distribution of X,
agrees with a normal distribution wp to moments of order s.
Proof: Wo start with tho equation
a (b, O)4-...+a Y(bt) = 0 e (3.27)
(valid in an intorval around tho origin), differontinte r{  #—1) times and put { =0,
which givos tho oquations

(3.26)

(@ Ut 0, B) gy =2 0 . {3.29)
8
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whoro «,,, is the (r4-1)-th cumulant of tho distribution of X,. Sinco ZTal] # 0 it
follows gfrom (3.28) that k,,, =0, r = 2, ..., 24—1. Honco tho rosult of Thoorom &.

Wo shall now ider n linoar functions of n indopond: dege
variables X, ..., X,,
Y= auXit o Xy i=1, 000 e (3.20)
satisfying tho conditions
E(Y| Yy o Y} =0, i=1,.,8(> 1) e (3.30)

If tho detorminant [{a;)] 3 0, thon wo can transform Yy, ..., ¥, to now variables
Zy, ...y Z, such that, by s suitablo roordering of X), ..., X, if nocessary and ronaming
the now variables, for convenienco, again as X, ..., X,

ZA = xr*"”uu X,“+ +W|- .

(3.31)
Z, = X, +w"“ an+ +"’u .
and also transform Y,,,, ..., Y, to now variables Z,,y, ..., Z, such that
Z,,, - “Hm X+ +“nux +550
(3.32)

Z =ty X,+ +u,,, X +X
It is casy to sco that the condition (3.30) is equivalont to
B2 Zpory o Z) = 0; § = 1, ceu . . (3.33)
In tho representation (3.31) wo shall say that the variables X, and X,y
are connected if the coofficionts of X,,; and X, aro both non-zoro in at least ono cqua-
tion (out of tho p equations).
Thoorom 68 : If in the representation (3.31), the variable X, ,; is connected with
at least one variable of the type X,y for § = 1, ..., n—p and in the represcniation (3.32)
no column of the w, coeflicients consists wholly of zeros, and EX)=0i=1,..,mn
then the condition
E(Y(| Ypeprn Y} =0, §=1.,p(>1) e (3.39)
implies that X,,, ..., X, are normally distributed.
Proof : The condition (3.34) is oquivalont to (3.33) and tho condition
E(Z)| Zyspr oo Z) =0 e (3.35)
givos (in a domain of the form || <48, 1 £ j § n—p)

Viltpan it Fadasy) 40yl +oo d 0 lp) = 08 = 1,00, p )
(3.36

Lot X,,, and X,,, bo tod in tho i-th oquation of (3.31). Thon substituting zoro
for all #; oxcopt f, and 4, in the oorrosponding rolation of (3.36), wo havo (sinco
E(X,) = 0 implios %,(0) = 0),

Viltpant bt ¥yt ) = —(00palpall) Heipu Vordl) e (337

L}
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If u,,, ¢ = 0, then putting I, = 0, wo find that y,,{t,) = 0 which moana that X,,,
is deg contrary to ption. Thua u,,,; and u,,, ; aro both difforont
from zoro. Now aepplying Lomma 3, X, X,,, and X,,, aro normally distributed.
Sinco Ly assumption tho varinblo X, is connected with another such variable for any
given i, wo havo establishied that cach variable of the typo X, is normally distributed.
Sinco no column of the u; coefficicnts in (3.32) consists wholly of zoros, the argument
of {; in (3.30) is not zero for any 1. Thus tho i-th equation in (3.36) gives us an oqua-
tion of the typo (valid in an intorval around the origin)

Vilt) = —w, p iy dl) . (3.38)

for somo r, whero the coofficiont to;,,,, 3 0, sinco X is not degonorato by assumption.
Since X,,, is a normal variablo, so is X;. Thus, X, ..., X, aro also normally distri-
buted.

4. CHARACTERISATION OF THE NORMAL LAW BY FROPERTIES OF SAMPLE ESTIMATORS

In this soction wo rocall somo carlior theoroms of tho author (Rao, 1959)
charactorising tho normal distribution through the minimum varianco property of
loast equares cstimators in tho Gauss-Markoff model.

Let X, ..., X, bo indcpondont random variables such that
EX)=a0+..40.0,, j=1,..,n e (1)

whoro 0y, ..., 0, axo real unknown parameters and ¥V(X,) = o? independont of j.

Tho loast squares cstimator of an estimablo paramotrio function ¢, O+ 0
is tho lincar function of X, ..., X, which haa the smallcst varianco in tho class of all
linear unbiased estimators. Thus tho least squaros estimator depends only on the
matrix of coofficionts (a;;) in (4.1) and not on the exact distribution of X, ..., X,

Howover, if X, ..., X, have normal distributions with a commeon varianco
independent of @y, ..., 0, then it is known (Rno, 1952) that the least squares estimator
of ,0,+...49.0, has minimum variance in the class of all unbiased estimalors.

Now wo raiso tho convorse problem. Suppose that thoe lenst squares estimator
of g,0,+...49.0,, i known to have minimum varianco in tho class of all unbiased
ostimators. Does it follow that X, . » aro normally distributed 3 The answee
is in tho affirmative under certain conditions.

Weo assumo that X,—E(X,), j=1,...,s, havo tho same distribution Pos
whioh may dopend on ¢ = (0, ..., 6,) and certain other unknown parametons g
Of course, tho moan of the distribution Pos is zero whatevor 0 and ¢ may bo.

First, wo zonsidor tho enso whero tho rank of tho matzix (a;) is unity, ie.,

whon thero iu only one indopond timablo linoar p io function.
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Thoorem 7: Letthe rank of (ay) be unity and let ¥ = b, X,+...4+5,X, be
the least squares estimalor of the essentially unique estimable linear parametric function.
La Pog admit moments up to order 23 for each 0,8, and by, ..., b, be all different from zero
without loss of generalily (since we can consider only those variables with non-zero coeffi-
cients). If ¥ = b.X,+...+b,X, has minimwn variance in the class of all unbiased
estimalors whick are polynomials of order 8 or less and the vector (by, ..., b,) is not propor-
tional to a veclor which has only 1 as ifs elements, then X, agrees with a normal distri-
bution up to moments of order (a41).

Proof: In Thootom 1 of the eatlior paper (Rao, 1959) it waa stated that if
moments of all ordors oxist and tho least sq timator has mini varianco
in the clasa of all unbiased estimators, then X; has normal distribution. Tho earlier
theotem may appear to bo a conscquenco of tho prosent Thoorem 7. But tho proof
is tho same, and in fact, Thoorom 7 is only a restatemont of the earlier theorom.

Wo obscrve that when the rank of (a,) is unity, thero exist (n—1) linear fune-

tions
Zy=ep Xyt te,X,  j=1,..,0-1 e (4.2)
such that E(Z)=0, E(Z,Y)=0, E(Z;2)=0, i3]

Since E(Z;Y) =0 and V(ZY) < oo if 832, it follows from & lomma
proved in an earlicr paper of the author (Rao, 1952) that if ¥ has minimum variance
in tho claas of all unbiased cstimators of tho sccond degreo, then

E[(YNZ; Y)) = E(Z; %) = 0. . {4.3)
Similarly E(Z;Y)=0, r=1,..,8 j=1,.,n-1 o (44)

Now considor
) = EfiZ, r-En0)

= [t OB O S ) o SO s (45)
wheve f(t) is the characteristic function of Tos and ¥() = f(0f(1). Sinco Pog has
momeonts upto order 24, Y{t) i differontiablo & times. Taking the r-th durivntivo. of
Y(t) for r < o, putting ¢ = 0 and obsorving that E(Z; 1") = 0, r = 1, ..., 8, wo obtain

(Zeubf)x, {0, 9) = 0, rsond j=1,..,n—1 e (4.8)
whoro ,,,(0) ia tho (r4-1)-th cumulant of Pys From (4.6) wo deducoe that ¢ b =0
andjor x,,,(0,8) = 0. Sinco E(Z,¥) =0, Tcyb =0, j=1,..,n—1 Thon

Bl =0, j=1.,n—1]=3j=X% j=L..n] (47
which is falso oxcopt whon r=1, or b= 0, or proportional to £l j=1,...,%
Consoquently x,,, (0,¢) = 0, r = 2, ..., ¢ and tho proposition is proved.

Note1: If momonts of all ordors exist, then under the conditions of

Thoorom 7 on the coofficients b,, ..., b, & noccssary condition for tho lenst squares
timator to bo the mini varianco unbinsod osti is that the variables aro

normally distributed.
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Note 2:  Tho condition that by, ..., d, are not all proportional to +1 excludes
tho important caso of X = (X;+...4-X,)/n boing tho least squates cstimator. Tn
tho earlier paper (Rno, 1959) a quostion was raised as to what further restrictions are
neoded to includo this caso.  An answor is provided by Kagan (1066). Kagan assumos
that Pogr tho distribution of X;—E(X;) is independont of unknown p t It
may bo noted that in such a cnso admissibility and mini i of X in tho
class of polynomial cstimators dofined by Kagan aro idontical conditions.

st

In this paper we shall another formulation of the problem by d d

ing that tho least squaros estimator X of tho unk T tor 0 has
moan square orror in a suitably dofined class of polynominl estimators. Tho theorom
may bo stated as follows.

Theorem 8: Let X, ..., X, be i.i.d. (non-degenerate) variables with E(X,) = 0,
an unknown parameler and let the distribution of X,—E(X,) be Pog which may depend on

unknown parameters 0 and @. Consider the class C, of estimaiors
X+P(xy. .t X,) - (48)

where P, is a polynomial stalistic of order less than or equal o & which is lranslation

invarian, i.e.,
P(X,+¢, ..., X +¢) = P(X,, ..., X.) w (4.9)

forany constante.  If X has the minimum mean square error uniformly for each admissible
value of (0, §) in the class of estimators C,, and E(X}') < 00 for each value of (0, ) then
the moments up lo order (s--1) of the distribution of the X; coincide with a normal distri-
bution.
Proof: Consider in partioular the statistic

X49(X,=XY, r & 8, fixed j, e (4.10)
where g is o constant, which belongs to C,, and the particular values 8 = 8, ¢ = ¢,
of the parametors. Now for tho spocial choico of the constant g = g,,

g = Ft 80 U= 0N (X,— XN o
O B 5. (X=X 7] (et

X+oX,— Xy . (412)

tho estimator

haa the monn square error at 0 = 0,9 = ¢
Eoy 8, [(X—00"1—g} En g, [ X, —X)7] - 1)

which is smallor than  Eo,, ¢, [(X—0,)1] unloss g, = 0, L.o.,
Ed, o [X—00) (X;=X)T =0, r=1,..,8 v (L14)
The oquations (4.14) provide nocossary conditions for the optimality of X
12
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Now considor
$0) = Bou g [0 779 ]

=Tl:["’("%!')+‘“_’)i"(—‘;)].r'(";ll)f(—:ﬂ‘— L wap

n
where f{(t) is tho c.f. of Po, g0 and ¢(f) = f')jf(t). Taking the r-th derivative of ${t),
putting ¢ = 0 and observing that E{X—0 (X —X¥]1=0, r=1,...,saad f(0) =0
wo obtain
—1 —1r
[("T) +1|—~l( T) ] Kenllor P =0, r o . (4.16)
where k{0, @,) is the i-th cumulant of j But

(r—=1Y4(=1){n—1) % 0 e (417
unloss r=1 or n=2 and r odd. So if n>2, it follows from (4.18) that x,,,(0,, 3o)=0
for r = 2,...,4, which proves the theorom.

Note 1: In proving Theorom 8, wo made use of only the subsct of estimators

X+g(X,—XY, r=1,..,8 ;jfixed,
in tho class C,, so that we could have narrowed down tho class of eatimators in stating
the theorom.
Note 2: If Po,¢ is indopendent of the unknown parametors ¢ and ¢, wo could
imposo the further restriction of unbiasod of estimators in dofining tho class C,,
as dono by Kagan (1988).
Note 3: I.fP»'¢ is ind dont of ¢ but depends on an unknown parametor

¢, then wo nced only impose the condition that X has minimum mean squaro orror
uniformly in ¢ in the class C,. This answors at lcast partislly one of the questions
roised by Kngan (1966), whore tho paront distribution is of the type F[(X—0)/¢),
0 and ¢ boing unknown paramotors.

Note 4 : The other excoptional cnaso where some of tho coofficionts are +1
and othors aro —1 can be handled in a simjlar way.

For further comments on the result of Theorem 8 the xendor is referrod to the
onrlior papor (Rao, 1950).

Now wo consider tho gonoral caso whore tho rank of (a;) is r> 1. Let
¥y, ..., X, bo the loast squarcs est of r indepond. timable linoar p. trio
functions, There exist n—r indopondont linoar functions

Zy=c Xyt te Xy =101 o {4.18)
whose expeot are zero idontically (in 0), and for any fixed §
E(ZY)=0, j=1,.,n-r e (419)
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Givon a nXr matrix A = (a,) of rank r, wo can by sweeping out the rows,
vxpress it in the form

[} 0
0 1 0
I, e
P v (4.20)
W Yrar1 Yreng ot Wy
Wy 0ng Wy

by roarranging tho rows of (a;,) if neceasary (which merely means writing the random
variablos X, ..., X, in a differont ordor). Without loss of gonorality, we ean consider
Xy ooy X, to bo tho order loading up to the swept out form (4.20) of tho matrix (a;,).
Wo shall say tho matrix (a,) is exceptional if, in the matrix IV of tho reduced forn,
(£.20) any row contains at most ono 1 and the 1! ¢, if
any, is £1. We now state a theorom for the genoral case.

Theorom 9:  Let py,y admit momenis of order 24 and the malriz (a,) be not ex-

ceplional. If every leasl squarcs esii has minis in the class of all un-
biased esti which are polynomials of order (s4-1) or less, then X; agrees with the
normal disiribution up to momenis of order (s+1).

Tho proof is the same as that of Theotem 2 in tho author’s earlicr paper (Rao,
1959) and it follows on the same lines as tho proof of Theorem 7 of the present paper.

hand
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