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#### Abstract

Modern-day Symmetric-key Cryptology is enriched with numerous contributions including symmetric-key primitives to modes of operation. The approach to design and develop provably secure designs have accelerated the growth of this subject. A lot of encryption, authentication and authenticated encryption modes are available publicly that are provably secure and gives good results in terms of efficiency. But there is not much resource that studies all the modes and conclude about their performance at the same time. This work is intended to study and compare all these modes of operation, both in terms of security (confidentiality and integrity) and efficiency (implementation area and throughput). We took care of different security notions and design rationales of compared schemes and generalised them as much as possible.


Keywords : Symmetric Cryptology, Modes of Operations, Provable Security, Encryption, Authentication, Authenticated Encryption, Web-Implementation.
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## 1 Introduction

### 1.1 Introductory Notes

Cryptography is commonly called as the science of secrets. In the distant past, it was quite simple a process where the sender used to scramble the messages and sent it so even if some adversarial body gets hold of the message, they could not understand the message. At that moment, the baby version of cryptography focused on message confidentiality (which is treated to be the encryption) - conversion of the whole messages from a readable form into an unreadable one and back again at the opposite end, without leaking any message to the eavesdroppers. This so called encryption attempted to ensure secrecy in communications between spies, military leaders, and diplomats. In this modern era of computation, the subject cryptography itself has become a keystone of system and network security, encompassing all the ways of secrecy, verification, authentication and communication.

Symmetric key cryptography offers simple encryption schemes that comes with implementationefficient mathematical structures. Some building blocks of symmetric encryption are BlockCiphers, Stream-Ciphers and Hash functions. By only hiding the encryption key, these simple protocols offer high security. Alongside, these primitives are easy to implement as they do not require rigorous computations as prerequisite. In order to achieve security, these schemes generally do not require large integers or finite field arithmetic to be implemented.

But everything comes at a price. In search for security, efficiency gets lost. Block ciphers, forkciphers and tweakable block-ciphers are designed to encrypt short, fixed length messages. Thus, to encrypt large messages, the most basic idea that we can think of is to fragment the messages. But, using same key and same cipher for encrypting long messages (fragmented in parts) results in increasing the advantage of adversary. That is, the adversary can keep track of a code book and can get advantage. Again, choosing new keys every time kills the simplicity of implementation. This is why we need to assemble the ciphers in some standard way, so that choosing only one key will suffice. Here modes of operation comes into play.

Different encryption methods have been used throughout history to prevent non-authorized people from understanding or forging messages. Confidentiality of encryption is the property which guarantees that anyone without the proper knowledge of key cannot recognize the original data, whereas data integrity ensures accuracy and reliability of the data to an authorized user. Establishing confidentiality and integrity of communication is certainly the most important goals of cryptography. The notion of authenticated encryption combines these two security goals in a single symmetric-key, cryptographic primitive. A lot of effort has been invested in authenticated encryption till date. The recent competitions for Authentication modes, Block Ciphers, Authenticated Encryption Modes has boosted the research activity in this area even more. As a result, the area of Modes of Operation boasts numerous results, both theoretically and practically oriented. Alongside, every year, a lot of mode of operation gets published in various cryptographic conference and journal.

Our work explore the current landscape of results on these Modes of operation. The scope of Modes of operation is very large. Despite the modes being standardized and well-known, there is no significant work that summarizes all the schemes, and conclude about their comparative analysis. In our survey, we tried to cover up almost all published modes, and the comparative analysis explores pros and cons of the modes in a systematic way.

### 1.2 Project Summary

### 1.2.1 Project Objective

Various modes of operations have been standardised by multiple cryptographic competitions and journals throughout last few decades. Since the research volume is increasing day by day, we are getting new ideas, new schemes and new directions in this field to enrich the subject. As a result, we currently have a huge numbers of various modes of operations, which we can use according to our need in specific research work. Some of them are highly efficient, some are vulnerable with some loopholes but works well in other situations and some are advised to use in certain scenarios for better efficiency and security measures. Despite the modes being standardized and well-known, their goal and properties vary. This actually bothers a researcher to choose any mode swiftly as they have to go through a good number of well-entrenched schemes to effectively pick the suitable one.

The primary objective of this project is to have a systematic study on all these modes of operations and to compare them in a systematic manner. The final output of this project will be in form of a data platform, which will help one to easily compare between different choices of modes of operation with respect to desired criteria. This will save a lot of manual effort and time of people and organizations worldwide as they will be capable of choosing their required mode of operation without going through each mode appearing in the major worldwide competitions' and conferences submission lists. Also since this already contains a list of huge number of different modes, this work significantly widens the range of choices of an actual designer of cryptographic system.

### 1.2.2 Role of Standards Bodies

Since the volume of the research in different areas of Electronic Engineering and associated disciplines started to flourish at their best speed, the last century saw a major development into forming different professional associations to promote innovation and industrial competitiveness. These bodies do hold a lot of credit for the current research atmosphere for these subjects. To name a few, National Institute of Standards and Technology (NIST, formed as National Bureau of Standards in 1901, became NIST in 1988), Institute of Electrical and Electronics Engineers (IEEE, formed in 1963), ISO/IEC JTC 1 (Formed in 1987), etc. These organizations conducts several competitions to develop, maintain and promote standards in the fields of Cryptology and Cyber Security.

Cryptographic competitions, conferences and journals that are recommended or standardised by NIST are widely viewed as the safest way to select cryptographic algorithms. The reason is pretty clear as the selected modes in these fields are collectively, quite good(both in terms of security and efficiency), and NIST, in particular, has shown commendable leadership in their work on standardizing or recommending these modes of operation. There is obvious reasons that standards often take years to complete because sculpting a proper and nearly perfect standard is hard. These symmetric cryptography standards are designed for specific requirements, well-informed by the science that the cryptographic community has been working to create and that this is precisely the direction we want our research to be continued.

Several regional standards deal with cryptography in general and some of the algorithm specified in them can be considered to be lightweight. Lightweight cryptography has been one of the intense topics in symmetric cryptography in the recent years. A huge number of
lightweight algorithms have been published, standardized and/or used in commercial products. In the USA, cryptographic standards are handled mainly by NIST, which famously standardized the AES after an open competition. NIST LWC is arguably the biggest competition for the Light-Weight Cryptographic protocols. The Japanese Cryptography Research and Evaluation Committees (CRYPTREC) also maintains the "e-Government Recommended Ciphers List" which contains algorithms whose usage should be preferred. The Telecommunications Technology Association of Korea (TTA) provides the relevant standards in South Korea. In Europe, the NESSIE project selected several block ciphers and eSTREAM competition is popular to find good stream ciphers. NIST notably organized a Hash function competition to create a new hash standard, SHA-3. This was not meant to replace SHA-2, as no significant attack on SHA-2 has been demonstrated, but for the need for an alternative, dissimilar cryptographic hash function. This competition attracted 64 hash-function submissions from 200 cryptographers around the world, and then through a tremendous volume of security evaluations and performance evaluations, eventually NIST chose Keccak as SHA-3. The AES competition was also organized by the NIST. The goal of the Advanced Encryption Standard (AES) competition was to specify "an unclassified, publicly disclosed encryption algorithm capable of protecting sensitive government information well into the next century". Each AES submission was required to be a block cipher supporting a block length of 128 bits and key lengths of 128,192 , and 256 bits with specific properties regarding Security, Cost and Hardware and software suitability. PHC (Password Hashing Competition) ran from 2013 to 2015 as an open competition - the same kind of process as NIST's AES and SHA-3 competitions. CAESAR (Competition for Authenticated Encryption: Security, Applicability, and Robustness) is one of the most popular competition for designing new AEAD Modes.

Apart from the Cryptographic competitions organised by the standard bodies, the conferences also contribute a lot in the research. CRYPTO, the International Cryptology Conference, is an academic conference on all aspects of cryptography and cryptanalysis. The first CRYPTO, held in 1981, was the first major conference on cryptology and was all the more important because relations between government, industry and academia were rather tense. Encryption was considered a very sensitive subject and the coming together of delegates from different countries was unheard-of at the time. The initiative for the formation of the International Association for Cryptologic Research (IACR) came during CRYPTO '82, and CRYPTO ' 83 was the first IACR sponsored conference. The IACR organizes and sponsors annual flagship conferences - Crypto, Eurocrypt, Asiacrypt and some area conferences in specific sub-areas of cryptography and symposiums like Fast Software Encryption (FSE), Public Key Cryptography (PKC), Cryptographic Hardware and Embedded Systems (CHES), Theory of Cryptography (TCC), Real World Crypto Symposium (RWC). Cryptology Research Society of India (CSRI) organises Indocrypt, an international Conference on Cryptology annually in India.

Cryptographic competitions are not a foolproof though. DES, the output of the cryptographic competition at $\operatorname{NBS}(1976)$, had faced major issues like linear and differential cryptanalytic attacks. Even the famous AES cipher have undergone timing attacks for its primary versions[4]. As a third example, SHA-3 was forced to aim for a $2^{512}$ level of preimage security, and as a result, performance complaints and slowing down deployment were reported. Due to the restriction of time-upper bound and availability of too many schemes might result into overlooking some important schemes and not including them in this thesis. A critique is always welcome bring out these shortcomings.

### 1.2.3 Our Contribution

Symmetric encryption, being an older method of encryption and being much faster and more efficient than asymmetric encryption, takes a toll on networks due to performance issues with data size and heavy CPU usage. For symmetric key-cryptology, since the key for both encryption and decryption are same, thus it takes no effort to exchange keys. Moreover, due to the better performance and faster speed of symmetric encryption compared to asymmetric, symmetric cryptography is typically used for bulk encryption / encrypting large amounts of data. Hence, cryptographers always had a special eye on the research areas of Symmetric Cryptography. Considering the growth in this field since the last few decades, we can notice that for security aspects like confidentiality and integrity, there are various symmetric cryptographic schemes which provide a certain level of security making various efficiency or functionality trade-offs. These schemes are published and standardised by various cryptographic competitions. This project targets to somewhat tries to bind all the aspects of these schemes under one roof. We can formally distribute the aims of the project into these categories.

## 1. Studying the security and functionalities of Provable Symmetric Schemes.

This project heavily focuses on categorising the various Provably Secure Symmetric Modes with respect to the security and efficiency parameters. Hence, we shall be describing the parameters in details so that one can learn these parameters well enough before going through the detailed evaluation and comparison between the symmetric modes. Also, if some additional parameters or security definitions are required to study for some particular sections, we have kept them there for better understanding.

## 2. Producing exhaustive classification of Symmetric Modes of Operation.

We have gone through all available standard modes of operations from various well-known cryptographic competitions of recent years. We have studied the Symmetric Modes from the likes of CAESAR, NIST-LWC, etc. competitions and various conferences and enlisted the modes with their respective properties including security type, security bound, rate, state size, key size, whether or not it has some underlying building blocks, different variants, etc. As a result, one can go through the listed properties of given mode and easily judge whether the mode can be used for her desired scenario.
3. Discussing exhaustive comparison between different Modes of Operations.

After listing down properties in tabular format, we compare them through those tables, which helps one to further choose which mode to be considered for her required criteria, be it to be having less overhead or which are resistant against misuse of nonce/initialization vector or which one guarantees security for finite and/or variable length inputs etc. This kind of work with such a large volume of provable symmetric modes, to the best of our knowledge, is a first attempt in this domain.
4. Combining the classified data in suitable public online domain.

We have published the whole data through a publicly available web-application that will mention all functionalities, requirements efficiency parameters and security bounds of the standard modes. This, we believe, shall be one of a kind library in the domain of provable symmetric modes of operation.

### 1.3 Thesis Outline



The above chart briefly describes flow and the contents of this project report. The contents in blue, green, red, yellow and brown colors are to be studied from Sections 2, 3,4,5 and 6, resp.

We advise the reader to complete sections 2 and 3 before moving into the later part.
Last three sections are for discussing Encryption, Authentication and AEAD Modes, resp.

## 2 Symmetric-key Primitives

Symmetric Key algorithms are cryptographic algorithms that use the same cryptographic keys for both the encryption of plaintext and the decryption of ciphertext. The keys may be identical, or there may be a simple transformation to go between the two keys. The keys, in practice, represent a shared secret between two or more parties that can be used to maintain a private information link. The requirement that both parties have access to the secret key is one of the main drawbacks of symmetric-key encryption, in comparison to public-key encryption (also known as asymmetric-key encryption).

A secure symmetric encryption scheme $\mathcal{S E}=($ KeyGen, Enc, Dec $)$ consists of three algorithms, described below.

- KeyGen $\left(1^{n}\right)$ : The key-generation algorithm generates a key K of fixed length $n$ in a probabilistic manner according to the protocol.
- $\operatorname{Enc}(K, M)$ : The encryption algorithm Enc is probabilistic in nature and is keyed by the key $K$ generated from KeyGen. By probabilistic, we mean, the output for this function with a given message $M \in \mathcal{M}$ is uniformly and identically distributed over the space of ciphertexts.
- $\operatorname{Dec}(K, C)$ : The decryption algorithm Dec is a deterministic algorithm for any choice of $K \in \mathcal{K}, C \in \mathcal{C}$.

Correctness: The scheme $\mathcal{S E}$ is correct if for any choice of $M \in \mathcal{M}, K \in \mathcal{K}$, we have $\operatorname{Dec}(K, \operatorname{Enc}(K, M))=M$.

Unlike public key cryptosystems, symmetric key cryptographic primitives offer us secure and efficient schemes that comes without rigorous mathematical constructions. We will discuss various important symmetric key primitives and their properties.

### 2.1 Primitives

## - Block Cipher

Block cipher is a deterministic algorithm operating on fixed-length bits, called blocks. A secure block cipher is suitable for the encryption of only a single block of data at a time, using a fixed key. Block ciphers are building blocks in other cryptographic protocols, such as universal hash functions and pseudorandom number generators.

A block cipher consists of three paired algorithms, KeyGen for key generation, $\mathcal{E}$ for encryption, and the other for decryption, $\mathcal{D}$. Both $\mathcal{E}$ and $\mathcal{D}$ accept two inputs : an input block of size $n$ bits and a key of size $k$ bits; and both yield an $n$-bit output block. The decryption algorithm $\mathcal{D}$ is defined to be the inverse function of encryption, i.e. $\mathcal{D}=\mathcal{E}^{-1}$. More formally, a block cipher is specified by an encryption function $E_{K}(P):=E(K, P):\{0,1\}^{k} \times\{0,1\}^{n} \rightarrow\{0,1\}^{n}$, which takes as input a key $K$, of bit length $k$ (called the key size), and a bit string $P$, of length $n$ (called the block size), and returns a string $C$ of $n$ bits. $P \in\{0,1\}^{n}$ is called the plaintext, and $C \in\{0,1\}^{n}$ is termed the ciphertext. For each $K$, the function $E_{K}(P)$ is required to be an invertible mapping on $\{0,1\}^{n}$. The inverse for $\mathcal{E}$ is defined as a function $E_{K}^{-1}(C):=D_{K}(C)=D(K, C):\{0,1\}^{k} \times\{0,1\}^{n} \rightarrow\{0,1\}^{n}$, taking a key $K$ and a
ciphertext $C$ to return a plaintext value $P$, such that $\forall K: D_{K}\left(E_{K}(P)\right)=P$. For example, a block cipher encryption algorithm might take a 128 -bit block of plaintext as input, and output a corresponding 128 -bit block of ciphertext. The exact transformation is controlled using a second input - the secret key. Decryption is similar : the decryption algorithm takes, in this example, a 128-bit block of ciphertext together with the secret key, and yields the original 128 -bit block of plain text.

## - Tweakable Block Cipher

Tweakable Block ciphers(TBC) are similar to the block ciphers, enhanced with tweak $T$. Changing a key, (when suspected to be compromised) can be expensive as it can change the internal mechanism. Whereas, modifying tweak can be done in a cheap manner. The tweaks are added before and after applying the underlying block cipher. Thus, a TBC $\tilde{\mathcal{E}}$ can be considered as the tuple of functions (KeyGen, Enc, $\tilde{D e c}$ ) where Keygen is probabilistic function that outputs key $K$ and tweak $T_{1}, T_{2} . E_{E n c_{T_{1}, T_{2}}}$ : $\{0,1\}^{k} \times\{0,1\}^{n} \rightarrow\{0,1\}^{n}$ is the Enc function constrained with tweaks $T_{1}$ and $T_{2}$, is defined as $E n c_{T_{1}, T_{2}}(K, M)_{\sim}=E n c_{K}\left(T_{1} \oplus M\right) \oplus T_{2}$. Here $\mathcal{E}=(E n c, D e c)$ is the underlying block cipher. $\tilde{\operatorname{Dec}}_{T_{1}, T_{2}}:\{0,1\}^{k} \times\{0,1\}^{n} \rightarrow\{0,1\}^{n}$ is defined as $\tilde{\operatorname{Dec}} \bar{T}_{T_{1}, T_{2}}(K, C)=\operatorname{Dec}_{K}\left(T_{2} \oplus C\right) \oplus T_{1}$. The graphical representation of TBC is as follows


## - ForkCipher

A forkcipher is a pair of deterministic algorithms, the encryption algorithm:
$F:\{0,1\}^{k} \times \mathcal{T} \times\{0,1\}^{n} \times\{0,1, b\} \rightarrow\{0,1\}^{n} \bigcup\{0,1\}^{n} \times\{0,1\}^{n}$
and the decryption algorithm
$F^{-1}:\{0,1\}^{k} \times \mathcal{T} \times\{0,1\}^{n} \times\{0,1\} \times\{i, o, b\}:\{0,1\}^{n} \bigcup\{0,1\}^{n} \times\{0,1\}^{n}$
The functions $F, F^{-1}$ are defined as follows: $F(K, T, M, 0)=C_{1}, F(K, T, M, b)=C_{2}$, $F(K, T, M, 1)=C_{1} \| C_{2}, F_{-1}\left(K, T, C_{1}, 0, i\right)=M, F_{-1}\left(K, T, C_{2}, 1, i\right)=M$,
$F_{-1}\left(K, T, C_{1}, 0, b\right)=M\left\|C_{2}, F_{-1}\left(K, T, C_{2}, 1, b\right)=M\right\| C_{1}, F_{-1}\left(K, T, C_{1}, 0, o\right)=C_{2}$, $F_{-1}\left(K, T, C_{2}, 1, o\right)=C_{1}$. Pictorially,


## - Stream Cipher

A stream cipher is a symmetric key cipher where plaintext digits are combined with a pseudorandom cipher digit stream (keystream). A stream cipher is a pseudorandom key-stream generator. The encryption using stream ciphers is XOR-based.

The pseudorandom keystream is typically generated serially from a random seed value using digital shift registers. The seed value $s$ serves as the cryptographic key for decrypting the ciphertext stream. Stream ciphers represent a different approach to symmetric encryption from block ciphers. Block ciphers operate on large blocks of digits with a fixed, unvarying transformation. This distinction is not always clear-cut: in some modes of operation, a block cipher primitive is used in such a way that it acts effectively as a stream cipher. Stream ciphers typically execute at a higher speed than block ciphers and have lower hardware complexity. However, stream ciphers can be susceptible to serious security problems if used incorrectly (see stream cipher attacks); in particular, the same starting state (seed) must never be used twice.

## - Cryptographic Hash Function

A hash function is a function $H$ that, given a message $M$ of an arbitrary length, returns a value $H(M)=h$ of a fixed length $n$. They have many applications in computer security such that Message Authentication Codes (MAC), Digital Signatures and User Authentication. Hash functions are efficiently computable. A hash function H is called a cryptographic hash function if the following assumptions hold for H :

Collision resistance. Finding two messages $M$ and $M^{\prime} \neq M$ such that $H(M)=H\left(M^{\prime}\right)$ should be 'hard'. It shall cost $\Omega\left(2^{\frac{n}{2}}\right)$ by the birthday paradox.

Pre-Image resistance. From a hash $h$, finding a message $M$ so that $H(M)=h$ should cost $\mathcal{O}\left(2^{n}\right)$ by exhaustive search.

Second Pre-Image resistance. Given a message $M$ and its hash $H(M)$, finding another message $M^{\prime}$ such that $H(M)=H\left(M^{\prime}\right)$ should $\operatorname{cost} \mathcal{O}\left(2^{n}\right)$ by exhaustive search.

## - Compression Functions

Compression functions are a variant of hash functions, restricted over fixed-sized domains. A comression function $C F: 0,1^{m} \rightarrow 0,1^{n}$ is a function that takes a message $M$ of length $m>n$ as input and returns a value $C F(M)=h$ of fixed length $n$. Compression functions are one-way. These can be composed to construct hash functions.

There are many provably secure and standardised primitives that we can use as building blocks for various cryptographic purposes. Examples of popular block cipher algorithms including AES, GOST, KASUMI, PRESENT, SEA, TEA, KTANTAN, LED, TWINE etc., most of which are lightweight in terms of state size. Whereas, A5/1, ChaCha, Trivium, Grain, SNOW-3G, MICKEY are secure stream cipher candidates. Encrypting a message does not guarantee that it will be authentic. Hence, often a message authentication code is added to a ciphertext to ensure that changes to the ciphertext over a public channel will be noted by the receiver. Message authentication codes can be constructed from block cipher or hash functions. We can also build hash functions from block ciphers.

### 2.2 Security of Primitives

## 1. Pseudo-Random Function (PRF)

A function $f:\{0,1\}^{n} \times\{0,1\}^{s} \rightarrow\{0,1\}^{m}$ is called a $(t, \epsilon, q)$ Pseudo Random function if the followings hold

- Given a key $K \in\{0,1\}^{s}$ and an input $X \in\{0,1\}^{n}$, there is an efficient algorithm to compute $F_{K}(X)=f(X, K)$.
- For any polynomial time adversary $\mathscr{A}, \mid \operatorname{Pr}_{K \in\{0,1\}^{s}}\left[\mathscr{A}^{F_{K}}(x)=y\right]-\operatorname{Pr}_{K \in\{0,1\}^{s}}\left[\mathscr{A}^{f}(x)=\right.$ $y] \mid<\epsilon$, for any $y \in\{0,1\}^{m}$ and $f:\{0,1\}^{n} \rightarrow\{0,1\}^{m} \in \mathscr{F}$. ( $\mathscr{F}$ is the family of all n -input m-output Boolean functions).

2. A PRF $F$ is called pseudorandom permutation(PRP) if it is a permutation on $\{0,1\}^{s}$, and satisfies the properties of a PRF.
3. PRP-CPA Security of an Encryption Scheme

Let $\mathcal{E}=(E n c, D e c)$ be an encryption scheme, $\mathcal{P} \mathcal{R} \mathcal{P}$ be the set of all pseudorandom permutations. Enc: $\mathcal{P} \times \mathcal{K} \times \mathcal{M} \rightarrow \mathscr{C}$ depends upon parameter set Params. Consider the following game for both cases of Exp.

| Adversary $\mathcal{A}$ |  | $\begin{gathered} \text { Challenger } \mathcal{C} \\ \text { choose } K \stackrel{\$}{\leftarrow} \mathcal{K} \\ \text { choose } F \stackrel{\$ \mathcal{P} \mathcal{R} \mathcal{P}}{\leftarrow} \end{gathered}$ |  |
| :---: | :---: | :---: | :---: |
| $\begin{aligned} & \text { For } i=1,2, \ldots, n \\ & \quad m_{i} \leftarrow \mathcal{M} \\ & \quad \text { Params }_{i} \leftarrow \mathcal{P} \quad \xrightarrow{\text { (Params } \left.{ }_{i}, m_{i}\right)} \end{aligned}$ |  |  |  |
|  |  | $\begin{gathered} \text { choose } b \stackrel{\&}{\leftarrow} \\ \text { For } i=1,2, \\ \text { if } b=0 \\ \operatorname{Real}_{\mathcal{E}_{K} \text { Params }_{i}}\left(m_{i}\right) \\ c_{i} \leftarrow \mathcal{E}_{K} \cdot \operatorname{Enc}^{2}\left(\text { Params }_{i}, m_{i}\right) \end{gathered}$ | $\begin{aligned} & \{0,1\} \\ & \ldots, n \\ & \quad \text { if } b=1 \\ & \quad \mathbf{P R P}_{\mathcal{E}_{\text {Params }}^{i}}\left(m_{i}\right) \\ & c_{i} \leftarrow F\left(\text { Params }_{i}, m_{i}\right) \end{aligned}$ |
| $b^{\prime} \leftarrow \underset{\text { output } b^{\prime}}{\operatorname{Exp}^{C P A-j}(\mathcal{A})}$ |  |  |  |

$\mathcal{A}$ wins the game if $b^{\prime}=b$.

Here $\mathcal{A}$ simulates its experiments $\operatorname{Exp}^{C P A-1}$ and $\operatorname{Exp}^{C P A-0}$ with
Input $=\left(m_{1}, c_{1}\right.$, Params $_{1}, m_{2}, c_{2}$, Params $_{2}, \ldots, m_{n}, c_{n}$, Params $\left._{n}\right):$

| Case 1: <br> $\operatorname{Exp}^{P R P-C P A-1}(\mathcal{A})$ | Case 2: <br> $\operatorname{Exp}^{P R P-C P A-0}(\mathcal{A})$ <br> $K \underset{\&}{\lessgtr} \mathcal{K}$ |
| :---: | :---: |
| $b^{\prime} \leftarrow \mathcal{A} \mathcal{\mathcal { E } _ { K }}($ Input $)$ | $b^{\prime} \leftarrow \mathcal{A}^{g}($ Input $)$ |

The PRP-CPA-advantage of $\mathcal{A}$ is defined as:

$$
\operatorname{Adv} v_{\mathcal{F}}^{p r p-c p a}(\mathcal{A})=\left|\operatorname{Pr}\left[\operatorname{Exp}_{\mathcal{F}}^{p r p-c p a-1}(\mathcal{A})=1\right]-\operatorname{Pr}\left[\operatorname{Exp}_{\mathcal{F}}^{p r p-c p a-0}(\mathcal{A})=1\right]\right|
$$

## 4. PRP-CCA Advantage of an Encryption Scheme

Let $\mathcal{E}=(E n c, D e c)$ be an encryption scheme, $\mathcal{P} \mathcal{R} \mathcal{P}$ be the set of all pseudorandom functions. Enc: $\mathcal{P}_{1} \times \mathcal{K} \times \mathcal{M} \rightarrow \mathscr{C}$ depends upon parameter set Params. Consider the following game for both cases of Exp.

Decide Encryption scheme $\mathcal{E}$

Adversary $\mathcal{A}$
Adversary $\mathcal{A}$
Challenger $\mathcal{C}$
choose $K \stackrel{\$}{\leftarrow} \mathcal{K}$
choose $F \stackrel{\$}{\leftarrow} \mathcal{P} \mathcal{R} \mathcal{P}$
For $i=1,2, \ldots, n$
$m_{i} \leftarrow \mathcal{M}$
Params $_{i} \leftarrow \mathcal{P}$
For $j=1,2, \ldots, n^{\prime}$
$c_{j}^{\prime} \leftarrow \mathscr{C}$
Params $_{j}{ }^{\prime} \leftarrow \mathcal{P}$
$\xrightarrow[\left(\text { Params }_{j}^{\prime}, c_{j}^{\prime}\right)]{\left(\text { Params }_{i}, m_{i}\right)}$
choose $b \stackrel{\&}{\leftarrow}\{0,1\}$
For $i=1,2, \ldots, n$ For $j=1,2, \ldots, n^{\prime}$
if $b=0$
$\operatorname{Real}_{\mathcal{E}_{K}^{\text {Params }_{i}}}\left(m_{i}\right)$
$c_{i} \leftarrow \mathcal{E}_{K} \cdot \operatorname{Enc}\left(\right.$ Params $\left._{i}, m_{i}\right)$
$m_{j}^{\prime} \leftarrow \mathcal{E}_{K} . \operatorname{Dec}\left(\right.$ Params $\left._{j}^{\prime}, c_{j}^{\prime}\right) \quad m_{j}^{\prime} \leftarrow F\left(\right.$ Params $\left._{j}^{\prime}, c_{j}^{\prime}\right)$

```
\(b^{\prime} \leftarrow \operatorname{Exp}^{C P A-j}(\mathcal{A})\)
output \(b^{\prime}\)
```

$\mathcal{A}$ wins the game if $b^{\prime}=b$
Here $\mathcal{A}$ simulates its experiments $\operatorname{Exp}^{C P A-1}$ and $\operatorname{Exp}^{C P A-0}$ with
Input $=\left(m_{1}, c_{1}\right.$, Params $_{1}, m_{2}, c_{2}$, Params $_{2}, \ldots$,
$m_{n}, c_{n}$, Params $_{n} ; c_{1}^{\prime}, m_{1}^{\prime}$, Params $_{1}^{\prime}, \ldots, c_{n^{\prime}}^{\prime}, m_{n^{\prime}}^{\prime}$, Params $\left._{n^{\prime}}^{\prime}\right):$

$$
\begin{gathered}
\begin{array}{c}
\text { Case 1: } \\
\operatorname{Exp}^{P R P-C C A-1}(\mathcal{A}) \\
K \stackrel{\$}{\leftarrow} \mathcal{K} \\
b^{\prime} \leftarrow \mathcal{A} \mathcal{E}_{K}(\text { Input })
\end{array}
\end{gathered}
$$

Case 2:
$\operatorname{Exp}^{P R P-C C A-0}(\mathcal{A})$
$g \stackrel{\$ \mathcal{P} \mathcal{R} \mathcal{P}}{\leftarrow}$
$b^{\prime} \leftarrow \mathcal{A}^{g}($ Input $)$

The PRP-CCA-advantage of $\mathcal{A}$ is defined as:

$$
A d v_{\mathcal{F}}^{p r p-c c a}(\mathcal{A})=\left|\operatorname{Pr}\left[\operatorname{Exp}_{\mathcal{F}}^{p r p-c c a-1}(\mathcal{A})=1\right]-\operatorname{Pr}\left[\operatorname{Exp}_{\mathcal{F}}^{p r p-c c a-0}(\mathcal{A})=1\right]\right|
$$

5. LOR-CPA security: The left-or-right CPA security game for an encryption scheme $\mathcal{E}$ is as follows:

## Adversary $\mathcal{A}$

For $i=1,2, \ldots, n$
$m_{i}, m_{i}^{\prime} \leftarrow \mathcal{M}$
params $_{i}$, params $_{i}^{\prime} \leftarrow \mathcal{P}$

$$
\xrightarrow[\left(\text { params }_{i}, m_{i}\right)]{\left(\text { paras }_{i}^{\prime}, m_{i}^{\prime}\right)}
$$

| choose $b \stackrel{\$}{\leftarrow}\{0,1\}$ |  |
| :---: | :---: |
| For $i=1,2, \ldots, n$ |  |
| if $b=0$ | if $b=1$ |
| $\mathrm{Left}_{\mathcal{E}_{K}^{\text {params }} \mathrm{i}_{i} \text {,params }{ }_{i}^{\prime}}\left(m_{i}, m_{i}^{\prime}\right)$ | $\mathrm{Right}_{\mathcal{E}_{K}^{\text {params }}{ }_{i}, \text { params }}^{\text {a }}$ ( $\left.m_{i}, m_{i}^{\prime}\right)$ |
| $c_{i} \leftarrow \mathcal{E}_{K} \cdot \operatorname{Enc}\left(\right.$ params $\left._{i}, m_{i}\right)$ | $c_{i} \leftarrow \mathcal{E}_{K} \cdot \operatorname{Enc}\left(\right.$ params $\left.{ }_{i}^{\prime}, m_{i}^{\prime}\right)$ |

choose $b \stackrel{\$}{\leftarrow}\{0,1\}$
For $i=1,2, \ldots, n$
Left $_{\mathcal{E}_{K}^{\text {params }} i_{i} \text { params }}^{i}\left(m_{i}, m_{i}^{\prime}\right) \quad$ Right $_{\mathcal{E}_{K}^{\text {params }_{i}, \text { params }}}\left(m_{i}, m_{i}^{\prime}\right)$ $c_{i} \leftarrow \mathcal{E}_{K} \cdot \operatorname{Enc}\left(\right.$ params $\left._{i}, m_{i}\right) \mid \quad c_{i} \leftarrow \mathcal{E}_{K}^{K} \cdot \operatorname{Enc}\left(\right.$ params $\left.s_{i}^{\prime}, m_{i}^{\prime}\right)$

$$
b^{\prime} \leftarrow \underset{\text { output } b^{\prime}}{\leftarrow \operatorname{Exp}^{L O R}(\mathcal{A})}
$$

$\mathcal{A}$ wins the game if $b^{\prime}=b$.
Here $\mathcal{A}$ simulates its experiments $\operatorname{Exp}{ }^{C P A-1}$ and $\operatorname{Exp}^{C P A-0}$ with
Input $=\left(m_{1}\right.$, params $_{1}, m_{2}$, params $_{2}, \ldots, m_{n}$, params $_{n} ; m_{1}^{\prime}$, params ${ }_{1}^{\prime}, m_{2}^{\prime}$, params $_{2}^{\prime}$, $\ldots, m_{n}^{\prime}$, params $\left._{n}^{\prime} ; c_{1}, c_{2}, \ldots, c_{n}\right):$

$$
\begin{array}{c|c}
\begin{array}{c}
\text { Case 1: } \\
\operatorname{Exp}^{L O R-1}(\mathcal{A})
\end{array} & \begin{array}{c}
\text { Case 2: } \\
\operatorname{Exp}^{L O R-0}(\mathcal{A})
\end{array} \\
K \underset{\mathcal{E}}{\stackrel{\$}{\leftarrow} \mathcal{K}} & K \stackrel{\$}{\leftarrow} \mathcal{K} \\
b^{\prime} \leftarrow \mathcal{A}_{\mathcal{E}}^{L R(, \ldots, 1)}(\text { Input }) & b^{\prime} \leftarrow \mathcal{A}_{\mathcal{E}}^{L R(\cdot,,, 0)}(\text { Input })
\end{array}
$$

The LOR-advantage of $\mathcal{A}$ is defined as:

$$
A d v_{\mathcal{F}}^{l o r-c p a}(\mathcal{A})=\left|\operatorname{Pr}\left[\operatorname{Exp}_{\mathcal{F}}^{L O R-1}(\mathcal{A})=1\right]-\operatorname{Pr}\left[\operatorname{Exp}_{\mathcal{F}}^{L O R-0}(\mathcal{A})=1\right]\right|
$$

6. LOR-CCA security: The left-or-right CCA security game for an encryption scheme $\mathcal{E}$ is as follows:

## Adversary $\mathcal{A}$

## Challenger $\mathcal{C}$

choose $K \stackrel{\&}{\leftarrow} \mathcal{K}$
For $i=1,2, \ldots, n$
$m_{i}, m_{i}^{\prime} \leftarrow \mathcal{M}$
params $_{i}$, params $_{i}^{\prime} \leftarrow \mathcal{P}$
For $j=1,2, \ldots, n^{\prime}$
$c_{j}, c_{j}^{\prime} \leftarrow \mathcal{M}$
params $_{j}$, params $_{j}^{\prime} \leftarrow \mathcal{P}$
$\xrightarrow[\underset{\substack{\left(\text { params }_{j}, c_{j}\right)}}{\left(\text { params }_{i}, m_{i}\right)}]{\underset{y}{\left(\text { params }_{j}^{\prime}, m_{j}^{\prime}\right)}}$
choose $b \stackrel{\$}{\leftarrow}\{0,1\}$
For $i=1,2, \ldots, n$

| if $b=0$ | if $b=1$ |
| :---: | :---: |
| $\mathcal{E}_{K}^{\text {params } s_{i} \text {,params }{ }_{i}^{\prime}}$ ( $\left.m_{i}, m_{i}^{\prime}\right)$ | $\mathbf{E}_{\mathcal{E}_{K}^{\text {params }} \text { i, params }{ }_{\text {a }}^{\text {a }}}\left(m_{i}, m_{i}^{\prime}\right)$ |
| $\leftarrow \mathcal{E}_{K} \cdot \operatorname{Enc}\left(\right.$ params $\left._{i}, m_{i}\right)$ | $c_{i} \leftarrow \mathcal{E}_{K} \cdot \underline{E n c}\left(\right.$ params $\left.{ }_{i}^{\prime}, m_{i}^{\prime}\right)$ |
| $m_{j} \leftarrow \mathcal{E}_{K}^{-1} \cdot \operatorname{Enc}\left(\right.$ params $\left._{j}, c_{j}\right)$ | $m_{j} \leftarrow \mathcal{E}_{K}^{-1} \cdot E n c\left(\right.$ params $\left.s_{j}^{\prime}, c_{j}^{\prime}\right)$ |

$$
b^{\prime} \leftarrow \operatorname{Exp}^{L O R}(\mathcal{A})
$$

output $b^{\prime}$
$\mathcal{A}$ wins the game if $b^{\prime}=b$.
Here $\mathcal{A}$ simulates its experiments $\mathbf{E x p}{ }^{C C A-1}$ and $\operatorname{Exp}^{C P A-0}$ with
Input $=\left(m_{1}\right.$, params $_{1}, m_{2}$, params $_{2}, \ldots, m_{n}$, params $_{n} ; m_{1}^{\prime}$, params ${ }_{1}^{\prime}, m_{2}^{\prime}$, params $_{2}^{\prime}$, $\ldots, m_{n}^{\prime}, \operatorname{params}_{n}^{\prime} ; c^{b}{ }_{1}, c^{b}{ }_{2}, \ldots, c^{b}{ }_{n} ; c_{1}$, params $_{1}, \ldots, c_{n^{\prime}}$, params $_{n^{\prime}} ; c_{1}^{\prime}$, params $_{1}^{\prime}, c_{n^{\prime}}^{\prime}$, params $\left._{n^{\prime}}^{\prime}\right) ; m_{1}^{b}, \ldots m_{n}^{b}$ :

$$
\begin{gathered}
\text { Case 1: } \\
\operatorname{Exp}^{L O R-1}(\mathcal{A}) \\
K \stackrel{\&}{\leftarrow} \mathcal{K} \\
b^{\prime} \leftarrow \mathcal{A}_{\mathcal{E}}^{L R(.,,, 1)}(\text { Input })
\end{gathered}
$$

## Case 2:

$\operatorname{Exp}^{L O R-0}(\mathcal{A})$
$K \stackrel{\&}{\leftarrow} \mathcal{K}$
$b^{\prime} \leftarrow \mathcal{A}_{\mathcal{E}}^{L R(\ldots, 0)}($ Input $)$
The LOR-advantage of $\mathcal{A}$ is defined as:

$$
A d v_{\mathcal{F}}^{l o r-c c a}(\mathcal{A})=\left|\operatorname{Pr}\left[\operatorname{Exp}_{\mathcal{F}}^{L O R-1}(\mathcal{A})=1\right]-\operatorname{Pr}\left[\operatorname{Exp}_{\mathcal{F}}^{L O R-0}(\mathcal{A})=1\right]\right|
$$

## 7. Tweakable PRP or TPRP security

This security notion is defined for tweakable block ciphers.Suppose $\mathcal{E}^{T, \beta}=\left(F, F^{-1}\right)$ be a Tweakable block cipher encryption scheme, $\mathcal{P} \mathcal{R} \mathcal{P}$ be the set of all random permutation, $T$ be the tweak for $\mathcal{E}$ selected prior to starting the game. Thus the parameters for encryption will be params $=T, T \in \mathcal{T}$. The TPRP security of $\mathcal{E}$ is defined as using the PRP-CCA game with real and ideal games is as follows.

$$
\begin{aligned}
& \text { TPRP-Real }{ }_{F} \text { : } \\
& \text { Get } M \text { or } C \text { from } \mathcal{A} \\
& K \longleftarrow\{0,1\}^{k} \\
& \text { TPRP-Ideal }{ }_{F} \text { : } \\
& \text { Get } M \text { or } C \text { from } \mathcal{A} \\
& \text { for } T \in \mathcal{T}, \pi_{T} \longleftarrow_{\$} \mathcal{P} \mathcal{R} \mathcal{P} \\
& \text { Oracle Enc }(T, K, M) \quad \text { Oracle } \operatorname{Enc}(T, \beta, K, M) \\
& \text { return } c \longleftarrow F(T, K, M) \quad \text { return } c \longleftarrow \pi_{T}(K, M) \\
& \text { Oracle } \operatorname{Dec}(T, K, M) \quad \text { Oracle } \operatorname{Dec}(T, K, M) \\
& \text { return } m \longleftarrow F^{-1}(T, K, C) \quad \text { if } \exists m \ni \pi_{T}(K, M)=C \\
& \text { then return } m \\
& \text { else return } \perp
\end{aligned}
$$

Then the TPRP advantage of the adversary $\mathcal{A}$ for the scheme F will be

$$
\operatorname{Adv} v_{\mathcal{E}}^{T P R P}(\mathcal{A})=\left|\operatorname{Pr}\left[\operatorname{Exp}_{\mathcal{E}}^{C C A-1}(\mathcal{A})=1\right]-\operatorname{Pr}\left[\operatorname{Exp}_{\mathcal{E}}^{C C A-0}(\mathcal{A})=1\right]\right|
$$

## 8. Pseudorandom tweakable forked permutation Security (PRTFP)

Suppose $\mathcal{E}^{T, \beta}=\left(F, F^{-1}\right)$ be a Fork Cipher encryption scheme, $\mathcal{P} \mathcal{R} \mathcal{P}$ be the set of all random permutation, $T$ be the tweak for $\mathcal{E}$ selected prior to starting the game. Thus the parameters for encryption will be params $=(T, \beta), T \in \mathcal{T}, \beta \in\{0,1, b, i, o\}$. The PRTFP security of $\mathcal{E}$ is defined as using the PRP-CCA game with real and ideal games is as follows.

$$
\begin{array}{cc}
\text { PRTFP-Real }{ }_{F}: & \text { PRTFP-Ideal }_{F}: \\
\text { Get } M \text { or } C \text { from } \mathcal{A} & \text { Get } M \text { or } C \text { from } \mathcal{A} \\
K \longleftarrow\{0,1\}^{k} & \text { for } T \in \mathcal{T}, \pi_{T, A, N} \longleftarrow \mathcal{P} \mathcal{R P} \\
\text { Oracle } E n c(T, \beta, K, M) & \text { Oracle } E n c(T, \beta, K, M) \\
\text { return } c \longleftarrow F(T, \beta, K, M) & \text { return } c \longleftarrow \pi_{T, A, N}(K, M) \\
& \\
\text { Oracle } \operatorname{Dec}(T, \beta, K, M) & \text { Oracle } \operatorname{Dec}(T, \beta, K, M) \\
\text { return } m \longleftarrow F^{-1}(T, \beta, K, C) & \text { if } \exists m \ni \pi_{T, A, N}(K, M)=C \\
& \text { then return } m \\
\text { else return } \perp
\end{array}
$$

Then the PRTFP advantage of the adversary $\mathcal{A}$ for the scheme F will be

$$
\operatorname{Adv} v_{\mathcal{E}}^{P R T F P}(\mathcal{A})=\left|\operatorname{Pr}\left[\operatorname{Exp}_{\mathcal{E}}^{C C A-1}(\mathcal{A})=1\right]-\operatorname{Pr}\left[\operatorname{Exp}_{\mathcal{E}}^{C C A-0}(\mathcal{A})=1\right]\right|
$$

## 9. LPRF or leakage resistant PRF Security

Let $\mathcal{F}: \mathcal{K} \times \mathcal{X} \rightarrow\{0,1\}^{t}$ be a function family. Consider the following LPRF Game.

## Game LPRF

Procedure Initialize
$b \stackrel{\&}{\leftarrow}\{0,1\}, K \stackrel{\Phi}{\leftarrow} \mathcal{K}$ return

Procedure $L F(X, L)$
$y \leftarrow \mathcal{F}(K, X)$
$\Lambda \leftarrow L(K, X)$
Procedure $F(X)$
if $b=0$ then
if $f(x)=\perp$ then
$f(x) \stackrel{\&}{\leftarrow}\{0,1\}^{t}$
end if
Return $f(x)$
else
return $\mathcal{F}(K, X)$
end if

Procedure Finalize(b')

$$
\text { return }\left(b^{\prime}=b\right)
$$

For any adversary $\mathcal{A}, \left.A d v_{\mathcal{F}}^{\text {lprf }}\left(\mathcal{A}, \mathcal{L}_{F}\right)=\left\lvert\, \operatorname{Pr}\left[L P R F^{\mathcal{A}} \Longrightarrow\right.$ true $]-\frac{1}{2}\right. \right\rvert\,$

## 10. Birthday Bound Security

A birthday attack is a type of cryptographic attack that exploits the mathematics behind the hardness of birthday problem in probability theory. This attack can be used to abuse communication between two or more parties. The attack depends on the higher likelihood of collisions found between random attack attempts and a fixed degree of permutations.
Suppose an adversary wants to exploit a cryptosystem $\mathcal{E}=\left(E, E^{-1}\right)$ that encrypts $n$-bit messages into $n$-bit ciphertexts. Consider the IND-CPA game as follows:

## Game $I N D-C P A^{\mathcal{E}_{K}}(\mathcal{A})$ :

$\mathcal{A}$ queries with 2 messages $m_{0}, m_{1}$ to $\mathcal{C}$
$\mathcal{C}$ chooses $b \stackrel{\$}{\leftarrow}\{0,1\}$
$\mathcal{C}$ sends $C_{b}=E_{K}\left(m_{b}\right)$ to $\mathcal{A}$
$\mathcal{A}$ returns $b^{\prime}$
$\mathcal{A}$ wins if $b=b^{\prime}$

Before returning $b^{\prime}$, adversary can query to the encryption oracle of $E_{K}$ only, with messages other than $m_{1}, m_{0}$. Then the adversary succeeds with probability at most $\frac{1}{2}$. For evaluating the ciphertext correctly from a given plaintext and encryption algorithm $E$, an adversary needs the key $K$. But without having the knowledge of $K$, the adversary has no other way than guessing - which he can do correctly with probability only $\frac{1}{2^{n}}$.

## 11. Security beyond birthday bound

As discussed in the definition of birthday bound security, the attacker has to make at least $\mathcal{O}\left(2^{n / 2}\right)$ many queries to attack the cryptosystem. Now, if for a construction, one can show that even after making $\mathcal{O}\left(2^{n / 2}\right)$ many queries, no adversary can obtain enough data to attack the cryptosystem, then the system is called beyond birthday bound secure.

It is clear that after $\mathcal{O}\left(2^{n}\right)$ many queries any attacker will have all information about the cryptosystem. To show that a cryptosystem is beyond-birthday secure, the objective will be to show that any adversary have to query $\mathcal{O}\left(2^{r n}\right)$ times to obtain enough knowledge to issue a successful attack, where $1<r<\frac{1}{2}$. In this case, the beyond-birthday-bound of the cryptosystem will be $\mathcal{O}\left(2^{r n}\right)$.

## 3 Need of Extending Symmetric Primitives

The main limitations of the above-mentioned primitives are:

- The primitives are designed to encrypt small messages. For example, block ciphers cannot process more than a certain amount ( $n$ bit) memory at a time.
- Suppose we want to encrypt some large message of 1024 bits using a 128 bit primitive. The simplest extension would be to fragment the message in $\frac{1024}{128}=8$ blocks, and use the same primitive for 8 times for each of the 128 bit blocks. The main problem here is that, if any block is repeated, then adversary will have some potential advantage that can harm the cryptosystem. This happens because in this case, we are using same key and primitive every time.
- Here we can think of using new keys every time. But that will not be efficient at all, as we need to use a key as long as the message to be encrypted.


### 3.1 Modes of Operation and their Advantages

To avoid the limitations of symmetric primitives, modes of operation come into play. They use same primitive in such a manner that, reusing the same key would not lead to any attack on the cryptosystem.

A mode of operation often use parameters like Nonce, Associated data, Initialization vector etc. in order to enhance security. A nonce is used in various schemes to encrypt messages, and it is ideally unique for each message. Though there are some schemes which can withstand attacks when a malicious user repeat nonce for adversarial purpose(AEZ, ESTATE). Associated data is used in some authenticated encryption modes(Authenticated encryption with associated data or AEAD). These can be as long as the message to be encrypted, and most of the AEAD modes process these before processing the messages(GIFT-COFB, Romulus, Remus). A Symmetric scheme $\mathcal{S E}=(\mathcal{K}, \mathcal{E}, \mathcal{D})$ consists of three algorithms, described below.

- Randomized Key Generation Algorithm $\mathcal{K}$

Returns a string $K$. We let $\operatorname{Keys}(\mathcal{S E})$ denote the set of all strings that have non-zero probability of being output by $K$. The members of this set are called keys. We write $K \leftarrow K$ for the operation of executing $K$ and letting $K$ denote the key returned.

## - Encryption algorithm $\mathcal{E}$

Might be randomized or stateful, takes a key $K \in \operatorname{Keys}(\mathcal{S E})$ and a plaintext $M \in\{0,1\}^{*}$ to return a ciphertext $C \in\{0,1\}^{*} \cup\{\perp\}$. We write $C \leftarrow \mathcal{E}_{K}(M)$ (evaluating C may or may not depend upon the message/cipher blocks encrypted so far) for the operation of executing $\mathcal{E}$ on $K$ and $M$ and letting $C$ denote the ciphertext returned.

- Deterministic decryption algorithm $\mathcal{D}$

It takes a key $K \in \operatorname{Keys}(\mathcal{S E})$ and a ciphertext $C \in\{0,1\}^{*}$ to return some $M \in$ $\{0,1\}^{*} \cup\{\perp\}$. We write $M \leftarrow D_{K}(C)$ for the operation of executing $\mathcal{D}$ on $K$ and $C$ and letting $M$ denote the message returned.

The Symmetric scheme $\mathcal{S E}=(\mathcal{K}, \mathcal{E}, \mathcal{D})$ is said to provide correct decryption if for any key $K \in \operatorname{Keys}(\mathcal{S E})$, any sequence of messages $M_{1}, M_{2}, \ldots, M_{q} \in\{0,1\}^{*}$, and any sequence of ciphertexts $C_{1} \leftarrow \mathcal{E}_{K}\left(M_{1}\right), C_{2} \leftarrow \mathcal{E}_{K}\left(M_{2}\right), \ldots, C_{q} \leftarrow \mathcal{E}_{K}\left(M_{q}\right)$ that may arise in encrypting
$M_{1}, \ldots, M_{q}$, it is the case that $\mathcal{D}_{K}\left(C_{i}\right)=M_{i}$ for each $C_{i} \neq \perp$.
Modes of operation in view of symmetric key cryptology can be classified into 3 major topics according to their functionality: $(I)$ Encryption modes, (II) Authentication modes, (III) Authenticated Encryption modes. The security of these modes of operations depend upon the security of underlying primitives. The security bound/security goals are established using provable security and reduction arguments.

### 3.2 Provable Security

When a block cipher is used in a given mode of operation, the resulting algorithm should ideally be about as secure as the block cipher itself. ECB (discussed above) emphatically lacks this property: regardless of how secure the underlying block cipher is, ECB mode can easily be attacked. On the other hand, CBC encryption mode with random $I V$ can be proven to be secure under the assumption that the underlying block cipher is likewise(PRP-CPA) secure. Note, however, that making statements like this requires formal mathematical definitions for what it means for an encryption algorithm or a block cipher to "be secure". Hence, while designing new symmetric modes, specially with some underlying ciphers, we must ensure the newly created mode is secure, with the assumption of the security of the underlying cipher and/or hash function. This general approach to cryptography - proving higher-level algorithms are secure under explicitly stated assumptions regarding their components - is known as provable security.

Provable security refers to any type or level of computer security that can be proved. A system is said to have provable security if its security requirements can be stated formally in an adversarial model, as opposed to heuristically, with clear assumptions that the adversary has access to the system as well as enough computational resources. The proof of security, called a reduction, is that these security requirements are met provided the assumptions about the adversary's access to the system are satisfied and some clearly stated assumptions about the hardness of certain computational tasks hold. For proving that a given cryptosystem is secure under the assumption that the underlying cipher is secure, there are 2 main techniques:

1. Game-based Technique: Most of the modes of operations are proven to be secure using this method. Using this method, we can obtain the security bounds also. The main motivation for using this method is if a method $\mathbf{Q}$ can be obtained from another method $\mathbf{P}$, then " $\mathbf{P}$ is insecure $\Longrightarrow \mathbf{Q}$ is insecure". That is, we use techniques of reduction for this method. Various distinguisher based and simulator based security definitions use this technique. For distinguisher based games, the adversary tries to distinguish output from the original algorithm and a random bit-string. On the other hand, for the simulator based games, the adversary tries to replicate the design of the original algorithm.
2. H-coefficient Technique: The "H-coefficient technique" was introduced in 1990 and 1991 by Patarin. Since then, it has been used many times to prove various results on pseudo-random functions and pseudo-random permutations. Recently, it has also been used on key-alternating ciphers (Even-Mansour). This technique proves security by designing distinguisher for a cryptographic algorithm and a pseudorandom functions.[10]

## 4 Encryption Modes

The block ciphers are schemes for encryption or decryption where a block of plaintext is treated as a single block and is used to obtain a block of ciphertext with the same size. Today, AES (Advanced Encryption Standard) is one of the most used algorithms for block encryption. It has been standardized by the NIST (National Institute of Standards and Technology) in 2001, in order to replace DES and 3DES which were used for encryption in that period. We can use some algorithms for padding block when the plaintext is not a full block, like PKCS5 or PKCS7, it also can defend against PA attack, if we use ECB or CBC mode.

Using block ciphers, tweakable block ciphers and other primitives, various encryption modes can be obtained. Construction of some of the modes are explained in 4.1. The different security claims are described in 4.2.

### 4.1 Some Examples of Encryption Modes

When encrypting multiple blocks of data using a block cipher, there are various encryption modes that may be employed, each having particular advantages and disadvantages. We will look at some of the encryption modes with symmetric block ciphers here.

## 1. CBC : Cipher Block Chaining Mode

Cipher Block Chaining (CBC) mode adds a feedback mechanism to the encryption scheme, where the plaintext is exclusively-ORed (XORed) with the previous ciphertext block prior to encryption so that two identical plaintext blocks will encrypt differently. While CBC protects against many brute-force, deletion, and insertion attacks, a single bit error in the ciphertext yields an entire block error in the decrypted plaintext block and a bit error in the next decrypted plaintext block.

This is an IV-based encryption scheme, the mode is secure for a random IV. Confidentiality is not achieved if the IV is merely a nonce(not random), nor if IV is repeated, as the standard incorrectly suggests to do. No chosen-ciphertext attack (CCA) security is guaranteed. Confidentiality is forfeit in the presence of a correct-padding oracle for many padding methods. Can be used as a building block for CBC-MAC algorithms. No important advantages over CTR mode. This is also used to obtain various MAC tags, which of them are also discussed in our project report.

```
Algorithm 1 CBC Mode : \(C B C_{K, I V}(P)\)
    \(/ / K \in \mathcal{K}, I V \in\{0,1\}^{n}, P \in\left(\{0,1\}^{n}\right)^{+}\)
    \(P_{1} P_{2} \ldots P_{m} \leftarrow P\) where \(\left|P_{i}\right|=n\)
    \(C_{0} \leftarrow I V\)
    for \(i \leftarrow 1\) to \(m\) do
        \(C_{i} \leftarrow E_{K}\left(P_{i} \oplus C_{i-1}\right)\)
    end for
    \(C \leftarrow C_{i} C_{2} \ldots C_{m}\)
    return \(C\)
```

As described in the given algorithm $C B C_{K, I V}(P)$ for CBC Mode, the plain text is divided into blocks. In this mode, IV (Initialization Vector) is used, which can be a random block of text. IV is used to make the ciphertext of each block unique. The first block of plain text and IV is combined using the XOR operation and then encrypted the resultant message using the key and form the first block of ciphertext. The first block of ciphertext is used as IV for the second block of plain text. The same procedure will be followed for all blocks of plain text. At the receiver side, the ciphertext is divided into blocks. The first block ciphertext is decrypted using the same key, which is used for encryption. The decrypted result will be XOR with the IV and form the first block of plain text. The second block of ciphertext is also decrypted using the same key, and the result of the decryption will be XOR with the first block of ciphertext and form the second block of plain text. The same procedure is used for all the blocks. CBC Mode ensures that if the block of plain text is repeated in the original message, it will produce a different ciphertext for corresponding blocks. Note that the key which is used in CBC mode is the same; only the IV is different, which is initialized at a starting point. We hereby present the pictorial description of the CBC Mode.


## 2. CTR : Counter Mode

Counter (CTR) mode is a relatively modern addition to block ciphers. Like CFB and OFB, CTR mode operates on the blocks as in a stream cipher; like ECB, CTR mode operates on the blocks independently. Unlike ECB, however, CTR uses different key inputs to different blocks so that two identical blocks of plaintext will not result in the same ciphertext. Finally, each block of ciphertext has specific location within the encrypted message. CTR mode, then, allows blocks to be processed in parallel - thus offering performance advantages when parallel processing and multiple processors are available - but is not susceptible to ECB's brute-force, deletion, and insertion attacks.

An IV-based encryption scheme, the mode achieves indistinguishability from even a nonce IV. As a secure nonce-based scheme, the mode can also be used as a probabilistic encryption scheme, with a random IV. Complete failure of privacy if a nonce(IV) gets reused on encryption or decryption. The parallelizability of the mode often makes it faster, in some settings much faster, than other confidentiality modes. An important building block for authenticated-encryption schemes. Overall, usually the best and most modern way to achieve privacy-only encryption. Used to implement GCM AES.

```
Algorithm 2 CTR Mode : \(C T R_{K, N}(P)\)
    \(/ / K \in \mathcal{K}, N \in\left(\{0,1\}^{n}\right)^{+}, P \in\{0,1\}^{*},|N|=\lceil|P| / n\rceil\)
    \(m \leftarrow\lceil|P| / n\rceil\)
    \(\left(N_{1}, N_{2}, \ldots, N_{m}\right) \leftarrow N\)
    for \(i \leftarrow 1\) to \(m\) do
        \(Y_{i} \leftarrow E_{K}\left(N_{i}\right)\)
    end for
    \(Y \leftarrow M S B_{|P|}\left(Y_{i} Y_{2} \ldots Y_{m}\right)\)
    \(C \leftarrow P \oplus Y\)
    return \(C\)
```

As the name is counter, it uses the sequence of numbers as an input for the algorithm. When the block is encrypted, to fill the next register next counter value is used. Note: the counter value will be incremented by 1 . For encryption, the first counter is encrypted using a key, and then the plain text is XOR with the encrypted result to form the ciphertext. The counter will be incremented by 1 for the next stage, and the same procedure will be followed for all blocks. For decryption, the same sequence will be used. Here to convert ciphertext into plain text, each ciphertext is XOR with the encrypted counter. For the next stage, the counter will be incremented by the same will be repeated for all Ciphertext blocks.


## 3. ECB : Electronic Codebook Mode

Electronic Codebook (ECB) mode is the simplest, most obvious application: the secret key is used to encrypt the plaintext block to form a ciphertext block. Two identical plaintext blocks, then, will always generate the same ciphertext block. ECB is susceptible to a variety of brute-force attacks (because of the fact that the same plaintext block will always encrypt to the same ciphertext), as well as deletion and insertion attacks. In addition, a single bit error in the transmission of the ciphertext results in an error in the entire block of decrypted plaintext.

An extension of any block-cipher, the mode enciphers messages that are a multiple of $n$ bits by separately enciphering each $n$-bit piece. The security properties are weak, the method leaking equality of blocks across both block positions and time. ECB is not regarded as a "general-purpose" operation mode. Generally used to encrypt salary figures of an office, and offers searchability over encrypted data.

```
Algorithm 3 ECB Mode : \(E C B_{K}(P)\)
    \(/ / K \in \mathcal{K}, P \in\left(\{0,1\}^{n}\right)^{+}\)
    \(P_{1} P_{2} \ldots P_{m} \leftarrow P\) where \(\left|P_{i}\right|=n\)
    for \(i \leftarrow 1\) to \(m\) do
        \(C_{i} \leftarrow E_{K}\left(P_{i}\right)\)
    end for
    \(C \leftarrow C_{1} C_{2} \ldots C_{m}\)
    return \(C\)
```

It is very apparent from the algorithm that this is one of the simplest modes of operation. In this mode, the plain text is divided into a block where each block is 64 bits. Then each block is encrypted separately. The same key is used for the encryption of all blocks. Each block is encrypted using the key and makes the block of ciphertext. At the receiver side, the data is divided into a block, each of 64 bits. The same key which is used for encryption is used for decryption. It takes the 64-bit ciphertext and, by using the key convert the ciphertext into plain text. As the same key is used for all blocks' encryption, if the block of plain text is repeated in the original message, then the ciphertext's corresponding block will also repeat. As the same key used for tor all block, to avoid the repetition of block ECB mode is used for an only small message where the repetition of the plain text block is less.


## 4. OFB : Output Feedback Mode

Output Feedback (OFB) mode is a block cipher implementation conceptually similar to a synchronous stream cipher. OFB prevents the same plaintext block from generating the same ciphertext block by using an internal feedback mechanism that generates the keystream independently of both the plaintext and ciphertext bit-stream. In OFB, a single bit error in ciphertext yields a single bit error in the decrypted plaintext.

An IV-based encryption scheme, the mode is secure, with the assumption that a random IV. Confidentiality is not achieved if the IV is a nonce, although a fixed sequence of IVs (eg, a counter) does work fine. Ciphertexts are highly malleable. No CCA security. Natively encrypts strings of any bit length (no padding needed). Can be used to encrypt variable length messages, as the XORing key can be of any length multiple of the blockcipher.

```
Algorithm 4 OFB Mode: \(O F B_{K, I V}(P)\)
    \(/ / K \in \mathcal{K}, I V \in\{0,1\}^{n}, P \in\{0,1\}^{*}\)
    \(m \leftarrow\lceil|P| / n\rceil\)
    \(Y_{0} \leftarrow I V\)
    for \(i \leftarrow 1\) to \(m\) dos
        \(Y_{i} \leftarrow E_{K}\left(Y_{i-1}\right)\)
    end for
    \(Y \leftarrow M S B_{|P|}\left(Y_{i} Y_{2} \ldots Y_{m}\right)\)
    \(C \leftarrow P \oplus Y\)
    return \(C\)
```



OFB Mode stands for output feedback Mode. OFB mode is similar to CDB mode; the only difference is in CFB, the ciphertext is used for the next stage of the encryption process, whereas in OFB, the output of the IV encryption is used for the next stage of the encryption process. The IV is encrypted using the key and form encrypted IV. Plain text and leftmost 8 bits of encrypted IV are combined using XOR and produce the ciphertext. For the next stage, the ciphertext, which is the form in the previous stage, is used as an IV for the next iteration. The same procedure is followed for all blocks.

## 5. CFB : Cipher Feedback Mode

Cipher Feedback (CFB) mode is a block cipher implementation as a self-synchronizing stream cipher. CFB mode allows data to be encrypted in units smaller than the block size, which might be useful in some applications such as encrypting interactive terminal input. If we were using one-byte CFB mode, for example, each incoming character is placed into a shift register the same size as the block, encrypted, and the block transmitted. At the receiving side, the ciphertext is decrypted and the extra bits in the block (i.e., everything above and beyond the one byte) are discarded. CFB mode generates a keystream based upon the previous ciphertext (the initial key comes from an Initialization Vector [IV]). In this mode, a single bit error in the ciphertext affects both this block and the following one.

An IV-based encryption scheme, the mode is secure assuming a random IV. Confidentiality is not achieved if the IV is predictable. Ciphertexts are malleable, thus, no CCA-security. Scheme depends on a parameter $s, 1 \leq s \leq n$, typically $s=1$ or $s=8$. Less efficient compared to other modes, for needing one block-cipher call to process only $s$ bits. The mode achieves an interesting "self-synchronization" property; insertion or deletion of any number of $s$-bit characters into the ciphertext only temporarily disrupts correct decryption.

```
Algorithm 5 CFB Mode : \(C F B_{K, I V}(P)\)
    \(/ / K \in \mathcal{K}, I V \in\{0,1\}^{n}, P \in\left(\{0,1\}^{s}\right)^{+}\)
    \(P_{1} P_{2} \ldots P_{m} \leftarrow P\) where \(\left|P_{i}\right|=s\)
    \(X_{1} \leftarrow I V\)
    for \(i \leftarrow 1\) to \(m\) do
        \(Y_{i} \leftarrow E_{K}\left(X_{i}\right)\)
        \(C_{i} \leftarrow P_{i} \oplus \operatorname{MSB}_{s}\left(Y_{i}\right)\)
        \(X_{i+1} \leftarrow L S B_{n-s}\left(X_{i}\right) \| C_{i}\)
    end for
    \(C \leftarrow C_{1} C_{2} \ldots C_{m}\)
    return \(C\)
```

In this mode, the data is encrypted in the form of units where each unit is of 8 bits. Like cipher block chaining mode, IV is initialized. The IV is kept in the shift register. It is encrypted using the key and form the ciphertext. Now the leftmost j bits of the encrypted IV is XOR with the plain text's first j bits. This process will form the first
part of the ciphertext, and this ciphertext will be transmitted to the receiver. Now the bits of IV is shifted left by j bit. Therefore the rightmost j position of the shift register now has unpredictable data. These rightmost j positions are now filed with the ciphertext. The process will be repeated for all plain text units.


### 4.2 Security Definitions for Encryption Modes

## 1. Semantic-CPA Security (Sem-CPA):

We first define the basic structure of a semantic security game. For defining security of a mode of operation, the queries can be done with large messages and choice for initialization vector $I V$. The basic structure of the game is similar to IND-CPA game defined for symmetric-key primitives. The game can be stated in 2 different ways, viz., Left-or-Right (LOR) and Real-or-Random (ROR). For both the games, each time, both the queried plaintexts will have same length. For LOR security, a message cannot be queried more than once at the same component(i.e., adversary cannot query with same $(I V, M)$ or $\left.\left(I V^{\prime}, M^{\prime}\right)\right)$ more than once. Consider $\mathcal{S E}=(\mathcal{E}, \mathcal{D})$ be the mode of operation.

Left or Right Security: The Sem-CPA game for LOR security is as follows:

## Adversary $\mathcal{A}$

For $i=1,2, \ldots, n$
$M_{i}, M_{i}^{\prime} \leftarrow \mathcal{M}$
$I V_{i}, I V_{i}^{\prime} \leftarrow \mathcal{I} \mathcal{V}$
For $i=1,2, \ldots, n$
$M_{i}, M_{i}^{\prime} \leftarrow \mathcal{M}$
$I V_{i}, I V_{i}^{\prime} \leftarrow \mathcal{I} \mathcal{V}$
For $i=1,2, \ldots, n$
$M_{i}, M_{i}^{\prime} \leftarrow \mathcal{M}$
$I V_{i}, I V_{i}^{\prime} \leftarrow \mathcal{I} \mathcal{V}$
$\xrightarrow[\left(I V_{i}, M_{i}\right)]{\left(I V_{i}^{\prime}, M_{i}^{\prime}\right)}$

## Challenger $\mathcal{C}$

choose $K \stackrel{\&}{\leftarrow} \mathcal{K}$
choose $b \stackrel{\&}{\leftarrow}\{0,1\}$
For $i=1,2, \ldots, n$

| if $b=0$ | if $b=1$ |
| :---: | :---: |
| $\operatorname{Left}_{\mathcal{E}_{K}^{I V_{i}, V V_{i}^{\prime}}}\left(M_{i}, M_{i}^{\prime}\right)$ | $\operatorname{Right}_{\mathcal{E}_{K}^{I V_{i}, I V_{i}^{\prime}}}\left(M_{i}, M_{i}^{\prime}\right)$ |
| $C_{i} \leftarrow \mathcal{E}_{K} \cdot \operatorname{Enc}\left(I V_{i}, M_{i}\right)$ | $C_{i} \leftarrow \mathcal{E}_{K} . \operatorname{Enc}\left(I V_{i}^{\prime}, M_{i}^{\prime}\right)$ |

$\qquad$
$C_{i}$
$b^{\prime} \leftarrow \operatorname{Exp}^{L O R}(\mathcal{A})$
output $b^{\prime}$
$\mathcal{A}$ wins the game if $b^{\prime}=b$.

Here $\mathcal{A}$ simulates its experiments $\operatorname{Exp}{ }^{C P A-1}$ and $\operatorname{Exp}^{C P A-0}$ with Input $=\left(M_{1}, I V_{1}, M_{2}, I V_{2}, \ldots, M_{n}, I V_{n} ; M_{1}^{\prime}, I V_{1}^{\prime}, M_{2}^{\prime}, I V_{2}^{\prime}, \ldots, M_{n}^{\prime}, I V_{n}^{\prime} ; C_{1}, C_{2}, \ldots, C_{n}\right)$ where $M_{i}=M_{1 i} M_{2 i} \ldots M_{r i}, M_{i}^{\prime}=M_{1 i}^{\prime} M_{2 i}^{\prime} \ldots M_{r i}^{\prime}$ and $\mathcal{A}$ is a stateful adversary depending upon a choice of bit 0 or 1 :

$$
\begin{aligned}
& \text { Case 1: } \\
& \operatorname{Exp}^{L O R-1}(\mathcal{A}) \\
& K \stackrel{\$}{\leftarrow} \mathcal{K} \\
& b^{\prime} \leftarrow \mathcal{A}_{\mathcal{E}}^{L R(.,, 1)}(\text { Input }) \\
& \text { Case 2: } \\
& \begin{array}{c}
\operatorname{Exp}^{L O R-0}(\mathcal{A}) \\
K \underset{\&}{\leftarrow} \mathcal{K} \\
b^{\prime} \leftarrow \mathcal{A}_{\mathcal{E}}^{L R(.,, 0)}(\text { Input })
\end{array}
\end{aligned}
$$

The LOR-advantage of $\mathcal{A}$ is defined as:

$$
A d v_{\mathcal{F}}^{\text {lor }- \text { sem }-c p a}(\mathcal{A})=\left|\operatorname{Pr}\left[\operatorname{Exp}_{\mathcal{F}}^{L O R-1}(\mathcal{A})=1\right]-\operatorname{Pr}\left[\operatorname{Exp}_{\mathcal{F}}^{L O R-0}(\mathcal{A})=1\right]\right|
$$

Real or Random Security: The Sem-CPA game for ROR security is almost similar to the LOR game. Here the adversary queries with a single message every time:

## Decide Encryption mode $\mathcal{E}$


$\mathcal{A}$ wins the game if $b^{\prime}=b$.
Here $\mathcal{A}$ simulates its experiments $\mathbf{E x p}{ }^{C P A-1}$ and $\mathbf{E x p}{ }^{C P A-0}$ with Input $=\left(M_{1}, I V_{1}, M_{2}, I V_{2}, \ldots, M_{n}, I V_{n} ; C_{1}, C_{2}, \ldots, C_{n}\right)$ where $M_{i}=M_{1 i} M_{2 i} \ldots M_{r i}$ :

| Case 1: <br> $\operatorname{Exp}^{R O R-1}(\mathcal{A})$ | Case 2: <br> $\operatorname{Exp}^{R O R-0}(\mathcal{A})$ |
| :---: | :---: |
| $K \stackrel{\$ \mathcal{K}}{\leftarrow}$ | $K \stackrel{\& \mathcal{K}}{\leftarrow}$ |
| $b^{\prime} \leftarrow \mathcal{A}_{\mathcal{E}}($ Input $)$ | $b^{\prime} \leftarrow \mathcal{A}_{F}($ Input $)$ |

The ROR-advantage of $\mathcal{A}$ is defined as:

$$
A d v^{r o r-s e m-c p a}(\mathcal{A})=\left|\operatorname{Pr}\left[\operatorname{Exp}^{R O R-1}(\mathcal{A})=1\right]-\operatorname{Pr}\left[\operatorname{Exp}^{R O R-0}(\mathcal{A})=1\right]\right|
$$

2. Semantic CCA Security: We can define similar Left-or-Right and Real-or-Random security in view of sem-CCA by redefining the games. This time, we have to consider that the adversary has the privilege of querying with ciphertexts blocks.

For both the games, each time, both the queried plaintexts will have same length. For LOR security, a message cannot be queried more than once at the same component(i.e., adversary cannot query with same $(I V, M)$ or $\left.\left(I V^{\prime}, M^{\prime}\right)\right)$ more than once.
3. TSPRP Security:The TSPRP game for a tweakable HCTR mode $\tilde{H}$ is as follows:

## Adversary $\mathcal{A}$

## Challenger $\mathcal{C}$

choose $K \stackrel{\$}{\leftarrow}$
choose $F \stackrel{\$}{\leftarrow} \mathcal{P} \mathcal{R} \mathcal{P}$
For $i=1,2, \ldots, n$
$M_{i} \leftarrow \mathcal{M}$
$I V_{i} \leftarrow \mathcal{I V}$
For $j=1,2, \ldots, n^{\prime}$
$C_{j} \leftarrow \mathcal{C}$
$I V_{j}^{\prime} \leftarrow \mathcal{I V}$

$$
\frac{\left(I V_{i}, M_{i}\right)}{\left(I V_{j}^{\prime}, C_{j}^{\prime}\right)}
$$

choose $b \stackrel{\$}{\leftarrow}\{0,1\}$
For $i=1,2, \ldots, n$

| if $b=0$ | if $b=1$ |
| :---: | :---: |
| $\operatorname{Real}_{\mathcal{E}_{K}^{I V_{i}}}\left(M_{i}\right)$ | $\operatorname{PRP}_{\mathcal{E}_{K}^{I V_{i}}}\left(M_{i}\right)$ |
| $C_{i} \leftarrow \tilde{H}_{K} \cdot E n c\left(I V_{i}, M_{i}\right)$ | $C_{i} \leftarrow F\left(I V_{i}, M_{i}\right)$ |
| $M_{j}^{\prime} \leftarrow \tilde{H}_{K}^{-1} \cdot E n c\left(I V_{j}^{\prime}, C_{j}^{\prime}\right)$ | $M_{j}^{\prime} \leftarrow F\left(I V_{j}^{\prime}, C_{j}^{\prime}\right)$ |

$$
\longleftarrow \frac{C_{i}}{M_{j}^{\prime}}
$$

$$
b^{\prime} \leftarrow \operatorname{Exp}^{R O R}(\mathcal{A})
$$

output $b^{\prime}$
$\mathcal{A}$ wins the game if $b^{\prime}=b$.
Here $\mathcal{A}$ simulates its experiments $\operatorname{Exp}{ }^{C P A-1}$ and $\operatorname{Exp}^{C P A-0}$ with Input $=\left(M_{1}, I V_{1}, M_{2}, I V_{2}, \ldots, M_{n}, I V_{n} ; C_{1}, C_{2}, \ldots, C_{n}\right.$ $\left.C_{1}^{\prime}, I V_{1}^{\prime} \ldots C_{j}^{\prime}, I V_{j}^{\prime} ; M_{1}^{\prime}, \ldots M_{j}^{\prime}\right)$ where $M_{i}=M_{1 i} M_{2 i} \ldots M_{r i}, C_{J}^{\prime}=C_{1 j}^{\prime} C_{2 j}^{\prime} \ldots C_{r j}^{\prime}$ :

| Case 1: | Case 2: |
| :--- | :--- |
| $\operatorname{Exp}^{T S P R P-1}(\mathcal{A})$ | $\operatorname{Exp}^{T S P R P-0}(\mathcal{A})$ |
| $K \stackrel{\$}{\leftarrow} \mathcal{K}$ | $K \stackrel{\$}{\leftarrow}$ |
| $b^{\prime} \leftarrow \mathcal{A}_{\tilde{H}}($ Input $)$ | $b^{\prime} \leftarrow \mathcal{A}_{F}($ Input $)$ |

The TSPRP-advantage of $\mathcal{A}$ is defined as:

$$
A d v_{\mathcal{F}}^{\text {lor }-\operatorname{sem}-c p a}(\mathcal{A})=\left|\operatorname{Pr}\left[\operatorname{Exp}_{\mathcal{F}}^{T S P R P-1}(\mathcal{A})=1\right]-\operatorname{Pr}\left[\operatorname{Exp}_{\mathcal{F}}^{T S P R P-0}(\mathcal{A})=1\right]\right|
$$

## 4. Insecurity of Fixed IV

Suppose the adversary $\mathcal{A}$ is querying the challenger $\mathcal{C}$ with messages consisting of length $2 n$ (the blockcipher encrypts one block of length $n$ at a time). Suppose the fixed IV being used is $I V_{0}$. Now, $\mathcal{A}$ queries with two messages $m_{0}=m_{00} \| m_{01}$ and
$m_{1}=m_{10} \| m_{11}$ (where length of each $m_{i j}$ is $n$ ), such that $m_{00} \neq m_{10} . \mathcal{A}$ queries the encryption oracle with $m_{0}^{\prime}=m_{00} \| m_{01} \oplus 1$ and $m_{1}^{\prime}=m_{10} \| m_{11} \oplus 1$. Clearly these queries are valid. Suppose the oracle answers $c_{0}^{\prime}=c_{00} \| c_{01}$ and $c_{1}^{\prime}=c_{10} \| c_{11}$ respectively. Now, $\mathcal{C}$ chooses $\mathrm{b}=0$ or 1 respectively and gives $c=E n c_{I V_{0}, K}\left(m_{b}\right)=c_{0} \| c_{1}$ to $\mathcal{A}$. If $c_{0}=c_{00}$ then $\mathcal{A}$ returns 0 , and otherwise, i.e., if $c_{0}=c_{10}, \mathcal{A}$ returns 1 . Thus the case of fixed IV is not secure for any mode of operation.

## 5. Nonce Respecting and Misusing Adversary

In nonce respecting case, IV is cannot be reused for two distinct queries. Still, the adversary is allowed to manipulate the $I V$ to get a desired one. Whereas in case of nonce misusing adversarial model, the adversary is free to choose any nonce. Thus the adversary can repeat a nonce.

### 4.3 Implementation Area and Throughput: Definitions

Thought these parameters are defined in this section, these will remain relevent for authentication and authenticated encryption modes also.

1. State Size The total size of variables that are being used from beginning to end of the mode of operation, along with the block-cipher size. For example, for CTR mode, an encryption mode that we thoroughly discussed in the next section, if size of $C T R=t$, size of block-cipher $=n$, and size of key $\mathrm{K}=k$, then state size will be $n+k$, as for CTR mode, we only need to remember the block cipher and the key to encrypt every block.
2. Rate Suppose r-bit block can be encrypted using n-bit block-cipher mode X. Then rate of $\mathrm{X}=\frac{r}{n}$. All the modes including ECB, CBC, CTR etc processes 128 -bit data chunks with 128 bit block-ciphers. That is, they all calls the block cipher only once for encrypting each chunk. So each one will have a rate $=1$.
3. Parallelizable Suppose a message $M:=M[1] M[2] \ldots M[m]$ is being encrypted. If the $i^{\text {th }}$ block's encryption is independent of any block(s) encrypted so far, then the mode is parallelizable. This means, that the mode can be used to encrypt arbitrarily large data chunks. This property enhances the efficiency of the mode. That is, if a mode is parallelizable, its speed increases.
4. Inverse Free A mode X is inverse free if at the time of decryption of X , the block-cipher decryption(or inversion operation) is not necessary. For example, for OFB mode, we can obtain decryption of $C:=C[1] C[2] \ldots C[m]$ as $M:=M[1] M[2] \ldots M[m]$ where $M[i]=C[i] \oplus E_{k}(O[i-1])$. Thus, $D_{k}$ is not required here. OFB is inverse free mode.
5. Online A mode is called online if it is not necessary to process the whole data prior to processing the $i^{\text {th }}$ block of data. That is, encrypting the message block $M[i]$ does not require processing of $M[i+k], M[i+k+1], \ldots, M[n]$ for fixed $k$.

### 4.4 Comparison Table for Encryption Modes

The second column explains assumption on the underlying primitive's security. The third column is the security type of the mode. The column Bound gives the security bound of the mode. Here, all the Security bounds apply for Nonce-Respecting case unless otherwise specified. Clearly, IV serves as the nonce here.

| Mode | Assumption | Security | IV type | Bound | State Size | Rate | Prop. | Key Size |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| CBC | PRP-CPA | Sem-CPA(ROR) | Random IV | $\frac{\sigma^{2}}{2^{n}}$ | $\left\|E_{K}\right\|+\|K\|$ | 1 | O | $\|K\|$ |
| CTR | PRP-CPA | Sem-CPA(ROR) | Random IV | $\frac{\sigma^{2}}{2^{n+1}}$ | $\left\|E_{K}\right\|+\|K\|$ | 1 | O,I,P | $\|K\|$ |
| OFB | PRP-CPA | Sem-CPA(ROR) | random IV | $\frac{\sigma^{2}}{2^{n}}$ | $\left\|E_{K}\right\|+\|K\|$ | 1 | O,I | $\|K\|$ |
| CFB | PRP-CPA | Sem-CPA(ROR) | random IV | $\frac{q(q-1)}{2^{n+1}}$ | $\left\|E_{K}\right\|+\|K\|$ | 1 | O,I | $\|K\|$ |
| ECB | any | Insecure | not used | NA | $\left\|E_{K}\right\|+\|K\|$ | 1 | O,P | $K \mid$ |
| Tweakable HCTR | TPRP | TSPRP | random | $\begin{gathered} 2\left(\frac{\sigma}{2^{n}}+\frac{q \sigma}{2^{m+n}}\right) \\ +\frac{q^{2}}{2^{m+n}} \end{gathered}$ | $\begin{gathered} \left\|\tilde{E}_{K}\right\|+\|K\|+ \\ \|I V\|+\left\|H_{1}\right\|+\left\|H_{2}\right\| \end{gathered}$ | 1 | P | $\|K\|+\left\|K_{h}\right\|$ |
| HCTR | PRP-CCA | Sem-CCA(ROR) | Nonce | $\frac{4.5 \sigma^{2}}{2^{n}}$ | $\begin{aligned} & \left\|\tilde{E}_{K}\right\|+\|K\| \\ & +\|N\|+\|H\| \end{aligned}$ | 1 | P | K\| |
| XEX | PRP-CCA | Sem-CCA-ROR | Random | $\frac{4.5 q^{2}}{2^{n}}$ | $\left\|E_{K}\right\|+\left\|K_{1}\right\|+\|I\|$ | 1 | O,P | $\left\|K_{1}\right\|+\left\|K_{2}\right\|$ |
| LRW | PRP-CCA | Sem-CCA-ROR | Nonce | $\frac{7.5 q^{2}}{2^{n}}$ | $\left\|E_{K}\right\|+\left\|K_{1}\right\|+\left\|K_{2}\right\|$ | 1 | O,P | $\left\|K_{1}\right\|+\left\|K_{2}\right\|$ |
| CMC | PRP-CPA | Sem-CPA-ROR | Random | $\frac{7 \sigma^{2}}{2^{n}}$ | $\|M\|+\left\|E_{K}\right\|+\|K\|$ | $\frac{1}{2}$ |  | $\|K\|$ |
| EME | PRP-CPA | Sem-CPA-ROR | Random | $\frac{7 \sigma^{2}}{2^{n}}$ | $\begin{gathered} \left\|E_{K}\right\|+\|K\|+\|S P\|+ \\ \|S C\|+\|M\|+\|L\| \end{gathered}$ | $\frac{1}{2}$ | P | $\|K\|$ |

Table 1: Comparison Table for Encryption Modes.
$\begin{array}{cccc}K, K_{i} & \text { Keys Used in the Schemes } & k & \text { key Size } \\ n & \text { Size of Underlying Block Cipher } & \text { I } & \text { Inverse-free } \\ q & \text { Total No of Queries } & \text { O } & \text { Online } \\ \sigma & \text { No of Blocks Queried } & \mathrm{P} & \text { Parallelizable }\end{array}$

### 4.5 Suitable Data Specifications

In this section, we shall discuss performance of some important Encryption modes based on specifications of data to be encrypted. We shall conclude which type of data best fits for the modes.

| CBC | Small state size. Optimal rate. |
| :--- | :--- |
| CTR | Small state size, optimal rate. Online, parallel, inverse free. |
| Tweakable HCTR | Beyond birthday bound secure. |
| HCTR | Beyond birthday bound secure. Small key size. |
| LRW | Online. Beyond birthday bound secure. Optimal rate. |
| EME | Parallelizable. Small key size needed. |

## 5 Authentication Modes

A message authentication code (MAC), sometimes known as a tag, is a short piece of information used to authenticate a message - in other words, to confirm that the message came from the stated sender (its authenticity) and has not been forged. The MAC value protects a message's data integrity, as well as its authenticity, by allowing verifier (who also possess the secret key) to detect any changes to the message content. Informally, a message authentication code system consists of three algorithms - (I) A key generation algorithm selects a key from the key space uniformly and randomly. (II) A signing algorithm efficiently returns a tag given the key and the message. (III) A verification algorithm efficiently verifies the authenticity of the message given the key and the tag. That is, return accepted when the message and tag are not tampered with or forged, and otherwise return $\perp$ or rejected.

A secure MAC must refrain adversarial attempts to forge tags, for arbitrary, selected, or all messages. It should be computationally impossible to compute a valid tag of the given message without knowledge of the key, even if for the worst case, we assume the adversary knows the tag of any message but the one in question. We are primarily interested in the standard complexity theoretic model for MACs, in fact many attacks implicitly assume the real-or-ideal model for stating their results. We shall first describe some typical examples of MAC modes and then go into detailed comparison between around thirty MAC Modes.

### 5.1 Some Examples of Authentication Modes

## 1. Raw CBC-MAC

Document ISO/IEC 9797-1:1999 is said to define some six different MAC algorithms, all CBC-MAC variants, referred to in the specification as MAC Algorithms 1-6. Each scheme takes as input a key and a string of essentially arbitrary length and produces a tag $T$. The modes are parameterized not only by the underlying blockcipher $E:\{0,1\}^{k} \times\{0,1\}^{n} \rightarrow\{0,1\}^{n}$ and tag length $\tau$, where $1 \leq \tau \leq n$, but on one or two further parameters like the padding method and, in some cases, implicitly, the key-separation method, too. These different MAC algorithms are based on the so-called Raw CBC-MAC Algorithm. The algorithm is described in the following.

```
Algorithm 6 Raw CBC-MAC : \(C B C M A C_{K}(M)\)
    if \(|M|\) is not a positive multiple of \(n\) then
        return Invalid
    end if
    \(M_{1} M_{2} \ldots M_{m} \leftarrow M\)
    \(C_{0} \leftarrow 0^{n}\)
    for \(i \leftarrow 1\) to \(m\) do
        \(C_{i} \leftarrow E_{K}\left(M_{i} \oplus C_{i-1}\right)\)
    end for
    return \(C_{m}\)
```

As we can see from the discussed algorithm, the idea is almost similar to the CBC Encryption Mode. The only difference is that at every iteration there, we get a corresponding cipher text block from each plaintext block, whether here we are getting the tag at the end of the process. A pictorial representation of the above algorithm is given in the following.


The algorithm is classical, underlying the techniques described not only in ISO 9797-1 but also ANSI X9.9, ANSI X9.19, FIPS 81, FIPS 113, ISO 8731-1, ISO 9807, and ISO 9797. The raw CBC-MAC is to be considered as a derivative of the CBC encryption scheme, the message M that we wish to MAC is CBC-encrypted, but only the final block of ciphertext is returned as the MAC. While useful and classical, the raw CBC-MAC has some major restrictions also.

In the next sections, we discuss four more MACs, all of them based on the CBCMAC. Some are provably secure as VIL PRFs, some as FIL PRFs, and some have no provable security. Some of the schemes admit damaging attacks. Some of the modes are dated. Key-separation is inadequately attended to for the modes that have it. It would also be fine to adopt none of these modes, in favor of CMAC. Some of the ISO 9797-1 MACs are widely standardized and used, especially in banking.

## 2. CBC-MAC Algorithm 1

This first algorithm, the basic CBC-MAC aka CBC-MAC Algorithm 1 is the raw CBC-MAC except for the inclusion of padding at the beginning and truncation at the end. The detailed algorithm and the pictorial representation of the CBC-MAC Algorithm is hereby given. $C B C M A C_{K}(M)$ is the Raw CBC-MAC Algorithm described in the previous section.

```
Algorithm 7 MAC Algorithm 1: \(A L G 1_{K}(M)\)
    \(M \leftarrow \operatorname{Pad}(M)\)
    \(T a g \leftarrow C B C M A C_{K}(M)\)
    \(T \leftarrow M S B_{\tau}(T a g)\)
    return \(T\)
```



The method seems to begin with ANSI X9.9, where Encryption model is DES and $\tau=32$. Assuming that the Encryption model is a PRP, the VIL security of CBC-MAC Algorithm 1 depends on the choice of Pad and $\tau$. The provable security results for MAC Algorithm 1 (FIL-security with padding method-1, or VIL-security with padding-method 3) go only as far as the birthday bound. It is unfortunate that CBC-MAC Algorithm 1's basic security properties depend in a complicated way on the values of $\operatorname{Pad}$ and $\tau$, even assuming that the blockcipher for Encryption is a good PRP. One cannot make simple statements, like 'CBC-MAC Algorithm 1 is a good PRF assuming the underlying blockcipher is a good PRP' since the statement is not always true.

## 3. CBC-MAC Algorithm 2

The CBC-MAC Algorithm 2 are basically two schemes, or rather considered to be two variants. In the more basic variant, ALG2A, the MAC key has $2 k$ bits; keys are of the form $K \| K^{\prime}$ where $K, K^{\prime} \in\{0,1\}^{k}$ are keys for the underlying blockcipher. The key $K$ is used to encrypt the raw CBC-MAC prior to truncation. Mode ALG2B is identical except that some key derivation function, which we call Sep, defines $K$ and $K^{\prime}$ from given key $J$. Here is the algorithm.

```
Algorithm 8 MAC Algorithm 2
MAC Algorithm 2A: ALG2A \({ }_{K, K^{\prime}}(M)\)
    1: \(M \leftarrow \operatorname{Pad}(M)\)
    2: \(T A G \leftarrow C B C M A C_{K}(M)\)
    3: \(T a g \leftarrow E_{K^{\prime}}(T A G)\)
    \(: T \leftarrow M S B_{\tau}(T a g)\)
    5: return \(T\)
MAC Algorithm 2B: \(\mathrm{ALG}^{2} \mathrm{~B}_{J}(M)\)
    \(K\left|\mid K^{\prime} \leftarrow S e p(J)\right.\)
    return \(A L G 2 A_{K, K^{\prime}}(M)\)
```



As for ALG2B, a fundamental question to ask is what property the key-separation algorithm Sep needs to have. The ISO standard says nothing in this direction, and what it does say goes against achieving provable-security guarantees, and is even selfcontradictory. The spec begins by saying that the value of $K^{\prime}$ may be derived from $K$ in such a way that the two are different. This would suggest that in the algorithm ALG2B, it should say $K^{\prime} \leftarrow \operatorname{Sep}(K)$, with $K$, not some (invented) $J$, as the key. This is though another way to do the key-separation is to derive both $K$ and $K^{\prime}$ from a common master key. A better approach for key separation would have been to use a more standard and provable security friendly key-separation technique, like $K=E_{J}(C 1)$ and $K^{\prime}=E_{J}(C 2)$ for distinct $n$-bit constants $C 1$ and $C 2$. Use of such a technique would allow one to claim provable security for ALG2B under the corresponding conditions on ALG2A.

## 4. CBC-MAC Algorithm 3

This method dates to ANSI X9.19 (1986), a standard for retail banking; consequently, the blockcipher mode has been called the retail MAC. It is like CBC-MAC Algorithm 2 but, rather than seal the last block by enciphering the raw CBC-MAC, the designers instead switch to triple encryption for sealing it. The Key-separation algorithm is no longer a permitted option; the underlying key must be 2 k bits. Let us first go through the algorithm and the pictorial representation if the CBC-MAC Algorithm 3.

```
Algorithm 9 MAC Algorithm 3: ALG3 \({ }_{K, K^{\prime}}(M)\)
    \(T A G \leftarrow C B C M A C_{K}(M)\)
    \(T a g \leftarrow E_{K}\left(D_{K^{\prime}}(T A G)\right)\)
    \(T \leftarrow M S B_{\tau}(T a g)\)
    return \(T\)
```



Assuming the underlying blockcipher is a secure PRP, CBC-MAC Algorithm 3 is VIL-secure, again to the birthday bound, assuming type-2 padding. Also, CBC-MAC Algorithm 3 with type-1 padding inherits FIL-security from the raw CBC-MAC : the application of $E_{K} \circ D_{K}$ to the CBC-MAC does no harm, in the information-theoretic setting of the analysis, since the composed permutation will be independent of the encryption method. Similarly, it inherits provable-security to the birthday bound with type-3 padding. Neither result is so-called interesting, but these padding schemes make little sense for the inventions of CBC-MAC Algorithms 2 or 3. One common question may arise regarding the reason of CBC-MAC Algorithm 3's inclusion, given its similarity to MAC Algorithm 2 and its needing one extra blockcipher call. One answer is the apparently improved resistance to exhaustive key search. CBC-MAC Algorithm 3 seems better with respect to exhaustive key search than MAC Algorithm 2 just as triple-encryption appears better in this regard than double-encryption.

## 5. CBC-MAC Algorithm 4

CBC-MAC Algorithm 4 was designed by Knudsen-Preneel, keeping DES as the underlying blockcipher. Hence, the algorithm goes by the name MacDES. Here is the algorithm.

```
Algorithm 10 MAC Algorithm 4:ALG4 \(4_{K, K^{\prime}}(M)\)
    \(K^{\prime \prime} \leftarrow \operatorname{Sep}\left(K \| K^{\prime}\right)\)
    \(M \leftarrow \operatorname{Pad}(M)\)
    if \(|M|<2 n\) then
        return InvaLid
    end if
    \(C_{1} \leftarrow E_{K^{\prime \prime}}\left(E_{K}\left(M_{1}\right)\right)\)
    for \(i \leftarrow 2\) to \(m\) do
        \(C_{i} \leftarrow E_{K}\left(M_{i} \oplus C_{i-1}\right)\)
    end for
    \(T a g \leftarrow E_{K^{\prime}}\left(C_{m}\right)\)
    \(T \leftarrow M S B_{\tau}(T a g)\)
    return \(T\)
```



One can argue the efficiency of one of MAC Algorithms 1-3 on triple-DES instead of single-DES, but MAC Algorithm 4 is more efficient as it aims to buy enhanced key length with two blockcipher calls more than the raw CBC-MAC. Though it seems like the scheme needs $3 k$ length key, but actually, $k^{\prime \prime}$ is obtained from $k$ and $k^{\prime}$. So originally, this scheme requires $2 k$ length key only.

## 6. CMAC mode

This chapter looks at the CMAC mode (Cipher-based MAC) of NIST Recommendation SP 800-38B. CMAC is a simple and clean variant of the CBC-MAC. Used with a strong 128-bit blockcipher, the scheme enjoys good provable-security properties - reasonable bounds under standard assumptions - with no significant identified flaws. Recently, its provable security bounds have improved, furthering our understanding of this mode.

```
Algorithm 11 CMAC Algorithm : \(C M A C_{K}(M)\)
    \(K 1 \leftarrow \mathrm{dbl}\left(E_{K}\left(0^{n}\right)\right)\)
    \(K 2 \leftarrow \mathrm{dbl}\left(K_{1}\right)\)
    if \(|M| \in\{n, 2 n, 3 n, \ldots\}\) then
        \(K^{\prime} \leftarrow K 1\)
        \(P \leftarrow M\)
    else
        \(K^{\prime} \leftarrow K 2\)
        \(P \leftarrow M 10^{i}\) where \(i=n-1-(|M| \bmod n)\)
    end if
    \(M_{1} M_{2} \ldots M_{m} \leftarrow M\) where \(\left|M_{x}\right|=n \forall 1 \leq x \leq m\)
    for \(i \leftarrow 1\) to \(m\) do
        \(C_{i} \leftarrow E_{K}\left(M_{i} \oplus C_{i-1}\right)\)
    end for
    \(T \leftarrow M S B_{\tau}\left(C_{m}\right)\)
    return \(T\)
```



CMAC with Full Final Block (i.e. $n$ divides $|M|$ )


## CMAC with Partial Final Block (where we need the Padding)

CMAC is also a MAC based Authentication Mode, provably secure up to the birthday bound as a (VIL) PRF, assuming the underlying blockcipher is a good PRP. This has essentially minimal overhead for a CBCMAC-based scheme. Inherently serial nature is a problem in some application domains, and use with a 64-bit blockcipher would necessitate occasional re-keying. This is cleaner than the ISO 9797-1 collection of MACs. This mode takes additional key $K_{1}$ for XORing with last block, alongside obtaining the MAC according to CBC-MAC 2 with padding type 2. The values $K 1$ and $K 2$ are derived from $K$ by doubling the key once or twice, where to double means to multiply by the point in $G F\left(2^{n}\right)$ whose representation is $u=0^{n-1} 10$.

## 7. HMAC Mode

HMAC, aka Keyed-Hash or Hash-based MAC is a specific type of MAC involving a cryptographic hash function and a secret cryptographic key. As with any MAC, it may be used to simultaneously verify both the data integrity and the authenticity of a message. HMAC can provide message authentication using a shared secret instead of using digital signatures with asymmetric cryptography. It trades off the need for a complex public key infrastructure by delegating the key exchange to the communicating parties, who are responsible for establishing and using a trusted channel to agree on the key prior to communication. Any cryptographic hash function, such as SHA-2 or SHA-3, may be used in the calculation of an HMAC; the resulting MAC algorithm is termed HMAC-X, where X is the hash function used.

```
Algorithm 12 HMAC Algorithms
HMAC0 Algorithm : \(\operatorname{HMAC0}_{K}(M)\)
    1: \(K 1 \leftarrow K \oplus \mathrm{ipad}\)
    2: \(K 2 \leftarrow K \oplus\) opad
3: \(X \leftarrow H(K 1 \| M)\)
4: \(Y \leftarrow H(K 2 \| X)\)
5: \(T \leftarrow \operatorname{MSB}_{\tau}(Y)\)
6: return \(T\)
```

HMAC1 Algorithm : $\mathrm{HMAC1}_{K}(M)$
$K \leftarrow K \| 0^{b-c}$
$T \leftarrow \mathrm{HMAC0}_{K}(M)$
return $T$
HMAC2 Algorithm : $\mathrm{HMAC}_{K}(M)$
if $|K|>b$ then
$K \leftarrow H(K)$
end if
$K \leftarrow K \| 0^{b-|K|}$
$T \leftarrow \operatorname{HMAC0}_{K}(M)$
return $T$


The above picture represent HMAC0 algorithm. HMAC is MAC based on a cryptographic hash function rather than a blockcipher (although most cryptographic hash functions are themselves based on blockciphers). The mechanism enjoys strong provable-security bounds, albeit not from preferred assumptions. Multiple closely-related variants in the literature complicate gaining an understanding of what is known. No damaging attacks have ever been suggested. Widely standardized and used. HMAC is used not only as a MAC but also as a PRF, assuming underlying compression function $H$ is a PRF.

```
Algorithm 13 HMAC Algorithms (Alternative Constructions)
NMAC Algorithm : NMAC \(L_{L 1| |} L_{2}(M)\)
    1: \(X \leftarrow h_{L 1}^{*}(M| | \operatorname{pad}(b+|M|))\)
    2: \(Y \leftarrow h_{L 2}(X \| \operatorname{pad}(b+c))\)
    3: return \(Y\)
KDF0 Algorithm : KDF0 ( \(K\) )
    1: \(L 1 \leftarrow h_{I V}(K \oplus \mathrm{ipad})\)
    2: \(L 2 \leftarrow h_{I V}(K \oplus\) opad \()\)
    3: return \(L 1|\mid L 2\)
```

HMAC0 Algorithm : $\mathrm{HMAC0}_{K}(M)$
1: $L 1 \| L 2 \leftarrow$ KDF0 (K)
2: $Y \leftarrow \mathrm{NMAC}_{L 1} \| L 2(M)$
3: $T \leftarrow \operatorname{MSB}_{\tau}(Y)$
4: return $T$
KDF1 Algorithm : KDF1 (K)
1: $K \leftarrow K \| 0^{b-c}$
2: $L 1 \| L 2 \leftarrow \mathrm{KDF} 0(\mathrm{~K})$
3: return $L 1|\mid L 2$
HMAC1 Algorithm : $\mathrm{HMAC1}_{K}(M)$
1: $L 1 \| L 2 \leftarrow$ KDF1 (K)
2: $Y \leftarrow \mathrm{NMAC}_{L 1} \| L 2(M)$
3: $T \leftarrow \operatorname{MSB}_{\tau}(Y)$
4: return $T$
KDF2 Algorithm : KDF2 ( $K$ )
: if $|K|>b$ then
2: $\quad K \leftarrow H(K)$
3: end if
4: $K \leftarrow K \| 0^{b-|K|}$
5: $L 1 \| L 2 \leftarrow \operatorname{KDF} 0(\mathrm{~K})$
6: return $L 1|\mid L 2$
HMAC2 Algorithm : $\mathrm{HMAC}_{K}(M)$
1: $L 1 \| L 2 \leftarrow$ KDF2 (K)
2: $Y \leftarrow \mathrm{NMAC}_{L 1} \| L 2(M)$
3: $T \leftarrow \operatorname{MSB}_{\tau}(Y)$
return $T$

### 5.2 Security Definitions for Authentication Modes

## 1. Padding Types

Type

## Padding Technique

$$
\begin{aligned}
& \text { Pad }_{1} \quad 0^{*} \text {-Appending Padding Technique } \\
& M \rightarrow M \| 0^{i} \text { where } i \text { is the least non-negative no } \\
& \ni|M|+i \text { is a positive multiple of } n \\
& \mathrm{Pad}_{3} \\
& \text { Length-Appending Padding Technique } \\
& M \rightarrow L\|M\| 0^{i} \text { where } i \text { is the least non negative no } \\
& \ni|M|+i \text { is a positive multiple of } n \text { and } \\
& L \text { is Binary Encoding of }|M| \text { into a field of } n \text { bits } \\
& \mathrm{Pad}_{4} \\
& M \rightarrow M\left|\mid 10^{(-|M|-2) \bmod m} 1\right. \\
& M \rightarrow M\left|\mid 10^{(-|M|-t-2)} \bmod { }^{m} 1 \|<M>_{t}\right. \\
& <M>_{t} \text { is the } t \text {-bit representation of } M \\
& P a d_{6} \\
& M \rightarrow M\left|\mid 10^{-|M|-65 \bmod l} \|<\left\lceil\frac{|M|+65}{l}\right\rceil>{ }_{64}\right. \\
& \mathrm{Pad}_{7} \\
& M \rightarrow M\left\|10^{383+(-M \bmod m)}\right\|<M>_{128} \\
& \mathrm{Pad}_{8} \\
& M \rightarrow \operatorname{Pad}_{2}(M)| | 0^{m+\left(-\left|\operatorname{Pad}_{2}(M)\right| \bmod m\right)} \\
& \mathrm{Pad}_{9} \\
& (M, d) \rightarrow \operatorname{Pad}_{2}(M) \|<d>_{n}
\end{aligned}
$$

Table 2: Different Padding Techniques

## 2. Advantage of an Everywhere Second Pre-Image Finding Adversary

Let $p, n \in \mathbf{N}$ with $p \geq n$ and let $F: Z_{2}^{p} \rightarrow Z_{2}^{n}$ be a compressing function using primitive $P \in$ Prims. Let $\lambda \leq p$. The advantage of an everywhere second preimage finding adversary $\mathcal{A}$ is defined as:

$$
A d v_{F}^{e s e c[\lambda]}(\mathcal{A})=\max _{z^{\prime} \in \mathbf{Z}_{2}^{\lambda}} \operatorname{Pr}\left(\mathcal{P} \longleftarrow{ }^{\$} \operatorname{Prims}, z \longleftarrow \mathcal{A}^{\mathcal{P}}\left(z^{\prime}\right) \mid F(z)=y\right)
$$

## 3. Advantage of an Everywhere Pre-Image Finding Adversary

Let $p, n \in \mathbf{N}$ with $p \geq n$ and let $F: Z_{2}^{p} \rightarrow Z_{2}^{n}$ be a compressing function using primitive $P \in$ Prims. Let $\lambda \leq p$. The advantage of an everywhere preimage finding adversary $\mathcal{A}$ is defined as

$$
\operatorname{Adv}_{F}^{\text {epre }}(\mathcal{A})=\max _{y \in \mathbf{Z}_{2}^{n}} \operatorname{Pr}\left(\mathcal{P} \longleftarrow \longleftarrow^{\$} \operatorname{Prims}, z \longleftarrow \mathcal{A}^{\mathcal{P}}(y) \mid z \neq z^{\prime} \wedge F(z)=F\left(z^{\prime}\right)\right)
$$

## 4. VOLPRF security

Let $F: \mathcal{K} \times \mathcal{X} \times \mathbb{N} \rightarrow \mathcal{Y}^{+}$be a keyed function whose output length is determined by $\mathcal{X}$. That is, for arbitrary length input $(X, d)$, it outputs from $\mathcal{Y}^{d}$. Consider the Sem-CPA-ROR-advantage game for encryption modes. We rephrase the Real and Ideal games as follows, and determine the VOLPRF Advantage from the CPA security definition.

$$
\begin{array}{rl}
\operatorname{Real}_{\mathcal{E}_{K}^{x_{i}, d_{i}}}\left(m_{i}\right) & \mathbf{P R P}_{\tilde{\mathcal{E}}_{K}^{X_{i}, d_{i}}}\left(m_{i}\right) \\
K \stackrel{\$}{\leftarrow} \mathcal{K} & F \stackrel{\$}{\leftarrow} \mathcal{P} \mathcal{R} \mathcal{P} \\
\text { oracle } \operatorname{Enc}\left(X_{i}, d_{i}, K, m_{i}\right) & \text { oracle } \operatorname{Enc}\left(X_{i}, d_{i}, K, m_{i}\right) \\
\text { return } c_{i} \leftarrow \mathcal{E}_{K} \cdot \operatorname{Enc}\left(X_{i}, d_{i}, m_{i}\right) & \text { if } \exists m_{i} \ni F\left(X_{i}, d_{i}, K, m_{i}\right)=c_{i} \\
& \text { return } m_{i} \\
& \text { else return } m_{i} \stackrel{\$}{\leftarrow} \mathcal{Y}^{d_{i}}
\end{array}
$$

The VOLPRF-Advantage of $\mathcal{A}$ is defined as following.

$$
\operatorname{Adv} v_{\mathcal{E}}^{V O L P R F}(\mathcal{A})=\left|\operatorname{Pr}\left[\operatorname{Exp}_{\mathcal{E}}^{p r p-c p a-1}(\mathcal{A})=1\right]-\operatorname{Pr}\left[\operatorname{Exp}_{\mathcal{E}}^{p r p-c p a-0}(\mathcal{A})=1\right]\right|
$$

## 5. UFCMA-advantage

Let $M A C: \mathcal{K} \times\{0,1\}^{*} \longrightarrow\{0,1\}^{*}$ be a message authentication code and let $\mathcal{A}$ be an adversary. We consider the following experiment.
$\operatorname{Exp}_{M A C}^{u f-c m a}(\mathcal{A}):$
$K \stackrel{\&}{\leftarrow} \mathcal{K}$
Run $\mathcal{A}^{M A C_{K}(.) V F_{K}(. .,)}$ where $V F_{K}(M, T)=\left\{\begin{array}{l}1 \text { if } M A C_{K}(M)=T \\ 0 \text { otherwise }\end{array}\right.$
If $\mathcal{A}$ made a verification query $(M, T)$ s.t.

- Oracle $V F$ returned 1 and
- $\mathcal{A}$ did not make tag generation query $M A C$ for $M$ prior to querying $(M, T)$ to $V F$ Then return 1, else return 0 . The uf-cma-advantage of $\mathcal{A}$ is defined as:

$$
A d v_{M A C}^{u f-c m a}(\mathcal{A})=\operatorname{Pr}\left[\operatorname{Exp}_{M A C}^{u f-c m a}(\mathcal{A}) \Longrightarrow 1\right]
$$

### 5.3 Comparison Table for Authentication Modes

In this section, we first produce a comparison table between the six MAC Modes we described in the Section 5.1. This table compares the MAC nodes in term of security type and message padding types. The parameters we mainly focus for the comparisons are PRP Advantage, Padding types, Key Size, Security Types, number of calls of Underlying Primitives and whether the modes are online and/or Parallelizable. These modes can be well categorised through this table. This is to note that with padding type 1 , the CBC-MAC modes are not secure against variable input length attacks. Also, CBC-MAC 1 mode require a key of smaller size compared to all the other modes [9].

Moreover, in the next page, we also look into twenty three more MAC modes, which we have collected through various publications and competitions worldwide and compared them with the same set of parameters. The indices of the parameters are given in the below of this page for better understanding.

| Mode | Security bound | Padding | Key Size | $\begin{gathered} \text { Security } \\ \text { type } \\ \hline \end{gathered}$ | No of calls | Properties |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| CBC-MAC 1 | $\begin{gathered} \frac{\sigma q}{2^{n}} \\ \text { [UFCMA] } \\ \hline \end{gathered}$ | $\begin{aligned} & 1 \\ & 2 \\ & 3 \end{aligned}$ | k k k | $\begin{aligned} & \hline \text { BB,FIL } \\ & \text { BB,VIL } \\ & \text { BB,VIL } \end{aligned}$ | $\begin{gathered} \lceil\mu / n\rceil \\ \lceil(\mu+1) / n\rceil \\ \lceil\mu / n\rceil+1 \end{gathered}$ | O |
| CBC-MAC 2 | $\begin{gathered} \frac{q^{2}}{2^{n}} \\ \text { [UFCMA] } \end{gathered}$ | $\begin{gathered} 1 \\ 2(\text { EMAC }) \\ 3 \end{gathered}$ | $\begin{aligned} & 2 \mathrm{k} \\ & 2 \mathrm{k} \\ & 2 \mathrm{k} \end{aligned}$ | $\begin{aligned} & \hline \text { BB,FIL } \\ & \text { BB,VIL } \\ & \text { BB,VIL } \end{aligned}$ | $\begin{gathered} \lceil\mu / n\rceil+1 \\ \lceil(\mu+1) / n\rceil+1 \\ \lceil\mu / n\rceil+2 \end{gathered}$ | O |
| CBC-MAC 3 | $\begin{gathered} \frac{q^{2}}{2^{n}} \\ \text { [UFCMA] } \end{gathered}$ | $\begin{aligned} & 1 \\ & 2 \\ & 3 \end{aligned}$ | $\begin{aligned} & 2 \mathrm{k} \\ & 2 \mathrm{k} \\ & 2 \mathrm{k} \end{aligned}$ | $\begin{aligned} & \text { BB,FIL } \\ & \text { BB,VIL } \\ & \text { BB,VIL } \end{aligned}$ | $\begin{gathered} \lceil\mu / n\rceil+2 \\ \lceil(\mu+1) / n\rceil+2 \\ \lceil\mu / n\rceil+3 \\ \hline \end{gathered}$ | O |
| CBC-MAC 4 |  | $\begin{aligned} & \hline 1 \\ & 2 \\ & 3 \\ & \hline \end{aligned}$ | $\begin{aligned} & 2 \mathrm{k} \\ & 2 \mathrm{k} \\ & 2 \mathrm{k} \end{aligned}$ | $\begin{aligned} & \hline \text { BB,FIL } \\ & \text { BB,VIL } \\ & \text { BB,VIL } \end{aligned}$ | $\begin{gathered} \lceil\mu / n\rceil+2 \\ \lceil(\mu+1) / n\rceil+2 \\ \lceil\mu / n\rceil+3 \end{gathered}$ | O |
| CMAC | $\frac{4 \sigma^{2}}{2^{n}}$ [UFCMA] | 2 | $2 k$ | BBB,VIL | $\lceil(\mu+1) / n\rceil$ | O |
| HMAC | $\frac{q(q-1)}{2^{c+1}}$ [UFCMA] | NA | $3 k$ | Secure PRF | NA |  |

Table 3: Comparison Table 1 for MAC modes.

| $K, K_{i}$ | Keys Used in the Schemes | $k$ |
| :---: | :---: | :---: |
| $n$ | Size of Underlying Block Cipher | $\mu$ |
| $q$ | Total No of Message Queries |  |
| BB | Birthday Bound Security |  |
| BBB | Beyond Birthday Bound Security | O |
| FIL | Secured for Fixed Input Length | P |
| VIL | Secured for Variable Input Length | $\sigma$ |
| $l$ | Maximum Length of Adversarial Query | $\sigma^{\prime}$ |
| TBC | Tweakable Block Cipher |  |

key Size
Message Length
(Message can be broken into $\left\lceil\frac{\mu}{n}\right\rceil$
blocks according to CBC-MAC1)

## Online

Parallelizable
No of Blocks Queried Total Output Block Size

| Mode | Security bound | Padding | Key size | Security | No of calls | Properties |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| PMAC | $\frac{5 l q^{2}}{2^{n}-2 l}$ [UFCMA] | any | $k$ | BBB,VIL | $\lceil\mu / n\rceil$ | P |
| LightMAC | $\left(1+\frac{2}{2^{n / 2}-1}+\frac{1}{\left(2^{n / 2}-1\right)^{2}}\right)\left(\frac{q_{I C}^{2}}{2^{n}}+\frac{q_{v}}{2^{t}}\right)$ | 2 | $\left\|K_{1}\right\|+\left\|K_{2}\right\|$ | Secure MAC | $\left\lceil\frac{\mu}{n}\right\rceil$ | O,P |
| KECCAK | $\frac{q^{2}}{2^{n}}$ | 4 | 1600b | Collision resistant | $\left\lceil\frac{\mu}{1088}\right\rceil$ or $\left\lceil\frac{\mu}{512}\right\rceil$ | O |
| BLAKE | $\frac{q^{2}}{2^{n}}$ | 5 | 384 b or $768 \mathrm{~b}(\mathrm{IV}+s)$ | Collision Resistant | $\left\lceil\frac{\mu}{512}\right\rceil$ or $\left\lceil\frac{\mu}{1024}\right\rceil$ | O |
| Gr $\phi$ stl | $\left(\frac{\lambda+65}{m}+2\right) \frac{q(q-1)}{2^{l}}+\frac{2 q}{2^{n}}$ | 6 | 512 b or 1024b | $\operatorname{esec}[\lambda]$ | $\left\lceil\frac{\mu}{512}\right\rceil$ or $\left\lceil\frac{\mu}{1024}\right\rceil$ | O |
| JH | $\frac{4 q^{2}}{2^{l-m}}+\frac{2 q}{2^{n}}$ | 7 | 1024b | epre | $\left\lceil\frac{\mu}{512}\right\rceil$ | O |
| Skein | $\frac{2 q}{2^{l}}+\frac{2 q}{2^{n}}$ | 8 | $\begin{gathered} 512+ \\ (128 .\lceil\mu / 512\rceil) \mathrm{b}(\text { IV + tweak }) \end{gathered}$ | $\operatorname{esec}[\lambda]$ | $\left\lceil\frac{\mu}{512}\right\rceil$ | O |
| nEHtM | $\begin{gathered} \left(\frac{12 \mu^{2} q_{m}^{2}}{2^{2 n}}+\frac{\left(4 q+m+2 q_{v}\right) \mu}{2^{n}}\right) \\ \times \frac{72 q_{m}^{3}}{2^{2 n}}+\frac{q_{m}+4 q_{v}}{2^{n}} \end{gathered}$ | NA | same as blockcipher | MAC-unforgeability | 2 | P |
| Two-Track-MAC |  | 7 | 160b | BB, secure MAC |  |  |
| WHIRLPOOL | $\mathcal{O}\left(\frac{\sigma^{2}}{2^{n}}\right)$ [collision resistant] | 7 | 512b | secure hash | $\left\lceil\frac{\mu}{512}\right\rceil$ | O |
| $\mathrm{PMAC}_{P}$ lus | $\frac{27 l^{3} q^{3}}{2^{2 n}}+\frac{3 l q}{2^{n}}$ | 2 | 80/128/192/256b | secure PRF | $\left\lceil\frac{\mu}{n}\right\rceil$ | O,P |
| PMACX | $\frac{2^{2 d} q^{2}}{2\left(2^{n}-q\right)^{2}}+\frac{2^{d} q^{3}}{3.2^{2 n}\left(2^{n}-q\right)}+\frac{2^{d} q^{2}}{2^{n}\left(2^{n}-q\right)}$ | 2 | same as TBC | secure PRF | $\left\lceil\frac{\mu}{n}\right\rceil$ | O,P |
| PMAC with Parity | $\frac{q^{2} l^{2}}{2^{2 n}}+\frac{q^{2}}{2^{n}}$ | 2 | same as TBC | secure PRF | $\left\lceil\frac{\mu}{n}\right\rceil$ | O,P |
| Sum of CBCs | $\frac{12 q^{3} l^{4}}{2^{2 n}}$ | any | same as blockcipher | secure PRF | $\left\lceil\frac{\mu}{n}\right\rceil$ | O |
| OMAC | $\frac{5 q^{2} l}{2^{n}}+\frac{8 q^{2} l^{4}}{2^{2 n}}$ | 2 | $k$ | secure PRF | $\left\lceil\frac{\mu}{n}\right\rceil$ | O |
| Cascade |  |  |  |  |  |  |
| TMAC | $\frac{\left(3 m^{2}+1\right) q^{2}}{2^{n}}$ | 2 | $\left\|K_{1}\right\|+\left\|K_{2}\right\|$ | BBB, VIL, secure PRF | $\left\lceil\frac{\mu}{n}\right\rceil$ | O |
| 3kf9 | $\frac{q}{2^{n-2}}(l+1)+\frac{2 q^{3} l^{3}+q^{3} l^{2}+2 q^{3} l+2 q^{3}}{2^{2 n-1}}$ | 2 | $\left\|K_{1}\right\|+\left\|K_{2}\right\|+\left\|K_{3}\right\|$ | BBB, secure PRF | $\left\lceil\frac{\mu}{n}\right\rceil+2$ | O |
| PEPS | $\begin{gathered} \frac{q-1}{2^{n / 2}}+\frac{1}{2^{l}}+ \\ (q(q-1)+1) \cdot A d v_{G}^{P R F} \end{gathered}$ | any | same as $G$ | secure PRF | $\left\lceil\frac{\mu}{n}\right\rceil$ | O |
| ZMAC | $\frac{2.5 \sigma^{2}}{2^{n+m i n}(n, t)}+4\left(\frac{q}{2^{n}}\right)^{3 / 2}$ | 9 | same as TBC | secure PRF | $\left\lceil\frac{\mu}{2 n}\right\rceil$ | O,P |
| ZMAC+ | $\begin{aligned} & \frac{\left(\sigma^{\prime}\right)^{2}}{2^{n}}\left(\frac{4 m+2}{2^{n+m i n(n, t)}}+\frac{4}{2^{m i n}(n, t)}\right) \\ & +\frac{2 \sigma^{\prime}}{2^{n}}+\frac{2(q-1) \sigma+q^{2}+4(q-1) \sigma^{\prime}}{2^{\min (n,(n, t)}} \end{aligned}$ | 9 | same as TBC | VOLPRF security | $\left\lceil\frac{\mu}{2 n}\right\rceil$ | O,P |
| DoveMAC | $\frac{4 \sigma}{2^{n}}+\frac{q^{2} m^{2}}{2^{2 n}}+\frac{2 q^{2}+4 q m^{2}+4 q^{2} m^{2}}{2^{n+\min (n, t)}}$ | 2 | same as TBC | secure PRF | $\left\lceil\frac{\mu}{t+n}\right\rceil$ | O |
| EWCDM | $\begin{gathered} \frac{q^{3 / 2}+q_{v}}{2^{n}}[\text { nonce } \\ \text { respecting], } \frac{\left(q+q_{v}\right)^{2}}{2^{n}} \end{gathered}$ |  | $\left\|K_{h}\right\|+\|K\|+\left\|K^{\prime}\right\|$ | secure MAC |  |  |
| DWCDM+ | $\frac{2 q_{m}}{2^{n}}+\frac{3 q_{m}}{2^{2 n / 3}}+\frac{2 n q_{m}}{2^{2 n / 3}}\left(1+q_{v} \epsilon\right)$ |  | $\|K\|$ | secure MAC |  |  |

Table 4: Comparison Table 2 for MAC Modes

### 5.4 Suitable Data Specifications

In this section, we shall discuss performance of Authentication modes based on specifications of data to be encrypted. That is, we shall conclude which type of data best fits for the modes.

| CBC-MAC $1-4$ | all are secure against variable input length adversary <br> with padding type $\neq 1$ |
| :--- | :--- |
| LightMAC | Easy to implement. Small state size. Good security bound. |
| KECCAK | SHA3 winner. Can perform hashing, generate pseudorandom <br> number, used in AE modes. |
| TMAC | small key size. Good security bound. |
| $3 k f 9$ | Beyond birthday bound secure. Online. |
| $Z M A C_{+}$ | Secure against variable input length adversary. Online. |
| DoveMAC | Can be used in AE modes. Beyond birthday bound secure. |

## 6 Authenticated Encryption Modes

Authenticated encryption (AE) is form of encryption which simultaneously assure the confidentiality and authenticity of data. Authenticated encryption with associated data (AEAD) is a variant of AE that allows a recipient to check the integrity of both the encrypted and un-encrypted information in a message. AEAD binds associated data (AD) to the ciphertext and to the context where it is supposed to appear so that attempts to cut and paste a valid ciphertext into a different context are detected and rejected. Now, with the Encryption modes and Authentication modes discussed so far, we can think of combining any one from the list of Encryption mode and any one from authentication modes to achieve confidentiality and integrity together. There are 3 types of generic compositions we can think of.

1. Encrypt-then-MAC (EtM) : The plaintext is first encrypted, then a MAC is produced based on the resulting ciphertext. The ciphertext and its MAC are sent together. This is the only method which can reach the highest definition of security in AE, but this can only be achieved when the MAC used is strongly unforgeable. Eg. Used in IPsec.
2. Encrypt-and-MAC (E\&M) : A MAC is produced based on the plaintext, and the plaintext is encrypted without the MAC. The plaintext's MAC and the ciphertext are sent together. Eg. Used in SSH.
3. MAC-then-Encrypt (MtE) : A MAC is produced based on the plaintext, then the plaintext and MAC are together encrypted to produce a ciphertext based on both. The ciphertext (containing an encrypted MAC) is sent. Eg, Used in SSL/TLS.


Limitations: This can be clearly understood that Encrypt-and-MAC is not secure at all, since adversary can forge the ciphertext part(colored green) to attack the system. For Encrypt-then-MAC mechanism, we need two different keys which makes the system inefficient. Also, MAC-then-Encrypt returns error while padding of data is done. Due to these limitations of the three mechanisms, people started looking for Authenticated Encryption modes.

A nonce based authenticated encryption with associated data consists of the encryption algorithm $\mathcal{E}: \mathcal{K} \times \mathcal{N} \times \mathcal{A} \times \mathcal{M} \rightarrow \mathcal{C}, \operatorname{tag}$ generation algorithm $\operatorname{Tag}: \mathcal{K} \times \mathcal{N} \times \mathcal{A} \times \mathcal{M} \rightarrow \mathcal{T}$, and the authenticated decryption algorithm $\mathcal{D}: \mathcal{K} \times \mathcal{N} \times \mathcal{A} \times \mathcal{C} \times \mathcal{T} \rightarrow \mathcal{M} \bigcup\{\perp\}$ where $\mathcal{K}, \mathcal{N}, \mathcal{A}, \mathcal{M}, \mathcal{C}, \mathcal{T}$ are respectively the key-space, nonce-space, associated data space, plaintext space, ciphertext space and tag space.

### 6.1 Some Examples of AEAD modes

We currently have a good number of AEAD Modes available, which are based on either Block Cipher, Stream Cipher or Sponge Constructions. In this section, we briefly discuss about four AEAD Modes - CCM, GCM, GIFT-COFB and Ascon Modes. CCM and GCM Modes were the early exposure into this domain. GIFT-COFB and Ascon are the finalists in the NIST LWC and CAESAR competitions, respectively.

## 1. CCM Mode

As the name suggests, CCM mode combines the well known CBC-MAC with the well known counter mode of encryption. The amalgamation is in the style of MAC-thenEncrypt, but important changes make it differ from generic composition i.e. CBC-MAC is first computed on the message to obtain a tag; the message and the tag are then encrypted using counter mode. CCM was submitted to NIST. The initial motivation was to replace the OCB mechanism that was in the draft IEEE 802.11i standard [87] by a patent-unencumbered scheme. While CCM was designed with that particular purpose in mind, it has, by virtue of its widespread standardization, become a general-purpose scheme. Overall, CCM has many things in its favor. It enjoys a good provable-security guarantee. It has adequate performance for most applications. It is simple to implement - simpler than GCM. Hence, CCM is widely used currently.

```
Algorithm 14 CCM Encryption: \(C C M_{K}^{N, A}(P)\)
```

```
\(m \leftarrow\lceil|P| / 128\rceil\)
```

$m \leftarrow\lceil|P| / 128\rceil$
$N_{0} N_{1} \ldots N_{m} \leftarrow \operatorname{Count}(N, m)$
$N_{0} N_{1} \ldots N_{m} \leftarrow \operatorname{Count}(N, m)$
$Y_{0} Y_{1} \ldots Y_{m} \leftarrow \operatorname{ECB}_{K}\left(N_{0} N_{1} \ldots N_{m}\right)$
$Y_{0} Y_{1} \ldots Y_{m} \leftarrow \operatorname{ECB}_{K}\left(N_{0} N_{1} \ldots N_{m}\right)$
$C \leftarrow P \oplus Y_{0} Y_{1} \ldots Y_{m}$
$C \leftarrow P \oplus Y_{0} Y_{1} \ldots Y_{m}$
$B_{0} B_{1} \ldots B_{r} \leftarrow \operatorname{Format}(N, A, P)$
$B_{0} B_{1} \ldots B_{r} \leftarrow \operatorname{Format}(N, A, P)$
$T a g \leftarrow \mathrm{CBCMAC}_{K}\left(B_{0} B_{1} \ldots B_{r}\right)$
$T a g \leftarrow \mathrm{CBCMAC}_{K}\left(B_{0} B_{1} \ldots B_{r}\right)$
$T \leftarrow \operatorname{MSB}_{\tau}(T a g) \oplus Y_{0}$
$T \leftarrow \operatorname{MSB}_{\tau}(T a g) \oplus Y_{0}$
return $C \| T$

```
return \(C \| T\)
```

$\mathbf{E C B}_{K}():$ ECB is an Encryption Mode, described in Section 4.1
CBCMAC $_{K}()$ : Raw CBC-MAC is an Authentication mode, given in Section 5.1

The CCM algorithm has been described formally in the above. As described, the CCM mode is parameterized by a blockcipher $E: K \times\{0,1\}^{n} \rightarrow\{0,1\}^{n}$ with an $n=128$ bit blocksize, a tag length $\tau \in$ [32..128], a formatting function Format, and a countergeneration function Count. The functions Format and Count determine the message space, nonce space, associated-data space, and restrictions on the tag length. The main insight is that the same encryption key can be used for both, provided that the counter values used in the encryption do not collide with the (pre-)initialization vector used in the authentication. A proof of security exists for this combination, based on the security of the underlying block cipher. The proof also applies to a generalization of CCM for any size block cipher, and for any size cryptographically strong pseudo-random function (since in both the counter mode and the CBC-MAC Mode, the underlying block cipher is only ever used in one direction). CCM requires two block cipher encryption operations on each block of an encrypted-and-authenticated message, and one encryption on each block of associated authenticated data. In the MAC construction, the length of the
associated data has a variable-length encoding, which can be shorter than machine word size. This can cause pessimistic MAC performance if associated data is long (which is uncommon). Associated data is processed after message data, so it is not possible to pre-calculate state for static associated data. CCM is not an Online AEAD, in that the length of the message (and associated data) must be known in advance.

## 2. GCM Mode

Galois/Counter Mode (GCM) achieves Authenticated Encryption with Associated Data by combining CTR-mode encryption and Carter-Wegman message authentication. The amalgamation is in the style of encrypt-then-MAC, unlike CCM Mode which is MAC-then-Encrypt. The universal hashing underlying the Carter-Wegman authentication is based on polynomial evaluation over $G F\left(2^{128}\right)$, a classical construction rooted in folklore. GCM was standardized by NIST. Galois Message Authentication Code (GMAC) is an authentication-only variant of the GCM which can form an incremental message authentication code. Both GCM and GMAC can accept initialization vectors of arbitrary length. This GHASH function is defined in the algorithm for GCM as well in the following.

```
Algorithm 15 GCM Encryption Algorithm
GHASH Algorithm : \(\operatorname{GHASH}_{H}(X)\)
    \(X_{1} X_{2} \ldots X_{m} \leftarrow X\) where \(\left|X_{i}\right|=128\)
    \(Y \leftarrow 0^{128}\)
    for \(i \leftarrow 1\) to \(m\) do
        \(Y \leftarrow\left(Y \oplus X_{i}\right) \bullet H\)
    end for
    return \(Y\)
GCM Encryption: \(\mathrm{GCM}_{K}^{N, A}(P)\)
```

```
    \(/ /|P| \leq 2^{39}-256,|A|<2^{64}, 0<|N|<2^{64}\)
```

    \(/ /|P| \leq 2^{39}-256,|A|<2^{64}, 0<|N|<2^{64}\)
    \(/ / 8\) divides all three \(|P|,|A|,|N|\)
    \(/ / 8\) divides all three \(|P|,|A|,|N|\)
    \(H \leftarrow E_{K}\left(0^{128}\right)\)
    \(H \leftarrow E_{K}\left(0^{128}\right)\)
    if \(|N|=96\) then
    if \(|N|=96\) then
    \(C n t \leftarrow N \| 0^{31} 1\)
    \(C n t \leftarrow N \| 0^{31} 1\)
    else
    else
    \(C n t \leftarrow \operatorname{GHASH}_{K}\left(\left.N\left\|0^{i}\right\| N\right|_{128}\right.\) for minimal \(i \geq 0 \ni 128 \mid(|N|+i)\)
    \(C n t \leftarrow \operatorname{GHASH}_{K}\left(\left.N\left\|0^{i}\right\| N\right|_{128}\right.\) for minimal \(i \geq 0 \ni 128 \mid(|N|+i)\)
    end if
    end if
    \(m \leftarrow\lceil|P| / 128\rceil\)
    \(m \leftarrow\lceil|P| / 128\rceil\)
    for \(i \leftarrow 0\) to \(m\) do
    for \(i \leftarrow 0\) to \(m\) do
        \(Y_{i} \leftarrow E_{K}(C n t+i)\)
        \(Y_{i} \leftarrow E_{K}(C n t+i)\)
    end for
    end for
    \(C \leftarrow P \oplus\left(Y_{2}\left\|Y_{3}\right\| Y_{4} \| \ldots\right)\)
    \(C \leftarrow P \oplus\left(Y_{2}\left\|Y_{3}\right\| Y_{4} \| \ldots\right)\)
    \(\left.X \leftarrow A\left\|0^{i}\right\| C\left\|0^{j}\right\| A\right|_{64} \|\left. C\right|_{64}\) for minimal \(i \geq 0 \ni 128|(|N|+i) \& 128|(|C|+j)\)
    \(\left.X \leftarrow A\left\|0^{i}\right\| C\left\|0^{j}\right\| A\right|_{64} \|\left. C\right|_{64}\) for minimal \(i \geq 0 \ni 128|(|N|+i) \& 128|(|C|+j)\)
    \(T a g \leftarrow Y_{1} \oplus \mathrm{GHASH}_{H}(X)\)
    \(T a g \leftarrow Y_{1} \oplus \mathrm{GHASH}_{H}(X)\)
    \(T \leftarrow \mathrm{MSB}_{\tau}(\) Tag \()\)
    \(T \leftarrow \mathrm{MSB}_{\tau}(\) Tag \()\)
    return \(C \| T\)
    ```
    return \(C \| T\)
```

Like in normal counter mode, blocks are numbered sequentially, and then this block number is combined with an initialization vector (IV) and encrypted with a block cipher E, usually AES. The result of this encryption is then XORed with the plaintext to produce the ciphertext. Like all counter modes, this is essentially a stream cipher, and so it is essential that a different IV is used for each stream that is encrypted. The ciphertext blocks are considered coefficients of a polynomial which is then evaluated at a key-dependent point H , using finite field arithmetic. The result is then encrypted, producing an authentication tag that can be used to verify the integrity of the data. The encrypted text then contains the IV, ciphertext, and authentication tag. The authentication tag is constructed by feeding blocks of data into the GHASH function and encrypting the result.

GCM mode is parameterized by a 128 -bit blockcipher $E:\{0,1\}^{k} \times\{0,1\}^{128} \rightarrow\{0,1\}^{128}$ and a tag length $\tau \in\{32,64,96,104,112,120,128\}$. As designed, the underlying blockcipher must be AES, with any of its three key lengths. The requirement follows from assertions that the blockcipher must be a NIST-approved and have a 128 -bit block size; only AES satisfies these requirements.

Undoubtedly, GCM had quietly become the most popular $\mathrm{AE}(\mathrm{AD})$ mode in the field, despite the fact that not every cryptographer likes it. The popularity is due in part to the fact that GCM is extremely fast, but mostly it's because the mode is patent-free. GCM is an Online mode and can be parallelized, and the recent versions of OpenSSL and Crypto++ provide good implementations, mostly because it's now supported as a TLS ciphersuite.

Given all these great features, one may wonder about the reason for which many cryptographer do not want to use this. In truth, the implementation is not as simple as others. Since, GCM is Counter mode encryption with the addition of a Carter-Wegman MAC set in a Galois field. Implementing GCM is a hassle in a way that most other AEADs are not.

## 3. GIFT-COFB Mode

COFB (COmbined FeedBack) is a block cipher based authenticated encryption mode that uses GIFT128 as the underlying block cipher and GIFT-COFB can be viewed as an efficient integration of the COFB and GIFT-128. GIFT-128 maintains an 128-bit state and 128 -bit key. To be precise, GIFT is a family of block ciphers parametrized by the state size and the key size and all the members of this family are lightweight and can be efficiently deployed on lightweight applications. COFB mode on the other hand, computes of combined feedback of block cipher output and data block to uplift the security level. This actually helps us to design a mode with low state size and eventually to have a low state implementation. This technique actually resist the attacker to control the input block and next block cipher input simultaneously. Overall, a combination of GIFT and COFB can be considered to be one of the most efficient lightweight, low state block cipher based AEAD construction. This protocol was eventually became one of the finalists of NIST Light Weight Competition for designing AEAD modes.

```
Algorithm 16 GIFT-COFB Encryption: \(\operatorname{COFB}-\mathcal{E}_{K}^{N, A}(M)\)
    \(Y[0] \leftarrow E_{K}(N), L \leftarrow \operatorname{Trunc}_{n / 2}(Y[0])\)
    \((A[1], \ldots, A[a]) \stackrel{n}{\leftarrow} \operatorname{Pad}(A)\)
    if \(M \neq \epsilon\) then
        \((M[1], \ldots, M[m]) \stackrel{n}{\leftarrow} \operatorname{Pad}(M)\)
    end if
    for \(i \leftarrow 1\) to \(a-1\) do
        \(L \leftarrow 2 . L\)
        \(X[i] \leftarrow A[i] \oplus G . Y[i-1] \oplus L \| 0^{n / 2}\)
        \(Y[i] \leftarrow E_{K}(X[i])\)
    end for
    if \(|A| \bmod n=0\) and \(A \neq \epsilon\) then
        \(L \leftarrow 3 . L\)
    else
        \(L \leftarrow 3^{2} . L\)
    end if
    if \(M=\epsilon\) then
        \(L \leftarrow 3^{2} . L\)
    end if
    \(X[a] \leftarrow A[a] \oplus G . Y[a-1] \oplus L \| 0^{n / 2}\)
    \(Y[a] \leftarrow E_{K}(X[a])\)
    for \(i \leftarrow 1\) to \(m-1\) do
        \(L \leftarrow 2 . L\)
        \(C[i] \leftarrow M[i] \oplus Y[i+a-1]\)
        \(X[i+a] \leftarrow M[i] \oplus G . Y[i+a-1] \oplus L \| 0^{n / 2}\)
        \(Y[i+a] \leftarrow E_{K}(X[i+a])\)
    end for
    if \(M \neq \epsilon\) then
        if \(|M| \bmod n=0\) then
                \(L \leftarrow 3 . L\)
        else
            \(L \leftarrow 3^{2} . L\)
        end if
        \(C[m] \leftarrow M[m] \oplus Y[m+a-1]\)
        \(X[m+a] \leftarrow M[m] \oplus G . Y[m+a-1] \oplus L \| 0^{n / 2}\)
        \(Y[m+a] \leftarrow E_{K}(X[m+a])\)
        \(C \leftarrow \operatorname{Trunc}_{|M|}(C[1]\|C[2]\| \ldots \| C[m])\)
        \(T \leftarrow \operatorname{Trunc}_{\tau}(Y[a+m])\)
    else
        \(C \leftarrow \epsilon\)
        \(T \leftarrow \operatorname{Trunc}_{\tau}(Y[a])\)
    end if
    return \(C \| T\)
```

GIFT-128 is an 128-bit Substitution-Permutation network (SPN) based block cipher with a key length of 128 -bit. It is a 40 -round iterative block cipher with identical round function. There are two versions of GIFT, namely GIFT-64 and GIFT-128. The complete construction of the GIFT-128 block cipher is given in [20]. GIFT is considered to be one of the lightest design existing in the literature.

COFB is a lightweight AEAD mode. The underlying cryptographic primitive is an $n$-bit block cipher, $E_{K}$. We assume that $n$ is a multiple of 4 . The key of the scheme is the key of the block cipher, i.e. $K$. We provide the detailed encryption algorithm of the COFB Authenticated Encryption Mode in the next page. The mode presented in the construction of GIFT-COFB slightly differs with the original proposal though. The designers of GIFT-COFB changed the nonce to be 128 bit, the feedback to make it more hardware efficient, the mask update function to deal with empty data and the padding for the associated data. These updates make the design more lightweight and more efficient to deal with short data inputs. However, this updates does not have impact on the security of the mode, except a nominal 1-bit security degradation.

## 4. Ascon Mode

The cipher suite Ascon, which provides Authenticated Encryption with Associated Data (AEAD) and Hashing Functionality consists of the authenticated ciphers Ascon-128 and Ascon-128a, which have been selected as primary choice for lightweight authenticated encryption in the final portfolio of the CAESAR competition. The recommendation for NIST also includes Ascon-Hash combined with Ascon-128 or Ascon-128a. All schemes provide 128 -bit security and internally use the same 320 -bit permutation (with different round numbers) so that a single lightweight primitive is sufficient to implement both AEAD and hashing.

The algorithm given in the next page is used for Authenticated Encryption of Ascon. The mode of operation for hashing is based on sponges. Both the hash function Ascon-Hash with fixed output size and the eXtendable output function Ascon-Xof with variable output size internally use the same hashing algorithm. The detailed algorithms for hashing and verified decryption can be found in [21].

All Ascon family members provide 128 -bit security in the notion of nonce-based AEAD i.e. they protect the confidentiality of the plaintext (except its length) and the integrity of ciphertext including the associated data (under adaptive forgery attempts). The number of processed plaintext and associated data blocks protected by the encryption algorithm is limited to a total of $2^{64}$ blocks per key, which corresponds to maximum of $2^{68}$ bytes. We consider this as more than sufficient for lightweight applications in practice. Ascon provides 128 -bit security against collision attacks and (second) pre-image attacks. Like other sponge based hash functions, Ascon-Hash also resists other attacks, including length extension attacks and second-preimage attacks for long messages.

```
Algorithm 17 Ascon Authenticated Encryption: Ascon- \(\mathcal{E}_{K}^{N, A}(P)\)
    \(/ / P \in\{0,1\}^{*}, A \in\{0,1\}^{*}, N \in\{0,1\}^{128},|K| \leq 160\)
    \(S \leftarrow \mathrm{IV}\|K\| N\)
    \(S \leftarrow p^{a}(S) \oplus\left(0^{320-k} \| K\right)\)
    if \(|A|>0\) then
        \(A_{1} A_{2} \ldots A_{s} \leftarrow r-\) bit blocks of \(A\|1\| 0 *\)
        for \(i \leftarrow 1\) to \(s\) do
            \(S \leftarrow p^{b}\left(\left(S_{r} \oplus A_{i}\right) \| S_{c}\right)\)
        end for
    end if
    \(S \leftarrow S \oplus\left(0^{319} \| 1\right)\)
    \(P_{1} P_{2} \ldots P_{t} \leftarrow r-\) bit blocks of \(P\|1\| 0 *\)
    for \(i \leftarrow 1\) to \(t-1\) do
        \(S_{r} \leftarrow S_{r} \oplus P_{i}\)
        \(C_{i} \leftarrow S_{r}\)
        \(S \leftarrow p^{b}(S)\)
    end for
    \(S_{r} \leftarrow S_{r} \oplus P_{t}\)
    \(\tilde{C}_{t} \leftarrow\left[S_{r}\right]_{|P| \bmod r}\)
    \(C \leftarrow C_{1}\left\|C_{2}\right\| \ldots\left\|C_{t-1}\right\| \tilde{C}_{t}\)
    \(S \leftarrow p^{a}\left(S \oplus\left(0^{r}\|K\| 0^{320-r-k}\right)\right)\)
    \(T \leftarrow\lceil S\rceil^{128} \oplus\lceil K\rceil^{128}\)
    return \(C \| T\)
```


### 6.2 Security Definitions for AEAD modes

There is a huge variety of construction of the AEAD modes. This is why, all the existing AEAD modes can not be concluded secure or insecure under certain definitions. This provoked different security definitions for AEAD modes. Most of the security definitions are defined using real-or-ideal games. These games are used by the challenger as an intermediate step of the game between the adversary $\mathcal{A}$ and the challenger $\mathcal{C} . \mathcal{F}$ is considered to be the set of all random functions, Params is the set of all necessary parameters like associated data, nonce, tweak etc. The adversary outputs his guess bit using any one of the two experiment algorithms $E x p^{0}$ and $E x p^{1}$.

## 1. IND-CPA security

The adversary is only allowed to query for plaintexts. Since we are now considering AEAD modes, so the adversary can provide its choice for nonce and associated data too. The game is as follows.

## Decide $A E A D$ mode $\mathcal{E}$

```
Adversary \(\mathcal{A}\)
```


## Challenger $\mathcal{C}$

```
choose \(K \stackrel{\&}{\leftarrow} \mathcal{K}\)
choose \(F \stackrel{\&}{\leftarrow} \mathcal{F}\)
For \(i=1,2, \ldots, n\)
\(m_{i} \leftarrow \mathcal{M}\)
params \(_{i} \leftarrow \mathcal{P}\)
\(\xrightarrow{\left(\text { params }_{i}, m_{i}\right)}\)

> choose \(b \stackrel{\$}{\leftarrow}\{0,1\}\)
> For \(i=1,2, \ldots, n\)
```

$\qquad$

```
\(b^{\prime} \leftarrow \operatorname{Exp}^{C P A-j}(\mathcal{A})\)
output \(b^{\prime}\)
```

$$
\mathcal{A} \text { wins the game if } b^{\prime}=b
$$

Here $\mathcal{A}$ simulates its experiments $\operatorname{Exp}^{C P A-1}$ and $\operatorname{Exp}^{C P A-0}$ with all $m_{i}, c_{i}$, params $s_{i}$ as input. Input $=\left(m_{1}, c_{1}\right.$, params $_{1}, m_{2}, c_{2}$, params $_{2}, \ldots, m_{n}, c_{n}$, params $\left._{n}\right)$.

$$
\begin{array}{c|c}
\text { Case 1: } & \text { Case 2: } \\
\operatorname{Exp}^{C P A-1}(\mathcal{A}) & \operatorname{Exp}^{C P A-0}(\mathcal{A}) \\
K \underset{\mathcal{A}}{\stackrel{\$}{\mathcal{E}} \mathcal{K}} & g \stackrel{\& \mathcal{F}}{\leftarrow} \\
b^{\prime} \leftarrow \mathcal{A}^{K}(\text { Input }) & b^{\prime} \leftarrow \mathcal{A}^{g}(\text { Input })
\end{array}
$$

Then the IND-CPA advantage of $\mathcal{A}$ for the AEAD mode $\mathcal{E}$ will be

$$
A d v_{\mathcal{E}}^{C P A}(\mathcal{A})=\left|\operatorname{Pr}\left[\operatorname{Exp}_{\mathcal{E}}^{C P A-1}(\mathcal{A})=1\right]-\operatorname{Pr}\left[\operatorname{Exp}_{\mathcal{E}}^{C P A-0}(\mathcal{A})=1\right]\right|
$$

## 2. IND-CCA security

The adversary is allowed to query for plaintexts and ciphertexts. The adversary can provide its choice for nonce and associated data alongside the plaintexts and ciphertexts. The game is as follows.

## Decide $A E A D$ mode $\mathcal{E}$

```
Adversary \(\mathcal{A}\)
```


## Challenger $\mathcal{C}$

choose $K \stackrel{\&}{\leftarrow} \mathcal{K}$
choose $F \stackrel{\mathscr{S}}{\leftarrow} \mathcal{F}$
For $i=1,2, \ldots, n$
$m_{i} \leftarrow \mathcal{M}$
params $_{i} \leftarrow \mathcal{P}$
For $j=1,2, \ldots, n^{\prime}$
$c_{j}^{\prime} \leftarrow \mathscr{C}$
params $_{j}{ }^{\prime} \leftarrow \mathcal{P}$

$$
\xrightarrow[\left(\text { params }_{j}{ }^{\prime}, c_{j}^{\prime}\right)]{\left(\text { params }_{i}, m_{i}\right)}
$$

choose $b \stackrel{\$}{\leftarrow}\{0,1\}$
For $i=1,2, \ldots, n$, For $j=1,2, \ldots, n^{\prime}$
if $b=0 \quad$ if $b=1$
$\operatorname{Real}_{\mathcal{E}_{K}^{\text {params }_{i}}\left(m_{i}\right)} \quad \operatorname{Ideal}_{\mathcal{E}_{K}^{\text {params }_{i}}\left(m_{i}\right)}$ $c_{i} \leftarrow \mathcal{E}_{K} \cdot \operatorname{Enc}\left(\right.$ params $\left._{i}, m_{i}\right) \quad c_{i} \leftarrow F\left(\right.$ params $\left._{i}, m_{i}\right)$
$m_{j}^{\prime} \leftarrow \mathcal{E}_{K} \cdot \operatorname{Dec}\left(\right.$ params $\left._{j}^{\prime}, c_{j}^{\prime}\right) \quad m_{j}^{\prime} \leftarrow F^{-1}\left(\right.$ params $\left._{j}^{\prime}, c_{j}^{\prime}\right)$

```
\mp@subsup{b}{}{\prime}}\leftarrow\mp@subsup{\operatorname{Exp}}{}{CCA-j}(\mathcal{A}
```

\mp@subsup{b}{}{\prime}}\leftarrow\mp@subsup{\operatorname{Exp}}{}{CCA-j}(\mathcal{A}
output b

```
output b
```

$\mathcal{A}$ wins the game if $b^{\prime}=b$
Here $\mathcal{A}$ simulates its experiments $\operatorname{Exp}^{C C A-1}$ and $\operatorname{Exp}^{C C A-0}$ with all $m_{i}, c_{i}$, params $s_{i}$ as input. Input $=\left(m_{1}, c_{1}\right.$, params $_{1}, \ldots, m_{n}, c_{n}$, params $_{n} ; c_{1}^{\prime}, m_{1}^{\prime}$, params $_{1}^{\prime}, \ldots, c_{n^{\prime}}^{\prime}, m_{n^{\prime}}^{\prime}$, params $\left._{n^{\prime}}^{\prime}\right)$ :

## Case 1:

$\operatorname{Exp}^{C C A-1}(\mathcal{A})$
$K \stackrel{\&}{\leftarrow} \mathcal{K}$
$b^{\prime} \leftarrow \mathcal{A}^{\mathcal{E}_{K}}($ Input $)$

## Case 2:

$\operatorname{Exp}^{C C A-0}(\mathcal{A})$
$g \stackrel{\$}{\leftarrow} \mathcal{F}$
$b^{\prime} \leftarrow \mathcal{A}^{g}($ Input $)$
Then the IND-CCA advantage of $\mathcal{A}$ for the AEAD mode $\mathcal{E}$ will be

$$
A d v_{\mathcal{E}}^{C C A}(\mathcal{A})=\left|\operatorname{Pr}\left[\operatorname{Exp}_{\mathcal{E}}^{C C A-1}(\mathcal{A})=1\right]-\operatorname{Pr}\left[\operatorname{Exp}_{\mathcal{E}}^{C C A-0}(\mathcal{A})=1\right]\right|
$$

## 3. INT-CTXT security

Let $\mathcal{E}=(E n c, D e c)$ be an AEAD mode.
Let $G_{I N T-C T X T}$ be the ciphertext integrity game defined as follows.
Game $G_{I N T-C T X T}$
Procedure Initialize ( $\nu$ )
$K \stackrel{\&}{\leftarrow} \mathcal{K}$

## Procedure Finalize

return win
Procedure Encrypt( $H, M$ )

```
if \(\nu=N R\) and \(v \in B\) then
    return \(\perp\)
end if
\(C \leftarrow \mathcal{E}_{K} \cdot \operatorname{Enc}(H, M)\)
\(B \leftarrow B \bigcup\{V\}\)
\(\mathcal{Q} \leftarrow \mathcal{Q} \bigcup\{(H, C)\}\)
return \(C\)
```

Procedure Verify (H,C)

```
\(M \leftarrow \mathcal{E}_{K} \cdot \operatorname{Dec}(H, C)\)
if \((H, C) \notin \mathcal{Q}\) and \(M \neq \perp\) then
    win \(\leftarrow\) True
end if
return \(M(\neq \perp)\)
```

For an adversary $\mathcal{A}$, the INT-CTXT advantage over the scheme $\mathcal{E}$ is defined to be

$$
A d v_{\mathcal{E}}^{I N T-C T X T}=\operatorname{Pr}\left[\mathcal{A}_{G_{I N T-C T X T}}(\nu) \Longrightarrow 1\right]
$$

## 4. nAEAD Security

A nonce based AEAD mode is an authenticated encryption mode with associated data where a nonce is used. That is, $\mathcal{E}=(E n c, D e c)$ is a nonce based AEAD scheme where $\mathcal{K}$ is the key space, encryption function $E n c: \mathcal{K} \times \mathcal{N} \times \mathcal{A}^{\prime} \times \mathcal{M} \rightarrow \mathscr{C} \bigcup\{\perp\}$ and decryption function $\operatorname{Dec}: \mathcal{K} \times \mathcal{N} \times \mathcal{A}^{\prime} \times \mathscr{C} \rightarrow \mathcal{M} \bigcup\{\perp\}$, where $\mathcal{N}$ is nonce space, $\mathcal{C}$ is ciphertext space, $\mathcal{M}$ is message space, $\mathcal{A}^{\prime}$ is space of associated data. The adversary can choose nonce $N$, associated data $A$ before querying to challenger $\mathcal{C}$. The nonce must be chosen following the nonce respecting policy. That is, the nonce for two distinct messages must not be chosen same. The real and ideal games are as follows.

| $\begin{aligned} & \text { Real }_{\mathcal{E}}: \\ & K \longleftarrow \mathcal{K} \end{aligned}$ | $\begin{aligned} & \text { Ideal }_{\mathcal{E}} \text { : } \\ & \text { for }(\mathrm{N}, \mathrm{~A}) \longleftarrow \mathcal{N} \times \mathcal{A}^{\prime}: \\ & \pi_{N, A} \longleftarrow \mathcal{F} \end{aligned}$ |
| :---: | :---: |
| Oracle Enc(N,A,K,M) return $\mathcal{E}_{K} \cdot \operatorname{Enc}(N, A, K, M)$ | Oracle Enc(N,A,K,M) return $\pi_{N, A}(K, M)$ |
| Oracle $\operatorname{Dec}(\mathrm{N}, \mathrm{A}, \mathrm{K}, \mathrm{C})$ return $\mathcal{E}_{K} \cdot \operatorname{Dec}(N, A, K, C)$ | Oracle $\operatorname{Dec}(\mathrm{N}, \mathrm{A}, \mathrm{K}, \mathrm{C})$ <br> If $\exists \mathrm{M}$ s.t. $\pi_{N, A}(K, M)=C$, <br> then return M <br> else return $\perp$ |

## 5. MRAE security

Even though nonce based AE schemes are easy to implement, but still, reusing nonce can lead to strong attacks. The misuse resistance AE security is defined using the real and ideal games defined in nAEAD security. Here the adversary can query both encryption and decryption oracles, and can reuse the underlying nonce. The scheme $\Pi$ is MRAE secured if the advantage $A d v_{\Pi}^{\text {mrae }}$ is negligible, where

$$
\operatorname{Adv} v_{\Pi}^{\operatorname{mrae}}=\operatorname{Pr}\left[\mathscr{A}^{\mathcal{E}_{K}(\ldots, .) \mathcal{D}_{K}(., \ldots)} \Longrightarrow 1\right]-\operatorname{Pr}\left[\mathscr{A}^{\S(., \ldots) \perp(\ldots, .)} \Longrightarrow 1\right]
$$

## 6. Online AE or OAE Security

nAEAD secured modes cannot repeat nonce. Whereas, MRAE is a really strong security assumption. But MRAE modes cannot be online. This is why, we need an intermediate security definition. In fact, we say that a mode is OAE secure if it is online and any nonce reusing adversary cannot exploit it.

## 7. RAE Security

Let $\Pi=\left(\mathcal{E}_{K}, \mathcal{D}_{K}\right)$ be a nonce based encryption scheme. Consider the IND-CCA game for AEAD modes. Then the Robust AE security is defined using rephrasing the two games Real and Ideal as follows.

| $\begin{aligned} & \operatorname{Real}_{\Pi}: \\ & K \longleftarrow \mathcal{K} \end{aligned}$ | RAE $_{\Pi}$ : <br> for $(\mathrm{N}, \mathrm{A}, \lambda) \longleftarrow \Sigma^{*} \times \Sigma^{*} \times \mathbb{N}$ : $\pi_{N, A, \lambda} \longleftarrow \operatorname{Inj}(\lambda)$, |
| :---: | :---: |
| Oracle Enc(N,A, $\lambda, \mathrm{M})$ return $\mathcal{E}_{K}(N, A, \lambda, M)$ | Oracle Enc $(\mathrm{N}, \mathrm{A}, \lambda, \mathrm{M})$ return $\pi_{N, A, \lambda}(M)$ |
| Oracle $\operatorname{Dec}(\mathrm{N}, \mathrm{A}, \lambda, \mathrm{C})$ return $\mathcal{D}_{K}(N, A, \lambda, C)$ | Oracle $\operatorname{Dec}(\mathrm{N}, \mathrm{A}, \lambda, \mathrm{C})$ <br> If $\exists \mathrm{M}$ s.t. $\pi_{N, A, \lambda}(M)=C$, <br> then return M <br> else return $\perp$ |

Define the two experiments Exp-0, Exp-1 by $R A E_{\Pi}(N, A, \lambda, M)$ and $\operatorname{Real}_{\Pi}(N, A, \lambda, M)$. Then, the nonce based encryption scheme is RAE secure if $A d v_{\Pi}^{R A E}$ is negligible, where

$$
A d v_{\Pi}^{R A E}=\operatorname{Pr}\left[\mathscr{A}^{C C A-0_{\Pi}(N, A, \lambda, M)} \Longrightarrow 1\right]-\operatorname{Pr}\left[\mathscr{A}^{C C A-1_{\Pi}(N, A, \lambda, M)} \Longrightarrow 1\right]
$$

## 8. muCCAmL2 Security

Let $L E n c_{K}(i, N, A, M)$ be the function that outputs $E n c_{K_{i}}(N, A, M)$ with leakage $L_{\text {enc }}\left(K_{i}, N, A, M\right), L D e c_{K}(i, N, A, M)$ outputs $D e c_{K_{i}}(N, A, M)$ with leakage $L_{\text {dec }}\left(K_{i}, N, A, M\right)$, $L D e c_{K}^{\perp}(i, N, A, M)$ outputs $\operatorname{Leak}_{d} \leftarrow L_{d e c}\left(K_{i}, N, A, M\right)$ if $C$ is an output of some leaking encryption query $(i, N, A, M)$ and outputs $\left(\perp\right.$, Leak $\left._{d}\right)$ otherwise. For a multi-user AEAD scheme, we define the Ciphertext Integrity with Misuse-resistance and (encryption \& decryption) Leakage game as follows.

## Priv ${ }^{m u C C A m L 2, b}$ Game

- Initialization : Generate $K_{1}, K_{2}, \ldots, K_{u} \leftarrow \mathcal{K}, \mathcal{E}_{c h}, \mathcal{E}_{1}, \ldots, \mathcal{E}_{u} \leftarrow\{\phi\}$
- Leaking Encryption Queries : $\mathcal{A}^{L}$ queries LEnc adaptively.

LEnc outputs $\perp$ if $(i, N, *, *) \in \mathcal{E}_{c h}$,
outputs $\left(E n c_{K_{i}}(N, A, A M), L_{e n c}\left(K_{i}, N, A, M\right)\right)$ otherwise.
In the later case, update $\mathcal{E}_{i} \leftarrow \mathcal{E}_{i} \bigcup\{N\}$.

- Leaking Decryption Queries: $\mathcal{A}^{L}$ queries $L D e c$ adaptively.
$L D e c$ outputs $\perp$ if $(i, N, A, C) \in \mathcal{E}_{c h}$, and
outputs $\left(D e c_{K_{i}}(N, A, C), L_{d e c}\left(K_{i}, N, A, C\right)\right)$, otherwise.
- Challenge Queries: $\mathcal{A}^{L}$ submits $\left(i, N_{c h}, A_{c h}, M^{0}, M^{1}\right)$

If $\left|M^{0}\right| \neq\left|M^{1}\right|$, return $\perp$
Else $b \stackrel{\&}{\leftarrow}\{0,1\}$,
Update $\mathcal{E}_{c h}=\mathcal{E}_{\text {ch }} \bigcup\left\{\left(i, N_{c h}, A_{c h}, L_{\text {enc }}\left(K_{i}, N, A, M\right)\right)\right\}$
return $\operatorname{LEnc}\left(i, N_{c h}, A_{c h}, M^{b}\right)$

- Decryption Challenge Leakage Queries : $\mathcal{A}^{L}$ queries $L_{\text {decch }}$ adaptively.

For a query ( $i, N_{c h}, A_{c h}, C^{b}$ ),
$L_{\text {decch }}$ return $L_{d e c}\left(k, N_{c h}, A_{c h}, C^{b}\right)$ if $\left(i, N_{c h}, A_{c h}, C^{b}\right) \in \mathcal{E}_{c h}$, and
$L_{\text {decch }}$ return $\perp$, otherwise.

- Finalization : $\mathcal{A}^{L}$ returns guess bit $b^{\prime}$.

The muCCAmL2 Advantage of $\mathcal{A}^{\mathcal{L}}$ is defined as

$$
\left|\operatorname{Pr}\left[\operatorname{Priv}^{m u C C A m L 2,0} \Longrightarrow 1\right]-\operatorname{Pr}\left[\operatorname{Priv}^{m u C C A m L 2,1} \Longrightarrow 1\right]\right|
$$

## 9. Anonymous nAE Security

Let $\mathcal{E}$ be an anonymous nonce-based AEAD scheme, whose set of parameters are $\{l, N, A, A D\}$, which are generated by the following rules. $K \stackrel{\$}{\leftarrow} \mathcal{K}, l \leftarrow \mathcal{E}$.Init $(K)$, $K[l] \leftarrow K, L \leftarrow L \bigcup\{l\}, A \leftarrow \mathcal{E} . \operatorname{Asso}(A, l), N \leftarrow \mathcal{N}$. Then the anonymous nAE security of $\mathcal{E}$ is defined as the CCA game with Real and Ideal games redefined as follows.
$\operatorname{anAE-Real}_{\mathcal{E}}$ :
Get $M$ or $C$ from $\mathcal{A}$
oracle $\operatorname{Enc}(l, N, A, M)$
if $l \notin L$ or $N \notin N E[l]$ return $\perp$ else return $c \leftarrow \mathcal{E} \operatorname{Enc}(K[l], N, A, M)$
$\operatorname{anAE-Ideal}_{\mathcal{E}}$ :
Get $M$ or $C$ from $\mathcal{A}$
oracle $\operatorname{Enc}(l, N, A, M)$
if $l \notin L$ or $N \notin N E[l]$ return $\perp$
else $N E[l] \leftarrow N E[l] \bigcup\{N\}$
$H[C] \leftarrow H[C] \bigcup\{(l, N, A, M)\}$
return $c \stackrel{\$}{\leftarrow}\{0,1\}^{|M|+t}$
oracle $\operatorname{Dec}(l, N, A, C)$
return $\mathcal{E} . \operatorname{Dec}(l, N, A, C)$
oracle $\operatorname{Dec}(l, N, A, C)$
if $H[C]=\{\phi\}$ return $\perp$
else if $\exists!(l, N, A, M) \in H[C]$ s.t.
$l \in L, N \in N_{x}(N D[l]), A \in A D \bigcup A[l]$
return $(l, N, A, M)$

Then the anAE advantage of the adversary $\mathcal{A}$ will be

$$
A d v_{\mathcal{E}}^{a n A E}(\mathcal{A})=\left|\operatorname{Pr}\left[\operatorname{Exp}_{\mathcal{E}}^{C C A-1}(\mathcal{A})=1\right]-\operatorname{Pr}\left[\operatorname{Exp}_{\mathcal{E}}^{C C A-0}(\mathcal{A})=1\right]\right|
$$

## 10. LAE or Leakage Resistant AE Security

Let $\mathcal{E}$ be an AEAD mode and $\mathcal{A}$ be an adversary. Consider the IND-CCA game for AEAD modes. Then the LAE game is defined for the parameter set params $=(N, A)$ by rephrasing the real and ideal games as follows:

Game LAE-Ideal
Procedure Enc $(N, A, M)$
if $f[N, A, M]=\perp$ then

$$
f[N, A, M] \stackrel{\$}{\leftarrow}\{0,1\}^{|C|}
$$

end if
return $f[N, A, M]$

Procedure $\operatorname{Dec}(N, A, C)$

## return $\perp$

Then the LAE advantage of $\mathcal{E}$ is defined as: $A d v_{\mathcal{E}}^{L A E}() \mathcal{A}=\left|\operatorname{Pr}\left[\operatorname{Exp}_{\mathcal{E}}^{C C A-1}(\mathcal{A})=1\right]-\operatorname{Pr}\left[\operatorname{Exp}_{\mathcal{E}}^{C C A-0}(\mathcal{A})=1\right]\right|$

## 11. nvAE Security

Let $\mathcal{E}$ be a nonce based AEAD scheme with variable stretch. Let $\mathcal{X}$ be the set of all permissible pairs $(N, \tau)$ where $N$ is nonce and $\tau$ is an internal parameter that depends upon ciphertext $C$. Let $\mathcal{Y}$ be the set of all $(N, A, C)$ triplets where $A$ is associated data, $C$ is ciphertext. $\mathcal{F}$ is set of all pseudorandom functions depending upon $K, N, A, \tau, M, C$. To define nvAE security of $\mathcal{E}$, we consider the CCA-security game for AEAD modes along with params $_{i}=\left(N_{i}, A_{i}, \tau_{i}\right)$ and redefine Real and Ideal games.
$\operatorname{nvAE-Real}_{F}$ :
Get $M$ or $C$ from $\mathcal{A}$
$K \stackrel{\$}{\leftarrow} \mathcal{K}$
$\mathcal{X} \leftarrow\{\phi\}, \mathcal{Y} \leftarrow\{\phi\}$
Oracle Enc $(N, A, \tau, M)$
if $(N, \tau) \in \mathcal{X}$
return $\perp$
$\mathcal{X} \leftarrow \mathcal{X} \bigcup\{(N, \tau)\}$
$C \leftarrow \mathcal{E} \cdot \operatorname{Enc}(K, N, A, \tau, M)$
if $\tau=\tau_{C}$
$\mathcal{Y} \leftarrow \mathcal{Y} \bigcup\{(N, A, C)\}$
return $C$
Oracle $\operatorname{Dec}(N, A, \tau, C)$
if $\tau=\tau_{C}$ and $(N, A, C) \in \mathcal{Y}$
return $\perp$
else
return $\mathcal{E} . \operatorname{Dec}(K, N, A, \tau, C)$
nvAE-Ideal $_{F}$ :
Get $M$ or $C$ from $\mathcal{A}$
$K \stackrel{\$}{\leftarrow} \mathcal{K}$
$\mathcal{X} \leftarrow\{\phi\}, \pi \stackrel{\$}{\leftarrow} \mathcal{F}$
Oracle Enc( $N, A, \tau, M)$
if $(N, \tau) \in \mathcal{X}$
return $\perp$
$\mathcal{X} \leftarrow \mathcal{X} \bigcup\{(N, \tau)\}$
if $\tau=\tau_{C}$
$C \stackrel{\$}{\leftrightarrow}\{0,1\}^{|M|+\tau_{C}}$
return $C$
return $\pi(K, N, A, \tau, M)$
Oracle $\operatorname{Dec}(N, A, \tau, C)$
if $\tau=\tau_{C}$
return $\perp$
else
return $\pi^{-1}(K, N, A, \tau, C)$

Then the nvAE advantage of the adversary $\mathcal{A}$ for the scheme $\mathcal{E}$ will be

$$
A d v_{\mathcal{E}}^{n v A E}(\mathcal{A})=\left|\operatorname{Pr}\left[\operatorname{Exp}_{\mathcal{E}}^{C C A-1}(\mathcal{A})=1\right]-\operatorname{Pr}\left[\operatorname{Exp}_{\mathcal{E}}^{C C A-0}(\mathcal{A})=1\right]\right|
$$

## 12. DAE security

We define DAE security notions for deterministic authenticated encryption schemes. Suppose $\mathcal{E}=(E n c, D e c)$ be a nonce-based deterministic AEAD scheme. That is, it always returns the same value for querying with same parameters $N$ (nonce), $A$ (asso. data), $M$ (message), $C$ (ciphertext). The DAE security game is defined as the following CCA security game with params ${ }_{i}=\left(N_{i}, A_{i}\right)$ and the real and ideal games.

```
DAE-Real }\mp@subsup{\mathcal{E}}{\mathrm{ :}}{
K}\stackrel{$}{\leftarrow}\mathcal{K
Get A,N,M/C from }\mathcal{A
oracle Enc(N,A,K,M) oracle Enc(N,A,K,M)
return \mathcal{E}
DAE-Ideal }\mp@subsup{\mathcal{E}}{\mathrm{ :}}{
K}\stackrel{$}{\leftarrow}\mathcal{K
Get A,N,M/C from \mathcal{A}
resp}\leftarrow{\phi},\mp@subsup{\mathrm{ resp }}{1}{}\leftarrow{\phi
return C
else C}\stackrel{&}{\leftarrow}\mathscr{C
resp}\leftarrow\operatorname{resp}\bigcup{((N,A,K,M),C)
return C
oracle Dec(N,A,K,C) oracle Dec(N,A,K,C)
return \mathcal{E}.Dec(N,A,K,C) if \existsMs.t. ((N,A,K,C),M)\in\mp@subsup{\operatorname{resp}}{1}{}
return M
else M}\stackrel{$}{\leftarrow}\mathcal{M
resp}1\leftarrow\mp@subsup{\operatorname{resp}}{1}{}\bigcup{((N,A,K,C),M)
return M
```

Then the DAE advantage of the adversary $\mathcal{A}$ for the scheme $\mathcal{E}$ will be

$$
\operatorname{Adv} v_{\mathcal{E}}^{D A E}(\mathcal{A})=\left|\operatorname{Pr}\left[\operatorname{Exp}_{\mathcal{E}}^{C C A-1}(\mathcal{A})=1\right]-\operatorname{Pr}\left[\operatorname{Exp}_{\mathcal{E}}^{C C A-0}(\mathcal{A})=1\right]\right|
$$

## 13. Subtle AE or SAE security

A subtle AE scheme is a nonce based AE scheme, that, in addition, uses a header from the space $\mathcal{H}$. Thus, a subtle AE scheme $\mathcal{E}=(E n c, D e c)$ can be defined using Enc: $\mathcal{K} \times \mathcal{N} \times \mathcal{H} \times \mathcal{M} \rightarrow \mathscr{C} \times \mathcal{T}$ and $\operatorname{Dec}: \mathcal{K} \times \mathcal{N} \times \mathcal{H} \times \mathscr{C} \times \mathcal{T} \rightarrow \mathcal{M} \bigcup\{\perp\}$. The security of a subtle AE scheme is defined using the IND-CCA game and the real and ideal games are defined as following.

```
Real }\mp@subsup{\mathcal{E}}{:}{
K\longleftarrow\mathcal{K}
Oracle Enc(N,A,H,K,M)
return }\mp@subsup{\mathcal{E}}{K}{}\cdot\operatorname{Enc}(N,A,H,K,M
return \mathcal{E}
```

Oracle $\operatorname{Dec}(\mathrm{N}, \mathrm{A}, \mathrm{H}, \mathrm{C}) \quad$ Oracle $\operatorname{Dec}(\mathrm{N}, \mathrm{A}, \mathrm{H}, \mathrm{C})$

Ideal $_{\mathcal{E}}$ :
for $(\mathrm{N}, \mathrm{A}, \mathrm{H}) \longleftarrow \mathcal{N} \times \mathcal{A}^{\prime} \times \mathcal{H}$ :
$\pi_{N, A, H} \longleftarrow \mathcal{F}$,
Oracle Enc(N,A,H,K,M)
return $\pi_{N, A, H}(K, M)$
Oracle $\operatorname{Dec}(\mathrm{N}, \mathrm{A}, \mathrm{H}, \mathrm{C})$
If $\exists \mathrm{M}$ s.t. $\pi_{N, A, H}(K, M)=C$,
then return M
else return $\perp$

Then the SAE advantage of the adversary $\mathcal{A}$ for the scheme $\mathcal{E}$ will be

$$
A d v_{\mathcal{E}}^{S A E}(\mathcal{A})=\left|\operatorname{Pr}\left[\operatorname{Exp}_{\mathcal{E}}^{C C A-1}(\mathcal{A})=1\right]-\operatorname{Pr}\left[\operatorname{Exp}_{\mathcal{E}}^{C C A-0}(\mathcal{A})=1\right]\right|
$$

14. $C C A_{3}$ security

An AEAD mode $\mathcal{E}=(E n c, D e c)$ is called $C C A_{3}$ secure if it is both IND-CPA secure and INT-CTXT secure.
15. RUP Security of AE

For encrypting data in small-capacity devices, i.e., which cannot process very large data chunks, we need to define security notion in different way. The message fragments are enumerated, which includes new parameter $H$ in defining security. Let $\mathcal{E}=(E n c, D e c)$ be a nonce based AE scheme. The INT-RUP security is defined using the IND-CCA game where Real and Ideal games are redefined as below.

| Real $_{\mathcal{E}}:$ | Ideal $_{\mathcal{E}}:$ |
| :--- | :--- |
| $K \longleftarrow \mathcal{K}$ | $K \longleftarrow \mathcal{K}$ |
| Oracle $\operatorname{Enc}(\mathrm{N}, \mathrm{A}, \mathrm{H}, \mathrm{K}, \mathrm{M})$ |  |
| return $\mathcal{E}_{K} \cdot \operatorname{Enc}(N, A, H, K, M)$ | Oracle $\operatorname{Enc}(\mathrm{N}, \mathrm{A}, \mathrm{H}, \mathrm{K}, \mathrm{M})$ |
| return $\mathcal{E}_{K} \cdot \operatorname{Enc}(N, A, H, K, M)$ |  |
| Oracle $\operatorname{Dec}(\mathrm{N}, \mathrm{A}, \mathrm{H}, \mathrm{C})$ <br> return $\mathcal{E}_{K} \cdot \operatorname{Dec}(N, A, H, C)$ | Oracle $\operatorname{Dec}(\mathrm{N}, \mathrm{A}, \mathrm{H}, \mathrm{C})$ |
| return $\mathcal{E}_{K} \cdot \operatorname{Dec}(N, A, H, C)$ |  |
| Oracle $\operatorname{Verify}(\mathrm{N}, \mathrm{A}, \mathrm{H}, \mathrm{M}, \mathrm{T})$ <br> return $\operatorname{Verify} y_{N, A, H}(M, T)$ | Oracle Verify $(\mathrm{N}, \mathrm{A}, \mathrm{H}, \mathrm{M}, \mathrm{T})$ |
| return $\perp$ |  |

Then the RUP advantage of the adversary $\mathcal{A}$ for the scheme $\mathcal{E}$ will be

$$
A d v_{\mathcal{E}}^{I N T-R U P}(\mathcal{A})=\left|\operatorname{Pr}\left[\operatorname{Exp}_{\mathcal{E}, V \operatorname{Verify}}^{C C A-1}(\mathcal{A})=1\right]-\operatorname{Pr}\left[\operatorname{Exp}_{\mathcal{E}, \perp}^{C C A-0}(\mathcal{A})=1\right]\right|
$$

### 6.3 Necessary Condition for Security of AEAD Modes

The general format of a nonce based AEAD mode is $\mathcal{E}=($ KeyGen, $($ Enc, TagGen $)$, Dec $)$

$$
\begin{aligned}
& \text { where }(\text { Enc, TagGen }): \mathcal{K} \times \mathcal{N} \times \mathcal{A} \times \mathcal{M} \rightarrow \mathcal{C} \times \mathcal{T} \\
& \quad \text { and } \operatorname{Dec}: \mathcal{K} \times \mathcal{N} \times \mathcal{A} \times \mathcal{C} \times \mathcal{T} \rightarrow \mathcal{M} \cup\{\perp\}
\end{aligned}
$$

The AEAD modes consists of an encryption and a tag generation algorithm as parts of the authenticated encryption procedure. Thus, for security of the mode, it is necessary for the encryption algorithm to possess IND-CCA, and for the tag-generation part, to have INT-CTXT security. Bellare et.al.[2] have proven that $I N D-C P A+I N T-C T X T \Longrightarrow I N D-C C A$.

Theorem. Let $\mathcal{S E}=(\mathcal{K}, \mathcal{E}, \mathcal{D})$ be an AEAD mode. Let $\mathcal{A}$ be probabilistic polynomial time IND-CCA adversary asking for $q_{e}$ many encryption and $q_{d}$ many decryption queries. Then it is possible to construct a probabilistic polynomial time IND-CPA adversary and a probabilistic polynomial time INT-CTXT adversary.

Proof. Consider the following games.

Games $G_{0}, G_{1}$
Procedure Initialize
$K \stackrel{\$}{\leftarrow} \mathcal{K}, b \stackrel{\$}{\leftarrow}\{0,1\}, S \leftarrow \Phi$
Procedure $L R\left(M_{0}, M_{1}\right)$
$C=\mathbb{E}\left(K, M_{b}\right), S \leftarrow S \bigcup\{C\}$
return $C$
$\underline{\text { Procedure } \operatorname{Dec}(C)}$
If $C \notin S$ then $M \leftarrow \mathcal{D}(K, C)$
else $M \leftarrow \perp$
if $M \neq \perp$ then
bad $\leftarrow$ true
$M \leftarrow \perp / /$ for $G_{1}$
end if
return $M$
Procedure Finalize
return $(d=b)$

## Game $G_{2}$

Procedure Initialize
$K \stackrel{\&}{\leftarrow} \mathcal{K}, b \stackrel{\$}{\leftarrow}\{0,1\}$
Procedure $L R\left(M_{0}, M_{1}\right)$
$C=\mathbb{E}\left(K, M_{b}\right)$
return $C$
Procedure $\operatorname{Dec}(C)$
return $\perp$

## Procedure Finalize

return $(d=b)$

Then we have $\operatorname{Pr}\left[I N D-C C A_{\mathbb{S E}}^{\mathcal{A}} \Longrightarrow \operatorname{true}\right]=\operatorname{Pr}\left[G_{0}^{\mathcal{A}} \Longrightarrow\right.$ true $]$

$$
\begin{gathered}
=\operatorname{Pr}\left[G_{1}^{\mathcal{A}} \Longrightarrow \operatorname{true}\right]+\left(\operatorname{Pr}\left[G_{0}^{\mathcal{A}} \Longrightarrow \operatorname{true}\right]-\operatorname{Pr}\left[G_{1}^{\mathcal{A}} \Longrightarrow \operatorname{true}\right]\right) \\
=\operatorname{Pr}\left[G_{1}^{\mathcal{A}} \Longrightarrow \operatorname{true}\right]+\operatorname{Pr}\left[G_{1}^{\mathcal{A}} \text { sets bad }\right]
\end{gathered}
$$

Now Dec procedure of $G_{1}$ and $G_{2}$ both always return $\perp$.
So, $\operatorname{Pr}\left[G_{1}^{\mathcal{A}} \Longrightarrow t r u e\right]=\operatorname{Pr}\left[G_{2}^{\mathcal{A}} \Longrightarrow\right.$ true $]$
Now we design an adversary $\mathcal{A}_{c}$ which runs the game $G_{1}$.
Then $\operatorname{Pr}\left[G_{1}^{\mathcal{A}_{\text {sets }}}\right.$ bad $] \leq \operatorname{Pr}\left[I N T-C T X T_{\mathcal{S} \mathcal{E}}^{\mathcal{A}_{c}}\right.$ returns true $]$
Let $\mathcal{A}_{p}$ be an adversary that simply runs the game $G_{2}$.
Then $\operatorname{Pr}\left[G_{2}^{\mathcal{A}}\right.$ returns true $] \leq \operatorname{Pr}\left[I N D-C P A_{\mathcal{S} \mathcal{E}}^{\mathcal{A}_{c}}\right.$ returns true $]$
Clearly $\mathcal{A}_{c}$ and $\mathcal{A}_{p}$ are probabilistic polynomial time adversaries. Thus the claim is true.
Conversely, we can conclude that if a scheme is IND-CPA + INT-CTXT, then it is also IND-CCA. Now, suppose $(\mathcal{E}, \mathcal{D})$ be a nonce based AEAD mode. Then, to define IND-CPA or INT-CTXT security, we have to consider params $=(N, A)$. Now consider the games for nAEAD, IND-CPA and INT-CTXT security.

Games $G_{3}, G_{4}$
Procedure Initialize
$K \stackrel{\$}{\leftarrow} \mathcal{K}, b \stackrel{\$}{\leftarrow}\{0,1\}, S \leftarrow \Phi$
Procedure $R R(M)$
if $b=0$ then
$C=\mathbb{E}(K, N, M), S \leftarrow S \bigcup\{C\}$
else
$C=f(K, N, M), S \leftarrow S \bigcup\{C\}$
end if
return $C$
Procedure $\operatorname{Dec}(C)$
If $C \notin S$ then $M \leftarrow \mathcal{D}(K, N, C)$
else $M \leftarrow \perp$
if $M \neq \perp$ then
bad $\leftarrow$ true
$M \leftarrow \perp / /$ for $G_{4}$
end if
return $M$
Procedure Finalize
return $(d=b)$

Game $G_{5}$

## Procedure Initialize

$K \stackrel{\&}{\leftarrow} \mathcal{K}, b \stackrel{\&}{\leftarrow}\{0,1\}$
Procedure $R R(M)$
if $b=0$ then
$C=\mathbb{E}(K, N, M)$
else
$C=f(K, N, M)$
end if
return $C$
Procedure Dec(C)
return $\perp$

## Procedure Finalize

return $(d=b)$

Then using similar arguments as before, we have

$$
\begin{gathered}
\operatorname{Pr}\left[n A E A D_{\mathbb{S E}}^{\mathcal{A}} \Longrightarrow \operatorname{true}\right]=\operatorname{Pr}\left[G_{3}^{\mathcal{A}} \Longrightarrow \operatorname{true}\right] \\
\quad=\operatorname{Pr}\left[G_{4}^{\mathcal{A}} \Longrightarrow \operatorname{true}\right]+\operatorname{Pr}\left[G_{4}^{\mathcal{A}} \text { sets bad }\right]
\end{gathered}
$$

We define adversary $\mathcal{A}_{c}$ that chooses a bit $b$ and plays real-or-random encryption game. For decryption query, irrespective of choice $b$ or key, $\mathcal{A}_{c}$ returns $\perp$. Similarly we make adversary $\mathcal{A}_{p}$ that plays $G_{5}$ game. Then we have

$$
\begin{gathered}
\operatorname{Pr}\left[G_{4}^{\mathcal{A}} \text { sets bad }\right] \leq \operatorname{Pr}\left[I N T-C T X T_{\mathcal{S} \mathcal{E}}^{\mathcal{A}_{\mathcal{C}}} \text { returns true }\right] \\
\operatorname{Pr}\left[G_{5}^{\mathcal{A}} \text { returns true }\right] \leq \operatorname{Pr}\left[I N D-C P A_{\mathcal{S} \mathcal{E}}^{\mathcal{A}_{c}} \text { returns true }\right]
\end{gathered}
$$

Thus we can construct probabilistic polynomial time adversary for IND-CPA and INT-CTXT games. Thus we can conclude that if a scheme is not nAEAD, then it is not IND-CPA and not INT-CTXT. Thus by negating the statement, IND-CPA+INT-CTXT implies nAEAD security. This proves the complete theorem.

### 6.4 Comparison Table for AEAD modes

There are two comparison tables for AEAD Modes. We have covered a total of around seventy different variants of Authenticated Encryption of Associated Data Modes of Operation. We have compared 23 AEAD modes and their variants from CAESAR and NIST LWC competition's final lists and also enlisted 28 AEAD modes along with their variants from different conference papers worldwide. The table contains important CAESAR competition finalists which include Stream cipher based modes like ACORN, MORUS, etc; Block cipher based modes like AEGIS, AES-COPA, AES-JAMBU, SILC, etc.; Sponge construction based Modes like Ascon, KETJE etc., and Compression function based Mode like OMD. We have concluded about properties like parallelizability, online-ness, inverse-freeness or not after studying the constructions thoroughly. Security bounds and types are inferred from the papers' security claims. We have also include NIST-LWC finalists like Elephant, GIFT-COFB etc., and other constructions like SAEB, TEDT, FELICS-AEAD, SLAE, NonceWrap, Honey etc. We are also focusing on past publications of competitions like ASIACRYPT, EUROCRYPT, etc. We intended to cover up as many modes as possible, in order to make our survey complete. Security bounds are Auth + Priv, unless otherwise specified.

The security bound for a mode of operation can be expressed, in most of the papers, as $\leq X+A d v$ (security of the underlying primitive). In this case, we have written down $X$ in the column security bound. For simplicity, we wrote down the security type of the underlying primitive in the last column Assump.. The papers which phrases their security bounds in terms of bit-size, we wrote down their security assumption on underlying primitive in last column.

Assump. Assumptions on the Security Notions of Underlying Primitives

SC
BC
Sp
CF
Primitive
O
P
P(2)
I
b, B
R
N
K
$k$
nAEAD
OAE
RAE
n-b Auth
n
$E_{K}$
$t$
$q_{e}$
$q_{d}$
$\sigma_{e}$
$\sigma_{d}$
$\sigma$
$q^{\prime}$
$\sigma_{A}$
muCIML
$q_{I C}$
$q_{t^{\prime}}$
u
TBC
$q_{v}$
$q_{f}$
$q_{\rho}, q_{F}, q_{L F}$
$\mathcal{I V}$
$S$

Stream Cipher Based Construction
Block Cipher Based Construction Sponge Construction
Compression Function Based Construction
Underlying Cipher, if any
Online
Parallelizable
Parallelizable considering 2 Blocks at a time
Inverse-Free
Bits, Bytes
(Denoting the corr. sizes in Columns Message, Key, State Size)
Random
Nonce
Key Used in the Schemes
Key Size
security of nonce based AEAD
online resistant AE security robust AE security
n-bit Authentication Security
Size of Message Block
Encryption Algorithm
Tag Size
Number of Encryption Queries
Number of Decryption Queries
Number of Encryption Block Queries
Number of Decryption Block Queries
Total number of Block Queries
(Encryption, Decryption and Verification)
Number of Incomplete Block Queries
Total number of Queries for Tag
MultiUser Ciphertext Integrity Advantage with Misuse Resistance
Number of Message Queries to Tag Generation Oracle
Total Number of Forgery Queries
Maximum Number of Blocks in Message
Tweakable Block Cipher
Number of Verification Queries
Number of Tag-Forgery Queries
Number of queries to the oracles of $\rho, F, L F$
$\left(\right.$ Note that. $\left.q_{T}=(l+1)\left(q_{F}+q_{L F}\right)+q_{\rho}\right)$
Initialization Vector Space
Sum of Block lengths for each $(\mathcal{A}, \mathcal{C})$ pair during Adversary Queries.
Total bit of Queried Messages
Probability of Tag-Forgery Attack
Size of S-permutation of AES

| Mode | Variants | Primitive | Props | Message | Key | State Size | Rate | IV/Nonce type | Security Type | Security Bound | Assump. |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| ACORN[SC] |  |  | O,I,P | $<2^{64} \mathrm{~b}$ | 128b | 293b |  | 128b, RN | nAEAD | 128b auth |  |
| AEGIS[BC] | $\begin{gathered} 128 \mathrm{~L} \\ 256 \\ 128 \\ \hline \end{gathered}$ |  | $\begin{aligned} & \mathrm{O}, \mathrm{I}, \mathrm{P} \\ & \mathrm{O}, \mathrm{I}, \mathrm{P} \\ & \mathrm{O}, \mathrm{I}, \mathrm{P} \end{aligned}$ | $\begin{aligned} & <2^{64} \mathrm{~b} \\ & <2^{64} \mathrm{~b} \\ & <2^{64} \mathrm{~b} \end{aligned}$ | $\begin{aligned} & 128 \mathrm{~b} \\ & 256 \mathrm{~b} \\ & 128 \mathrm{~b} \\ & \hline \end{aligned}$ | $\begin{aligned} & 128 \mathrm{~B} \\ & 256 \mathrm{~b} \\ & 128 \mathrm{~b} \end{aligned}$ | 1 | $\begin{aligned} & \text { 128b, RN } \\ & 256 \mathrm{~b}, \mathrm{RN} \\ & 128 \mathrm{~b}, \mathrm{RN} \end{aligned}$ | nAEAD | 128-b authentication security | PRP-CCA |
| AES-COPA[BC] |  |  | O,P | $<2^{64} \mathrm{~b}$ | 128/192/256b | 128 b | $\frac{1}{2}$ | 128b, N | OAE | $\frac{39(\sigma+q)^{2}}{2^{n}}+\frac{2 q}{2^{n}}+\frac{(l+2)(q-1)}{2^{n}}$ : | PRP-CCA |
| AES-JAMBU[BC] |  |  | O,I | $<2^{64} \mathrm{~b}$ | 128b | 192b |  | 64b, N | OAE | $\begin{gathered} \frac{M^{2}}{2^{2 n}}+\frac{\left.q E \Lambda 2^{n}, M\right)}{2^{n}}+\frac{q M}{2^{n}} \text { [nonce respecting], } \\ \frac{M^{2}}{2^{2 n}}+\frac{q_{E \Lambda\left(2^{n}, M\right)}^{2^{n}}}{} \text { [nonce misusing] } \end{gathered}$ | PRP-CCA |
| AEZ[BC] |  |  | I,P | $<2^{64}$ b | arbitrary | arbitrary |  | arbitrary | RAE,MRAE | $\equiv \frac{4 s^{2}}{2110}+\frac{t}{2^{128}}$ | secure PRF |
| Ascon[Sp] |  |  | O,I | arbitrary | 128b | $\left\|p^{\text {b }}\right\|$ | $\frac{1}{4}$ | Fixed | nAEAD |  |  |
| SILC[BC] |  | AES128 PRESENT80 LED80 | O,I |  | $\begin{aligned} & 128 \mathrm{~b} \\ & 80 \mathrm{~b} \\ & 80 \mathrm{~b} \\ & \hline \end{aligned}$ | $\begin{aligned} & \left\|E_{K}\right\|+128+\|\operatorname{len}(A)\|+\|\operatorname{len}(C)\| \\ & \left\|E_{K}\right\|+80+\|\operatorname{len}(A)\|+\|\operatorname{len}(C)\| \\ & \left\|E_{K}\right\|+80+\|\operatorname{len}(A)\|+\|\operatorname{len}(C)\| \end{aligned}$ | 1 | $\begin{gathered} \hline 64 / 96 / 112 \mathrm{~b} \\ 32 / 48 \mathrm{~b} \\ 32 / 48 \mathrm{~b} \\ \hline \end{gathered}$ | nAEAD | $\begin{aligned} & \frac{5 \sigma_{\text {riv }}^{2}}{2^{n}} \text { [confidentiality] } \\ & \frac{5 \sigma_{\text {auth }}^{2}}{2 n^{n}}+\frac{q^{\prime}}{2 \tau} \text { [Authentication] } \end{aligned}$ | PRP-CPA |
| Deoxys[BC] |  | TBC | O,I |  | 128/256b | $\left\|E_{K}\right\|+\lceil\|A\| / n\rceil+\|K\|$ | 1 | nonce[ N ]:64/128b | nAEAD,MRAE | Birthday Bound | TPRP |
| CLOC[BC] |  | AES128 <br> TWINE80 | O,I |  | $\begin{gathered} 128 \mathrm{~b} \\ 80 \mathrm{~b} \end{gathered}$ | $\begin{aligned} & \left\|E_{K}\right\|+\|K\|+\|V\|+\|N\| \\ & \left\|E_{K}\right\|+\|K\|+\|V\|+\|N\| \end{aligned}$ | 1 | nonce $[\mathrm{N}]: 1-15 \mathrm{~B}$ <br> nonce $[\mathrm{N}]: 1-7 \mathrm{~B}$ | nAEAD | $\begin{aligned} & \frac{5 \sigma_{\text {priv }}^{2}}{2 n} \\ & \left.\frac{5 \sigma_{\text {anth }}^{2}}{2 n}+\frac{q^{\prime}}{2^{7}} \text { [Authentiality }\right] \end{aligned}$ | PRP-CCA |
| COLM[BC] |  |  | O |  | 128b | 128b | $\frac{1}{2}$ | nonce[ N$]: 64 \mathrm{~b}$ | OAE | birthday bound | PRP-CPA |
| TIAOXIN[BC] |  |  |  | $\leq 2^{128}-1 \mathrm{~b}$ | 128b |  |  |  | nAEAD | upto $2^{128} \mathrm{~b}$ | PRP-CCA |
| KETJE[Sp] |  | Keccak-p[400] | O,I |  | $\leq 182 b$ | 50B | 1 | $(182-\|K\|) \mathrm{b}$ | nAEAD |  | secure Hash |
| KEYAK[Sp] | RIVER | Keccak-p | O |  | $\geq 128 \mathrm{~b}$ | 96B |  | 58B,N | nAEAD | $\frac{q_{v} N}{2 K T}+\frac{M N}{2 c}+\frac{M^{2}}{2 c+1}+\frac{q^{\prime}}{2 c}$ |  |
| MORUS[SC] | $\begin{gathered} 640-128 \\ 1280-128 \\ 1280-256 \end{gathered}$ |  | O,I | $<2^{64} \mathrm{~b}$ | $\begin{aligned} & 128 \mathrm{~b} \\ & 128 \mathrm{~b} \\ & 256 \mathrm{~b} \\ & \hline \end{aligned}$ | $\begin{aligned} & \hline 640 \mathrm{~b} \\ & \text { 1280b } \\ & 1280 \mathrm{~b} \\ & \hline \end{aligned}$ |  | 128b, N | nAEAD | $\begin{gathered} 128 \mathrm{~b}[\text { auth + priv] } \\ 128 \mathrm{~b}[\text { auth }+ \text { priv] } \\ 128 \mathrm{~b}[\text { auth }], 256 \mathrm{~b}[\text { priv] } \end{gathered}$ |  |
| NORX[Sp] | $\begin{aligned} & \text { NORX32 } \\ & \text { NORX64 } \end{aligned}$ |  |  |  | $\begin{aligned} & 128 \mathrm{~b} \\ & 256 \mathrm{~b} \end{aligned}$ |  |  | $\begin{aligned} & 64 \mathrm{~b}, \mathrm{~N} \\ & 128 \mathrm{~b}, \mathrm{~N} \end{aligned}$ | nAEAD | 128b[confidentiality] <br> 256b[confidentiality] |  |
| Elephant[SC] | $\begin{gathered} \text { Dumbo } \\ \text { Jumbo } \\ \text { Delirium } \\ \hline \end{gathered}$ | $\begin{gathered} \hline \text { Spongent }-\pi[160] \\ \text { Spongent- } \pi[176] \\ \text { Keccak- } f[200] \\ \hline \end{gathered}$ | O,I,P | $\begin{aligned} & 160 b \\ & 176 \mathrm{~b} \\ & 200 \mathrm{~b} \end{aligned}$ | $\begin{aligned} & 128 \mathrm{~b} \\ & 128 \mathrm{~b} \\ & 128 \mathrm{~b} \end{aligned}$ | $\begin{gathered} (3 n+m) 576 \mathrm{~b} \\ 624 \mathrm{~b} \\ 696 \mathrm{~b} \end{gathered}$ | 1 | $96{ }^{\frac{1}{2}}$ | $\begin{gathered} \begin{array}{c} \text { nAEAD } \\ \text { (nonce } \\ \text { respecting) } \end{array} \\ \hline \end{gathered}$ | $\frac{l}{2^{n}}\binom{q_{c}}{2}+\frac{2^{n-t} q_{d}}{2^{n}-1} e^{\left(q_{e}+1\right) q_{e} / 2^{n}}+\frac{4 \sigma^{2}+4 \sigma p+4 \sigma+p}{2^{n}}+\frac{p}{2^{k}}$ <br> Auth. + Conf. | TPRP |
| GIFT-COFB[BC] |  | GIFT-128 | I | arbitrary | 128b | 320 b | 1 | 128b, N | $\begin{aligned} & \text { IND-CPA } \\ & \text { INT-CTXT } \end{aligned}$ |  | PRP-CPA |
| $\begin{gathered} \text { Grain-128 } \\ \text { AEAD [SC] } \end{gathered}$ |  | GRAIN |  | arbitrary | 128b | 160b |  | 96b, N | $\begin{gathered} \text { nonce respecting } \\ \text { AEAD } \\ \hline \end{gathered}$ |  | PRP-CPA |
| ISAP[Sp] |  |  | O,I |  | 128b | 400 b | $\frac{8}{25}$ | 128b, N | nAEAD |  | PRP-CCA |
| Photon-Beetle | $\begin{aligned} & \text { AEAD } \\ & \text { Hash } \end{aligned}$ |  | O,I,P | arbitrary | 128b | 256b |  | 128b, N | nonce respecting <br> AEAD |  | PRP-CPA |
| Sparkle(BC) | SCHWAEMM-128-128 SCHWAEMM-256-128 SCHWAEMM-192-192 SCHWAEMM-256-256 | Sparkle256 <br> Sparkle384 <br> Sparkle384 <br> Sparkle512 | $\begin{aligned} & \mathrm{O} \\ & \mathrm{O} \\ & \mathrm{O} \\ & \mathrm{O} \end{aligned}$ | $\begin{aligned} & \leq 2^{71} \mathrm{~b} \\ & \leq 2^{71} \mathrm{~b} \\ & \leq 2^{71} \mathrm{~b} \\ & \leq 2^{136} \mathrm{~b} \end{aligned}$ | $\begin{aligned} & 128 \mathrm{~b} \\ & 128 \mathrm{~b} \\ & 192 \mathrm{~b} \\ & 256 \mathrm{~b} \end{aligned}$ | $\begin{aligned} & 256 \mathrm{~b} \\ & 384 \mathrm{~b} \\ & 384 \mathrm{~b} \\ & 512 \mathrm{~b} \\ & \hline \end{aligned}$ | $\begin{aligned} & \frac{1}{2} \\ & \frac{2}{3} \\ & \frac{1}{2} \\ & \frac{1}{2} \\ & \hline \end{aligned}$ | $\begin{aligned} & 128 \mathrm{~b}, \mathrm{~N} \\ & 256 \mathrm{~b}, \mathrm{~N} \\ & 192 \mathrm{~b}, \mathrm{~N} \\ & 256 \mathrm{~b}, \mathrm{~N} \end{aligned}$ | nAEAD <br> (Non <br> repeating nonce) | $\begin{gathered} \frac{\sigma_{2}^{2}}{2^{236}}+\frac{q}{2^{228}}+\frac{q \cdot q q^{2}}{2^{236}}[\text { IND-CPA }], \\ \frac{q\left(q q_{q}+q_{d}\right)}{2^{256}}+\frac{q}{2^{2121}}+\frac{q^{128}}{2^{128.127}}+\frac{128 . \sigma_{d}}{2^{128}} \text { [INT-CTXT] } \\ \text { (basically same as Beetle) } \\ \hline \end{gathered}$ | PRP-CPA |
| TinyJambu | TinyJAMBU 128 TinyJAMBU 192 TinyJAMBU 256 |  | O,I |  | $\begin{aligned} & 128 \mathrm{~b} \\ & 192 \mathrm{~b} \\ & 256 \mathrm{~b} \end{aligned}$ | 256b |  | 96b,N | nAEAD | $\begin{gathered} \frac{\sigma_{c}^{2}}{2^{n+1}} \text { [Priv., Nonce Respecting Adversary] } \\ \left(\frac{2.74 \sigma_{c}}{\rho \sigma^{*}}\right)^{\rho} \cdot \frac{2^{r}}{\sqrt{p}}+\frac{\left(\sigma_{e}+\sigma_{d} d(\rho-2)\right.}{2(c+\nu) / 2+1}+\frac{q_{d}}{2^{t}} \\ \text { [Auth., Nonce Misuse Adversary] } \end{gathered}$ | PRP-CPA |


| Mode | Variants | Primitive | Props | Message | Key | State | Rate | IV/Nonce type | Security Type | Bound | Assump. |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| GCM |  |  | O,I,P | $\leq 2^{39}-256 \mathrm{~b}$ | $\|K\|$ | $\|N\|+\left\|E_{K}\right\|+\|K\|+\|H\|$ | 1 | $<2^{64} \mathrm{~b}, \mathrm{~N}$ | IND-CPA+INT-CTXT | $\begin{gathered} \frac{0.5(\sigma+2 q)^{2}+0.5 q(\sigma+2 q+1)(1 N \mid+1)}{q^{n}} \\ +\frac{q((+1) 1)}{2^{t}}[\text { Auh. }+ \text { Priv. }] \end{gathered}$ | PRP-CCA |
| CCM |  |  | I,P |  | $\|K\|$ | $\|N\|+\left\|E_{K}\right\|+\|K\|$ | 1 | \|blockcipher message|, N | IND-CPA+INT-CTXT | $\begin{gathered} \frac{\sigma^{2}}{2^{n}}+\frac{q_{d}}{2 t} \\ {[\text { auth }+ \text { priv }]} \end{gathered}$ | PRP-CCA |
| SAEB[BC] |  |  | O,I |  | 128b | 128b | 1 | 128b, N | nAEAD | $\frac{2 \sigma^{2}}{2^{n}}+\frac{(\rho-1)\left(\sigma_{A}+\sigma_{d}\right)}{2^{o}}+2^{r}\left(\frac{e \sigma_{d}}{\rho \rho^{2}}\right)^{\rho}+\frac{q_{d}}{2^{t}}$ |  |
| TEDT |  |  | I | $2^{38} \mathrm{~b}$ | 255b | $\|N\|+\left\|E n c^{T}\right\|+\|K\|+\|A\|$ | $\frac{1}{2}$ | 96b, N | muCIML2+muCCAmL2 | $\frac{\left(2 n^{2}+17\right)\left(4 \sigma+6\left(q_{c}+q_{d}\right)+2 q_{I C}\right)}{2^{n}}+\frac{u^{2}}{2{ }^{2}}+\frac{1}{(2 n)!}+\left(\frac{4 u}{2 n}\right)^{n}$ | LOR-CCA |
| Romulus | Romulus N1,N2,N3 Romulus M1,M2,M3 | $\begin{aligned} & \text { TBC } \\ & \text { TBC } \end{aligned}$ | $\begin{aligned} & \text { O,I } \\ & \text { O,I } \end{aligned}$ |  | $\begin{aligned} & 128 \mathrm{~b} \\ & 128 \mathrm{~b} \end{aligned}$ | $\begin{aligned} & n+2.5 k, n+2.2 k, n+2 k \\ & n+2.5 k, n+2.2 k, n+2 k \end{aligned}$ | $\begin{gathered} \frac{1}{2} \\ \frac{2}{3}, \frac{7}{11}, \frac{7}{11} \end{gathered}$ | $\begin{gathered} 96 / 128 \mathrm{~b}, \\ \mathrm{~N} \end{gathered}$ | $\begin{gathered} \text { nAEAD } \\ \text { OAE } \end{gathered}$ | $\begin{aligned} & \frac{3 q_{d}}{2^{n}}+\frac{2 q_{d}}{2^{t}}[\text { auth +priv] } \\ & \frac{5 \sigma_{d}}{2^{n}}[\text { auth }+ \text { priv] } \end{aligned}$ | TPRP |
| Remus | $\begin{gathered} \hline \text { Remus N1,N2,N3 } \\ \text { Remus M1,M2 } \\ \hline \end{gathered}$ | $\begin{aligned} & \mathrm{TBC} \\ & \mathrm{TBC} \\ & \hline \end{aligned}$ | $\begin{aligned} & \mathrm{O}, \mathrm{I} \\ & \mathrm{O}, \mathrm{I} \end{aligned}$ |  | $\begin{aligned} & 128 \mathrm{~b} \\ & 128 \mathrm{~b} \\ & \hline \end{aligned}$ | $\begin{gathered} n+k, 2 n+k, n+k \\ 2 n, 3 n \end{gathered}$ | 1 <br> $\frac{1}{2}$ | $\begin{gathered} 96 / 128 \mathrm{~b} \\ \mathrm{~N} \\ \hline \end{gathered}$ | nAEAD OAE |  | TPRP |
| Skinny-AEAD | $\begin{gathered} \mathrm{M} 1, \mathrm{M} 2, \mathrm{M} 3, \mathrm{M} 4 \\ \mathrm{M} 5, \mathrm{M} 6 \end{gathered}$ | $\begin{aligned} & \text { SKINNY-128-384 } \\ & \text { SKINNY-128-256 } \end{aligned}$ | O,P | $2^{31} \mathrm{~b}$ | $\begin{aligned} & 128 \mathrm{~b} \\ & 128 \mathrm{~b} \\ & \hline \end{aligned}$ |  | $1$ | $\begin{gathered} 96 / 128 \mathrm{~b}, \mathrm{~N} \\ 96 \mathrm{~b}, \mathrm{~N} \end{gathered}$ |  | $\frac{2^{n-l}}{2^{n-1}}$ [auth] | PRP-CPA |
| PFB | $\begin{gathered} \text { PFB_Plus } \\ \text { PFB } \end{gathered}$ | $\begin{aligned} & \text { TBC } \\ & \text { TBC } \end{aligned}$ | $\begin{aligned} & \mathrm{O}, \mathrm{I}, \mathrm{P} \\ & \mathrm{O}, \mathrm{I}, \mathrm{P} \end{aligned}$ | $\begin{aligned} & \leq 2^{n} \mathrm{~b} \\ & \leq 2^{n} \mathrm{~b} \end{aligned}$ | $\|K\|$ | $\begin{gathered} \left\|\tilde{E_{K}}\right\|+\|N\| \\ \left\|\tilde{E_{K}}\right\|+\|N\|+\frac{\|A\|}{n} \end{gathered}$ | $1$ | depends on blockcipher, N | nAEAD <br> nAEAD |  | TPRP |
| OTR | parallel $[\mathrm{P}]$ serial[S] | AES | O,I,P | $<2^{64} \mathrm{~b}$ | $\begin{gathered} 128 / 192 \\ / 256 \mathrm{~b} \end{gathered}$ | $\left\|E_{K}\right\|+\operatorname{len}(L)$ | 1 | $\begin{gathered} \text { 1-15B } \\ \mathrm{N} \end{gathered}$ | nAEAD |  | PRP-CPA |
| $\mathrm{CWC}_{+}$ |  |  | I,P |  | $\|K\|$ |  | $\frac{1}{2}$ | n-bit, N | nAEAD |  | PRP-CPA |
| SLAE |  |  | O,I |  | $\left\|K_{E}\right\|$ | $\|S\|+\|\rho\|$ | 1 | N | LAE | $\frac{q_{T}\left(q_{T}+2\right)+\left(q_{F}+q_{L F}\right) q_{\rho}}{2^{n-r r-1}}+\frac{2 q_{\rho}}{2{ }^{\text {a }}}$ | LPRF |
| Forkcipher-AEAD | $\begin{gathered} \text { PAEF } \\ \text { RPAEF } \\ \text { SAEF } \\ \hline \end{gathered}$ | ForkSKINNY | $\begin{gathered} \mathrm{O}, \mathrm{P} \\ \mathrm{O}, \mathrm{P} \\ \mathrm{O} \\ \hline \end{gathered}$ |  | $\|K\|+\|N\|$ | $\left\|F_{K}\right\|+\|T\|+\|S\|$ | $\begin{aligned} & 1 \\ & 1 \\ & 1 \end{aligned}$ | N | nAEAD | $\frac{q_{v}{ }^{2 n}}{\left(2^{n} n^{2}\right)^{2}}$ $\frac{2 q_{v}}{2^{n}-1}$ $\frac{(\sigma-q)^{2}}{2^{n-1}}[$ priv $], \frac{(\sigma-q+1)^{2}}{2^{n}}+\frac{\sigma(\sigma-q)}{2^{n}}+\frac{q_{v}(q+2)}{2^{n}}[$ auth $]$ | PRTFP |
| NonceWrap |  |  |  | 128b | $\left\|K_{1}\right\|+\left\|K_{2}\right\|$ |  | $\operatorname{rate}\left(\mathcal{E}_{K_{1}}\right)$ | 96b, N | anAE |  | PRP-CCA |
| OCBv |  | TBC | O,P |  | $\|K\|$ | $\left\|\tilde{E}_{K}^{N, \tau}\right\|+\mid$ Sum $\mid$ | 1 | N | nvAE | $\frac{28.5 q^{2}}{22^{2}}+q_{d}^{\tau_{c} \frac{2^{n-r_{c}}}{2 n-1}}$ | PRP-CCA |
| ZCZ |  | TBC | O,I,P(2) |  | $\|K\|$ | $\left\|\tilde{E}_{K}\right\|+4 n$ | 1 | N |  | $\frac{4 \sigma^{2}+8 q^{2}+9 q^{2}}{N^{2}}$ | PRP-CCA |
| ELmD[BC] | $\begin{gathered} E L m D_{10,0, f} \\ E L m D_{10,127, f} \end{gathered}$ | AES-128 | O | $\leq 2^{64} \mathrm{~b}$ | 128b |  | $\frac{1}{2}$ | $128 b, \mathrm{RN}$ | nAEAD | $\begin{aligned} & \frac{5(\sigma+q)^{2}}{2} \text { [priv], } \frac{9(\sigma+q)^{2}}{2}[\text { auth }] \\ & \frac{91}{18} \frac{(a q)^{2}}{2}\left[\text { priv], } \frac{81}{8} \frac{(\sigma+q)^{2}}{2^{2}}[\text { auth }]\right. \end{aligned}$ | PRP-CCA |
| SUNDAE[BC] |  |  | I |  | $\|K\|$ | $\left\|E_{k}\right\|+\|K\|$ | $\frac{1}{2}$ | $n$-b,RN | DAE |  | PRP-CPA |
| Counter-in-Tweak |  | TBC |  |  | $\|K\|$ | $\left\|\tilde{E}_{K}\right\|+\|K\|+\|N\|$ | 1 | N | nAEAD | $\frac{\sigma^{2}}{2^{n+1}\|\mathcal{L V}\|}[\mathrm{nAE}], \frac{2(m-1) \sigma}{\|\mathcal{L V}\|}+\frac{\sigma^{2}}{2^{n+1}\|\mathcal{L V}\|}[\mathrm{MRAE}]$ | TPRP |
| McOE | McOE-X McOE-G | AES-CBC, AES,Treefish | $\begin{aligned} & \mathrm{O} \\ & \mathrm{O} \\ & \hline \end{aligned}$ |  | $\begin{gathered} \left\|K_{1}\right\| \\ \left\|K_{1}\right\|+\left\|K_{2}\right\| \end{gathered}$ | $\begin{gathered} \left\|E_{K}\right\|+\left\|K_{1}\right\| \\ \left\|E_{K}\right\|+\left\|K_{1}\right\|+\left\|K_{2}\right\|+\|H\| \end{gathered}$ | $1$ | $\begin{aligned} & \mathrm{N} \\ & \mathrm{~N} \end{aligned}$ | $\begin{aligned} & \hline \mathrm{OAE} \\ & , C C A_{3} \end{aligned}$ | $\frac{\frac{3(q+l)(q+l+1)+4 q+3 l}{2^{n}-(q+1)}}{\left[C C A_{3}\right]}$ | PRP-CCA |
| RIV |  | $\begin{gathered} \text { AES-128 } \\ \text { Deoxys-BC-128 } \end{gathered}$ | O | 128 b | $\left\|K_{1}\right\|+\left\|K_{2}\right\|$ | $\left\|\mathcal{E}_{K}\right\|+\|I V\|+\left\|K_{1}\right\|+\left\|K_{2}\right\|$ | 1 | N | nAEAD, SAE | $\frac{8 q^{2}+3 q}{2^{n}}[\mathrm{SAE}], \frac{2 q^{2}+q}{2^{n}}[\mathrm{nAEAD}]$ | PRP-CPA |
| p-OMD |  |  | O,I | any | $\|K\|$ | $\left\|F_{K}\right\|+\|\Delta\|+\|K\|$ | 1 | N | nAEAD (Nonce Resp.) | $\frac{3 \sigma^{2}}{2^{n}}\left[\right.$ priv],$\frac{3 \sigma^{2}}{2^{n}}+\frac{q_{v} l}{2^{n}}+\frac{q_{v}}{2}[$ auth $]$ | PRP-CPA(PRF) |
| APE |  |  | O |  | $\|K\|$ | $\|V\|+\|p\|+\|K\|$ | 1 | NA | IND-CPA+INT-CTXT | $\frac{Q^{2}}{2^{n+t}}+\frac{Q(Q+1)}{2^{t}}[$ priv $], \frac{Q^{2}}{2^{n+t}}+\frac{2 Q(Q+1)}{2^{t}}[$ auth $]$ | PRP-CPA |
| COBRA |  |  | O,I,P |  | $\|K\|$ | $\|L\|+\left\|E_{K}\right\|+\|K\|$ | 1 | N | IND-CPA+INT-CTXT | $\begin{gathered} \frac{22(l+1)^{2} q^{2}}{22^{2}}[\text { priv/ind-cpa }], \\ \frac{3(q+1) q^{\prime}}{2^{\prime}}+\frac{22(l+1)^{2} q^{2}}{2^{2}}[\text { auth/int-ctxt }] \end{gathered}$ | PRP-CPA |
| TriviA(SC) |  | Trivia-SC | O,I | $\leq 2^{64} \mathrm{~b}$ | 128b | $384+128+128 \mathrm{~b}$ |  | N,128b | nAEAD | $\frac{q}{2^{202}}\left[\right.$ priv], $\frac{q}{2^{129}}+\frac{q f}{2^{2} 24}[$ auth $]$ | PRP-CPA |
| ALE(BC) |  | AES-128 | O,I | $\leq 2^{48} \mathrm{~b}$ | 128b | $\begin{gathered} \mid \text { AES }\|+\| \text { key }- \text { schedule } \mid \\ +32 b+128 b \end{gathered}$ | $\frac{1}{4}$ | 128b, N | nAEAD |  | PRP-CCA |
| ESTATE(BC) |  | TweAES, TweGIFT | I | $\leq 2^{n / 2}$ | $\|K\|$ | 260b | $\frac{1}{2}$ | $n$-b, N | MRAE, RUP | $\frac{\frac{\sigma}{}^{2}}{2^{n}}+\frac{q_{p}}{2^{n}}[\mathrm{RUP}]$ | TPRP |

Table 6: Comparison Table 2 for AEAD Modes

### 6.5 Suitable Data Specifications

In this section, we shall discuss performance of AEAD modes based on specifications of data to be encrypted. That is, we shall conclude which type of data best fits for the modes. Also, we wish to discuss which mode is optimal in terms of rate, state size etc.

| ACORN | Software and Hardware-efficient, No padding needed |
| :--- | :--- |
| AEGIS | Low computational complexity, Same encryption <br> and decryption algorithm |
| AES-JAMBU | Nonce-misuse security and online achieved together. <br> Hardware efficient. |
| AEZ | Strongest form of nonce reuse security achieved, suitable for <br> low-power devices, hardware and software efficient. |
| ASCON | Resistant to linear and differential cryptanalysis |
| SILC | Hardware efficient as no conditional <br> branching operation needed. Optimal rate |
| Deoxys | Resistant to side-channel attack. Efficient <br> for small messages. Software efficient. |
| CLOC | Does not use finite-field multiplication. |
| COLM | Fully parallelizable. Online. Secure against nonce reusing adversary. |
| Ketje | Small state size. Side-channel leakage resistant. |
| NORX | High security and efficiency. Hardware friendly. |
| Elephant | Optimal rate. |
| GIFT-COFB | Suitable for low energy devices. Hardware efficient. Optimal rate. |
| GCM | Used to compare other AEAD modes. Hardware efficient. <br> Fully parallelizable. |
| CCM | Widely used. Provides good security results. |
| Romulus <br> and Remus | Security against nonce repeating adversary. small state size. <br> One variant has optimal rate. Hardware efficient. |
| SKINNY-AEAD | No potential differential attack. Small state size. Hardware efficient. |
| OTR | Optimal rate. Online. |
| Forkcipher | Optimal rate. Online. <br> AEAD |
| ELmD | Efficient, Nonce misuse resistant. Has EME structure which <br> makes implementation-friendly |
| SUNDAE | Gives good security bound. Software efficient.  <br> Counter-in-Tweak Simple construction. Optimal rate. Good security bound. <br> APE First nonce misuse resistant sponge based scheme. Optimal rate. <br> COBRA Secure against nonce repeating adversary. Optimal rate. <br> ESTATE Hardware efficient. Suitable for low-energy device. |

## 7 Web Implementation

From the initial time of the project, we intended to make our work available in a public domain, which can help other cryptograhic designers to use the data from our data platform. We have temporarily have done some web-implementation in the Wixsite domain, which we believe should be later shifted to some permanent web address of some academic organisation. Currently, the whole work can be found in the following address.

> https://srianishadutta.wixsite.com/cryptolux1

We are maintaining the above website to outsource the comparison tables and our conclusions in tabular format. Currently this webpage contains four main pages with detailed discussions of our work and a main page to navigate all those. The page entitled 'Parameters' contains all the necessary details about the efficiency parameters and various security definitions, which we shall use in the comparison tables. The next page, entitled 'Encryption Modes' contains the comparison table for various encryption modes along with the indices of parameters, those are used. Similarly, we have designed the next two webpages, namely 'Authentication Modes' and 'AEAD Modes'.

A Catalogue for Provably Secure

## A Catalogue for Provably Secure Symmetric Modes and Primitives

[^0]Figure 1: Webpage for Provable Symmetric Modes

The above figure is a glimpse of the homepage of the mentioned web-platform. The navigation buttons to move to the other pages are given on the top right of the page. The next four figures in this section clearly capture the way we design the security definitions and efficiency parameters, as well as the comparison tables for the Symmetric Modes of Operations category wise. We further intend to refine the webpage with more filters and data in future.


Figure 2: Glimpse of Security Definitions


Figure 3: Comparison List and Parameters for Encryption Modes

| Mode | PRP Advantage | Padding Types Types | Key size | $\begin{aligned} & \hline \text { Security } \\ & \text { Type } \end{aligned}$ | No of calls | Properties |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| CBC-MAC 1 | $\begin{gathered} \frac{\sigma q}{2^{i n}} \\ \text { [UFCMA] } \end{gathered}$ | 1 | $k$ | BB,FLL | ${ }^{[\mu / n\rceil}$ | - |
|  |  | 2 | $k$ | BB,VIL | $[(\mu+1) / n\rceil$ |  |
|  |  | 3 | $k$ | BB,VIL | ${ }^{[\mu / n]+1}$ |  |
| CBC-MAC 2 | $\frac{q^{2}}{2^{n}}$ <br> [UFCMA] | 1 | $2{ }^{2}$ | B8,FIL |  | - |
|  |  | $\begin{gathered} 2 \\ \text { (EMAC) } \end{gathered}$ | $2 k$ | BB,VIL | $\lceil(\mu+1) / n\rceil+1$ |  |
|  |  | 3 | $2 k$ | BB,VIL | $\lceil\mu / n\rceil+2$ |  |
| CBC-MAC 3 | $\frac{q^{2}}{2^{n}}$ <br> [UFCMA] | 1 | $2 k$ | BB,FLL | $\lceil\mu / n\rceil+2$ | - |
|  |  | 2 | ${ }^{2 k}$ | BB,VIL | $\lceil(\mu+1) / n\rceil+2$ |  |
|  |  | 3 | $2{ }^{2}$ | BB,VIL | $\left.{ }^{\mu} \mu / n\right\rceil+3$ |  |
| CBC-MAC 4 |  | 1 | $2{ }^{2}$ | BB,FLL | $\left.{ }^{[\mu / n\rceil}\right]+2$ | - |
|  |  | 2 | $2{ }^{2}$ | Bb,VIL | $\lceil(\mu+1) / n\rceil+2$ |  |
|  |  | 3 | $2{ }^{2}$ | Bb,VIL | $\left.{ }^{[ } \mu / n\right\rceil+3$ |  |
| CMAC | $\frac{4 \sigma^{2}}{2^{n}}$ <br> [UFCMA] | 2 | $2 k$ | BBB,VIL | $\lceil(\mu+1) / n\rceil$ | - |
| HMAC | $\frac{q(q-1)}{2^{2+1}}$ <br> [UFCMA] | NA | $3 k$ | Secure PRF | NA |  |

Figure 4: Part of Comparison List for Authentication Modes

| Mode | Variants | Underlying Cipher, if any | Props | Message Length | Key Length | State Size | Rate | $\begin{aligned} & \text { IV I Nonce } \\ & \text { type } \end{aligned}$ | $\begin{gathered} \text { Security } \\ \text { Type } \end{gathered}$ | Security Bound | Assumptions on the Security Notions of Underlying Primitives |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\begin{gathered} \text { ACORN } \\ {[\mathrm{SC}]} \end{gathered}$ |  |  | O., , P | $<2^{64} b$ | 1286 | $293 b$ |  | 128b, RN | nAEAD | 1286 Authentication |  |
| AEGIS [BC] | $128 L$ |  | O,I,P | $<2^{64} b$ | 1286 | 128 B |  | 128b, RN | nAEAD | 1286 Authentication | PRP-CCA |
|  | 256 |  | O,I,P | $<2^{64} b$ | $256 b$ | $256 b$ |  | 2566 , RN |  |  |  |
|  | 128 |  | O., , P | $<2^{64} b$ | 1286 | 1286 |  | 1286 , RN |  |  |  |
| $\underset{[\mathrm{BC}]}{\mathrm{AES}-\mathrm{COPA}}$ |  |  | O, P | $<2^{64} b$ | 128/192/256b | 128b |  | $128 b, \mathrm{~N}$ | OAE, MRAE | $\frac{39(\sigma+q)^{2}}{2^{n}}+\frac{2 q}{2^{n}}+\frac{(l+2)(q-1)}{2^{n}}$ | PRP-CCA |
| AESJAMBU [BC] |  |  | O, 1 | $<2^{64} b$ | 1286 | $192 b$ |  | $64 b, \mathrm{~N}$ | OAE | $\begin{gathered} \frac{M^{2}}{2^{2 n}}+\frac{q E \Lambda\left(2^{n}, M\right)}{2^{n}}+\frac{q M}{2^{n}} \\ \text { [Nonce Respecting]. } \\ \frac{M^{2}}{2^{2 n}}+\frac{q E \Lambda\left(2^{n}, M\right)}{2^{n}} \\ \text { [Nonce Misusing] } \end{gathered}$ | PRP-CCA |
| AEZ [ $\mathrm{BC}^{\text {] }}$ |  |  | I,P | $<2^{64} b$ | Arbitrary | Arbitrary |  | Arbitrary | RAE | $\frac{4 s^{2}}{2^{113}}+\frac{t}{2^{128}}$ | PRF-CCA |
| Ascon [Sp] |  |  | O, । | Arbitrary | 1286 | $\left\|p^{\text {b }}\right\|$ | $\frac{1}{4}$ | Fixed | nAEAD |  |  |
| SILC [BC] |  | AES128 | 0,1 |  | $128 b$ | $\begin{gathered} \left\|E_{K}\right\|+128+ \\ \|\operatorname{len}(A)\|+\|\operatorname{len}(C)\| \end{gathered}$ |  | 64/96/112b | nAEAD | $\begin{gathered} \frac{5 \sigma_{\text {priv }}^{2}}{2^{n}} \\ \text { [Confidentality] } \\ \frac{5 \sigma_{\text {auth }}^{2}}{2^{2}}+\frac{q^{\prime}}{2^{\top}} \\ \text { [Authentication] } \end{gathered}$ | PRP-CPA |
|  |  | PRESENT80 |  |  | 806 | $\begin{gathered} \left\|E_{K}\right\|+80+ \\ \|\operatorname{len}(A)\|+\|\operatorname{len}(C)\| \end{gathered}$ |  | 32/48b |  |  |  |
|  |  | LED80 |  |  | 806 | $\begin{gathered} \left\|E_{K}\right\|+80+ \\ \|\operatorname{len}(A)\|+\|\operatorname{len}(C)\| \end{gathered}$ |  | 32/48b |  |  |  |
| Deoxys [BC] |  |  | O., , P |  | 128/256b | $\left\|E_{K}\right\|+\lceil\|A\| / n\rceil+\|K\|$ |  | Nonce [ N ]: <br> 64/128b | nAEAD, MRAE | Birthday Bound Security | TPRP |
| CLOC [BC] |  | AES128 | O, |  | 1286 | $\left\|E_{K}\right\|+\|K\|+\|V\|+\|N\|$ |  | Nonce [ N ] : 1-15B | nAEAD | $\begin{gathered} \frac{5 \sigma_{\text {priu }}^{2}}{2^{n}} \text { [Confidentality] } \\ \frac{5 \sigma_{\text {auth }}^{2}}{2^{n}}+\frac{q^{\prime}}{2^{r}} \text { [Authentication] } \end{gathered}$ | PRP-CCA |
|  |  | TWINE80 |  |  | 806 | $\left\|E_{K}\right\|+\|K\|+\|V\|+\|N\|$ |  | $\begin{aligned} & \text { Nonce }[\mathrm{N}] \text { : } \\ & 1-7 \mathrm{~B} \end{aligned}$ |  |  |  |

Figure 5: Part of Comparison List for AEAD Modes

We have enlisted almost all the available modes in those mentioned lists category wise. Since we shall be encountering new symmetric modes a lot in the future, we shall further wish to update this platform after a certain period of time, if possible. Also, we wish to further enrich our web-implementation with some other tools like having the option of filtering on specific features. For example, it shall be better to introduce some filter on AEAD Modes table as following so that one can sort the tables in quicker way to get the following information.

| Optimal rate | AEGIS, SILC, Deoxys, CLOC, Ketje, Elephant, GIFT-COFB, <br> GCM, CCM, SAEB, Skinny, PFB, OTR, SLAE, Forkcipher-AEAD, <br> OCBv, ZCZ, Counter-in-tweak, McOE, RIV, p-OMD, APE, COBRA |
| :--- | :--- |
| Small State-size | SUNDAE, COBRA, Deoxys |
| Online | ACORN, AEGIS, Ascon, SILC, Deoxys, COLM, Ketje <br> KEYAK, MORUS, Elephant, ISAP, Photon-Beetle, TinyJabmu, GCM, <br> SAEB, Romulus, Remus, Skinny-AEAD, McOE, APE, COBRA |
| Parallelizable | ACORN, AEGIS, Elephant, Photon-Beetle, <br> GCN, CCM, Skinny-AEAD, OTR, PFB, CWC |
| MRAE-secure COBRA | AEZ, ESTATE |

For encryption modes, the strongest security notion is CCA security notion. Also, it is obvious that if a mode is online, then its execution will be faster than offline ones. Thus we can construct table for encryption modes.

| Beyond-birthday secure | Tweakable-HCTR, HCTR, XEX, LRW, CMC, EME |
| :--- | :--- |
| Parallel | CTR, ECB, HCTR, XEX, LRW |
| CCA secure | HCTR, XEX, LRW |
| Optimal rate | CBC, CTR, OFB, CFB, HCTR, XEX, LRW |

The table for authentication modes can also compare least number of block cipher calls, parallelizability, beyond birthday security etc. This further developments in the webpage shall surely be more beneficial for the reader.

| Beyond-birthday secure | CMAC, LightMAC, nEHtM, PMACx, $P M A C_{\text {plus }}$, DoveMAC |
| :--- | :--- |
| Parallel | PMAC, LightMAC, nEHtm, PMACx, ZMAC, $Z M A C_{+}$ |
| Least no. of calls <br> to underlying cipher | PMACx, PMAC <br> + PMAC, Sum-of-CBCs, OMAC, LightMAC |

## 8 Final Notes

This project was intended to be a systematic study of Provable Symmetric Primitives. We aimed to finally store all the data including the studied primitives, comparison tables, etc in a platform ,which further help others to make their work easier. I have been introduced to the idea of creating such a catalogue for these primitives through a report by Phillip Rogaway, namely Evaluation of Some Blockcipher Modes of Operation. This project thoroughly studies different encryption, authentication and AEAD modes till 2011. This covers various modes from all three types and somewhat compared them through different parameters. This work motivated me a lot into forming my idea into a practical domain. Since, in last decade, the introduction of various world-wide competitions and conferences encouraged the cryptographers to further work in this domain, the volume of research has been astonishingly increased since. Hence, it has been high time to bind them under one roof so that one can have a systematic study through those primitives.

I started this project with studying the basics of symmetric-key cryptography and provable security from the book Modern Cryptography by Bellare and Rogaway [1]. This was followed by a literature survey and comparative analysis in various Block cipher modes of operation. This includes classical as well as modern modes of encryption, authentication and authenticated encryption. My comparative analysis targets various parameters for these modes. This includes the primitive types, security related results (such as security notions, security bounds with or without allowing nonce-repetitions), efficiency related features (such as inverse-free, online support, parallelizability and many more). I have made tables to compare various modes of encryption, authentication and AEAD modes. For all of these modes, I have referred to Wikipedia, FIPS standards, Google scholarly articles, the candidates from the NIST LWC standardization process [6] and the CAESAR competition [8]. Our work also includes the NIST-LWC finalists which were announced $29^{\text {th }}$ of March, 2021 by the concerned committee. These modes are mainly authenticated encryption modes with associated data.

Each of the modes are motivated from its own point of view. Thus every single mode has different goal. This leads each of them to have different types and levels of security and different construction. It took a lot of patience and effort to understand the constructions and realize each security definition. Moreover, the security proofs(wherever available) mainly use various games - analysis of which were also time-consuming. Some of the papers does not have any proof of the security bounds they specify, which lead me to dig deeper into provable security and also to go through a plenty of publications.

Moreover, we web-implemented these results to make it available over an interactive and public platform. In fact, the web implementation includes all standard modes of operations (AEAD modes, encryption modes and authentication modes) and their corresponding parameters from both security and efficiency point of view. This should be a good library to look into whenever a designer would go for a choice among a large set of possible ciphers to develop new primitives. Moreover, we wish to apply search filters on the properties rate, parallelizability, security type etc.

We have analyzed our results in view of cryptographic properties. That is, the pros and cons have been discussed from a cryptographer's point of view. For a non-cryptographer user, we wish to analyze properties like hardware and software capacity of the user's device, size of data to be encrypted, type and level of security the user want to achieve etc. We hope this work to be further adapted into creating an one of a kind library for the Symmetric Modes of Operations.
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[^0]:    Cryptography is commonly called as the science of secrets. In the distant past, it was quite simple a process where the sender used to scramble the messages and sent it so even if some adversarial body gets hold of the message, they could not understand the message. In the last few decades, the field of Cryptography has expanded beyond confidentiality concerns to include the new developed techniques for message integrity checking, identity of sender or receiver authentication, digital signatures for authenticity, interactive and non-interactive proofs for proving certain knowledge and secure computation between multiple parties, among others. In this modern era of computation, the subject cryptography itself has become a keystone of system and network security, encompassing all the ways of secrecy, verification, authentication and communication.

    Symmetric key cryptography offers simple encryption schemes that comes without complicated mathematical calculations. The main types of symmetric encryption are Block-Ciphers, Stream-Ciphers and Hash functions. By only hiding the encryption key these simple protocols offer high security. Alongside, these primitives are easy to implement as they do not require rigorous computations as building blocks. In order to achieve security, these schemes generally do not require large integers or groups as building blocks. But block and stream ciphers are designed to encrypt short, fixed length messages. Thus, to encrypt large messages, the most basic idea that we can think of is to fragment the messages. But, using same key and same cipher for encrypting long messages (fragmented in parts) results in increasing the advantage of adversary. Direct use of a block cipher is inadvisable as the enemy can build up "code book" of plaintext/ciphertext equivalents. Beyond that, direct use only works on messages that are a multiple of the cipher block size in length. Hence to avoid any leakage of information, Modes of Operations were introduced.

