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Abstract

With the advancement of science and technology, data has increased both in sam-
ple size and dimension. Examples of high-dimensional data include genomic
data, text data, image retrieval, bioinformatics, etc. One of the major problems in
handling such data is that all the features are not equally important. Hence, fea-
ture engineering, feature selection and feature reduction are considered important
pre-processing tasks to discard redundant, irrelevant features while preserving
the prominent features of the data as much as possible. Feature selection, in
practice, often improves the accuracy of down-stream machine learning problems,
including clustering and classification.
In this thesis, we aim to devise some novel and robust feature selection mecha-
nisms in diverse domains of applications with a special focus on high dimensional
biological data such as gene expression and single cell transcriptomic data. We
develop a series of feature selection techniques equipped with structure-aware
data sampling at its core. We adopt several concepts from statistics (e.g. copula
and its variant), information theory (entropy), and advanced machine learning
domain (variational graph autoencoder, generative adversarial network, and its
variant) to design the feature selection models for high dimensional and noisy
data. The proposed models perform extremely well both in supervised and unsu-
pervised cases, even if the sample size is very low. Important outcomes from all
the proposed methods are discussed in chapters. Moreover, an overall discussion
about the applicability along with a brief mention of the shortcomings of all the
discussed methods is provided. Some suggestions and guidance are provided to
overcome the disadvantages which direct the future scope of improvement of all
the devised methods.
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1
Introduction and Scope of the Thesis

1.1 Introduction

Recent technological advances in biomedical engineering produce large volumes
of biological data, analysis of which is extremely important for many medical and
biological applications, including disease diagnosis, biomarker discovery, drug de-
velopment, and forensics. Generally, such datasets are high-dimensional (i.e., they
have huge number of features) and contain complex nonlinear patterns. Exam-
ples of such high-dimensional data include genomic data [2], text data [3], image
retrieval [4], bioinformatics [5], etc. To discover the hidden patterns, machine
learning techniques such as genome-wide association studies, gene selection, and
dimensionality reduction techniques have been successfully applied. Recently
nonlinear models, in particular, deep neural networks (DNNs) are emerging as a
potential supplement for machine learning tools to analyze the hidden complex
patterns within voluminous datasets. Unfortunately, these models are difficult to
train because of the significantly high number of parameters. Hence, the following
two questions naturally arise:

1. is all the features equally important/necessary to build an effective prediction
model?

2. is it possible to modify the existing machine-learning methods to efficiently
process such high-dimensional data?

The answer to the first question leads to the development of efficient feature
selection (FS) methods, while the second question brings out the necessity of
modifying the existing machine learning models. In this thesis, we address these
two challenges, independently and in combination.
Identifying important features is a persistent problem in machine learning, which
is generally known as the feature selection (FS) problem. The process generally
consists of identifying a smaller subset of relevant features (i.e., smaller than
the original dataset) that contains relevant features such that the subset retains
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the predictive capability of the data/model while eliminating the redundant or
irrelevant features. The application of FS techniques in bioinformatics is often
treated as an indispensable step before model building. A plethora of FS techniques
exist for analyses of high-dimensional models in bioinformatics.
Here, we focus on developing novel FS techniques for high-dimensional biological
data modeling. Unlike other dimensionality reduction techniques which are based
on projection (e.g., principal component analysis) or based on information (e.g.,
using information theory), the FS technique does not change the original structure
of the variables, instead selects a subset from the full set of variables. Hence, FS
techniques can retain the original structure and semantics of the variables.

1.2 Feature Extraction and Feature Selection Methods: A
Background Study

In today’s world, dimensionality reduction is often considered to be one of the
most important tasks for extracting knowledge from pre-processed data, where the
data may be representative of a gene-gene interaction network, a disease network,
a social network, etc. The dimensionality of data can be reduced through two
techniques, viz., feature extraction and feature selection.
The task of feature extraction [6] is to transform the feature space into a more in-
formative space based on several transformations or combinations of the original
features. It is therefore, a mapping from higher-dimensional feature space to a
lower-dimensional one from which the most relevant information about the un-
derlying recognition tasks can be retrieved more efficiently and rapidly. These new
reduced sets of features should then be able to summarize most of the information
contained in the original set of features. Principal component analysis [7], inde-
pendent component analysis [8], t-Distributed Stochastic Neighbour Embedding
(t-SNE) [9] are widely used methods in the area of feature extraction.
In general, datasets are assumed to contain some redundant, irrelevant, or noisy
features, the inclusion of which do not offer any extra benefit while searching for
valuable knowledge in those datasets. Thus, feature selection is often adopted
to discard such redundant, irrelevant features, while at the same time preserv-
ing the prominent features of the data as much as possible. Depending on the
availability of the class labels, feature selection can also be grouped into two cate-
gories: supervised and unsupervised feature selection [10]. Unsupervised feature
selection does not require class label information but supervised feature selection
requires class label information. Major parts of the earlier developed feature selec-
tion algorithms are based on supervised learning, whereas a comparably smaller
amount of research has been accomplished in the direction of unsupervised fea-
ture selection. In the cases of supervised approaches, several statistical measures
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are based on t-test [11], chi–square test [12], Wilcoxon Mann–Whitney test [13],
mutual information [14], Pearson correlation coefficients [15], etc. On the other
hand, Unsupervised Feature Selection using Feature Similarity measure (UFSFS)
[16], Laplacian Score for Feature Selection (LSFS) [17], Spectral Feature Selection
(SPFS) [18], and Multi–Cluster Feature Selection (MCFS) [19] are some of the most
recognized algorithms.

1.2.1 Feature Extraction Methods

In this section, some widely used feature extraction methods are discussed.

Principal Component Analysis (PCA)

—It is the most widely used linear dimensionality reduction technique. PCA [7]
takes the original data as input and tries to find out a combination of the input
features that can best summarize the original data distribution. PCA operates by
maximizing variances and minimizing the reconstruction error by looking at pair
wise distances. In PCA, the original data is projected into a set of orthogonal axes
and each of the axes is ranked in terms of decreasing eigenvalues.

t-Distributed Stochastic Neighbour Embedding (t-SNE)

—Like other dimensionality reduction methods, t-SNE [9] generates a 2-dimensional
(or 3D) visualization of data that allows close similarities between samples. It
strives to retain the proximity of similar samples while keeping the dissimilar
samples at a distance. t-SNE’s has the ability to control the trade-off between
local and global relationships among points. Due to its non-linearity, it usually
generates more visually-compelling clusters when compared with the other meth-
ods [20]. It is widely applied to the transcriptomic data as well as other large
high-dimensional datasets such as single cell data to produce 2-dimensional vi-
sual representations [21].

Uniform Manifold Approximation and Projection (UMAP)

—-Similar to t-SNE, Uniform Manifold Approximation and Projection (UMAP)
[22] is a non-linear dimension reduction technique. However, it is a more recent
method developed by McInnes et al. (2018), a few advantages over t-SNE . Unlike
t-SNE, UMAP is scalable on large datasets. It can preserve the global structure
of the data, and it is more memory efficient. UMAP is built upon mathematical
foundations on Laplacian eigenmaps [23]. It uses a combination of Riemannian
geometry and algebraic topology [24]. It assumes that the data is uniformly
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distributed on a Riemannian manifold, the Riemannian metric is locally constant,
and the manifold is locally connected. With these assumptions, the manifold is
modelled with a fuzzy topological structure. The embeddings are constructed
from searching for a low dimensional projection of the data that has the closest
possible equivalent fuzzy topological structure.

Locality Sensitive Hashing (LSH)

— Hashing is a technique to index and retrieve data records. By incorporating
special hash functions, data is retrieved efficiently by representing the data values
as smaller keys. The unique keys correspond to hash ‘buckets’ and often map to
unique memory locations. During a search of a given record, the hash function
computes the respective key and the corresponding map to the memory location.
This mechanism enables quick access to a searchable record typically in O(1) time.
The efficiency of mapping depends on the hash function used. Ideally, hash
collisions, where multiple keys map into the same location, are discouraged, but
for specific problems, collisions are beneficial.
In contrast to the usual hashing techniques, LSH encourages the collision of records
that are similar to each other [25]. The chosen hash function is such that the
nearest neighbors of each point (single data record) have keys mapping to the
same bucket. When searching for k-nearest neighbors (k-NN) of a new record, the
bucket corresponding to the new record may contain sufficient points to qualify
as neighbors. Traditionally, to search for k-nearest neighbors, all the remaining
points had to be investigated for similarity. This simple scheme is not only time
consuming, but it also becomes infeasible for large datasets.
For a hash function based on spatial mapping of the data values, projection of each
data point on random hyperplanes is used. The dimension of the hyperplane is the
same as the dimension of the data point. Each encodes 0/1 depending on which
side of the hyperplane the projection lies. For a set of h such random hyperplanes,
a h bit encoded binary string is generated. Each of these strings is designated
as the hash key for respective data points. Computing the projection is a simple
vector dot product (See Fig. 1.1, taken from web source). During the query, the
same set of hyperplanes is used to obtain the hash key. This operation is carried
out in constant time. The nearest neighbors are searched for within the candidates
sharing the same hash key. Thus, LSH allows querying the k-NN for all the data
points in a time-efficient manner.
It is evident that the hash function discussed above are stochastic in nature which
makes the k-NN search an approximate process. Therefore, in order to improve
the accuracy, the system of hyperplane based encoding is repeated over multiple
sets of hyperplanes. This allows us to obtain a greater number of candidates to
search for neighbours. This process is described in the more advanced version of
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Figure 1.1: Hash function defined by a system of three hyperplanes: h1, h2, h3,
each point is a three bit binary encoded string after projection.

LSH known as LSH Forest [26]. For a given query, the index is developed such that
only a small set of “candidate” objects is retrieved for comparison with the query.
In an attempt to address the limitations of the simple LSH, LSH Forest uses a B+

tree indexing scheme on an ensemble of several hash functions without affecting
the retrieval time.

1.2.2 Feature Selection Methods

FS methods are of three broad types - filters [27], wrapper models [28] and embedded
techniques[29]. Filters typically measure the association between explanatory
variables and the dependent variable. Some of these association measures are -

Pearson’s correlation coefficient [30]

— It measures the linear dependence between two random variables. It is defined
as the covariance between two variables, divided by the product of their standard
deviations. It can be treated as a normalised measurement of the covariance,
such that the result always has a value between −1 and 1. Given paired data{
(x1, y1), . . . , (xn, yn)

}
consisting of n pairs, the Pearsons correlation coefficient, rxy

can be defined as

rxy =

∑n
i=1(xi − x̄)(yi − ȳ)√∑n

i=1(xi − x̄)2
√∑n

i=1(yi − ȳ)2
(1.1)
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where n is sample size xi, yi are the individual sample points indexed with i,

x̄ =
1
n

n∑
i=1

xi (the sample mean); and analogously for ȳ.

Chi (χ)-squared test [31]

—-A chi-square test is used in statistics to test the independence of two events.
For a random variable (x1, x2, · · · , xn),

χ2 =

n∑
i=1

(xi −mi)2

mi
(1.2)

where, xi and mi are the observed value, and the expected value of the ith sample
respectively.
When two features are independent, the observed value (xi, yi) is close to the
expected value (mxi,myi), thus we will have smaller Chi-Square value. So high
Chi-Square value indicates that the hypothesis of independence is incorrect.

Mutual information [32]

—It is a measure that is often used in filter-based feature-selection methods. Mu-
tual Information based FS methods simultaneously assess both the relevance of a
subset of features and the redundancy concerning other feature variables. For two
variables X and Y, the mutual information I(X; Y) is defined as

I(X; Y) =H(X) −H(X|Y)

=
∑

x∈X,y∈Y

p(x, y)
log p(x, y)
p(x)p(y)

(1.3)

where H(X) is the marginal entropy of X and H(X|Y) is the conditional entropy of
X given Y.
Some widely used wrapper approaches are - Mutual information-based Feature Se-
lection (MIFS), Conditional Mutual Information Maximization (CMIM), Minimal-
Redundancy-Maximal-Relevance (mRMR). These are mutual information based
FS approaches to find a subset of relevant features. There are also genetic al-
gorithms based FS approaches [33, 34, 35], where a hybrid genetic algorithm is
adopted to find a subset of features most relevant to the classification task.
Embedded methods are slightly different from wrappers. The embedded FS [36]
techniques take the advantage of both the wrapper and filter-based approaches.
Zhang et.al. [37] proposed the horseshoe regularization penalty for feature subset
selection, demonstrating its theoretical and computational advantages. Wang et.
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al. [38] proposed a novel unsupervised feature selection algorithm EUFS, which
embeds feature selection into a clustering algorithm via sparse learning without
the transformation. Liu et. al. [39] developed an embedded feature selection
method using weighted Gini index (WGI).

1.2.3 Entropy based Correlation Measure for Feature Selection

This subsection describes some concepts of entropy and mutual information, and
explains the reasons for employing them in FS. The entropy of a random variable
can be described as a measure of its uncertainty. It is also a measure of the average
amount of information needed to describe the random variable [40].
Here, some entropy measures and their applications in FS are discussed.

Shannon Entropy

— For a random variable X, the Shannon entropy is defined as

H(X) = −
∑
x∈X

p(x) log p(x). (1.4)

For more than one variables, one can suitably construct the joint or the relative
entropy measures. For example, the Shannon conditional entropy of the random
variable X given random variable Y is defined as

H(X|Y) = −
∑

x∈X,y∈Y

p(x, y) log p(x|y). (1.5)

Renyi Entropy

— It was first developed by Alfred Renyi [41] in the context of information science.
The Renyi entropy of the random variable X is defined in terms of a positive real
number q, with q , 1, as

Hq(X) =
q

1 − q
log

∑
x

(p(x))q

1/q

, q , 1. (1.6)

Interestingly, note that, this Renyi entropy reduces to the Shannon entropy when
q → 1. It can also be extended for the two random variables X and Y; their joint
Renyi entropy is given by

Hq(X,Y) =
q

1 − q
log

∑
x,y

(p(x, y))q


1/q

, q , 1. (1.7)
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Tsallis Entropy

— It is another generalization of Shannon entropy developed from the context of
statistical mechanics that yields q-normal distribution as an equilibrium proba-
bility distribution [42]. Mathematically, the Tsallis joint entropy of two random
variables X and Y is defined in terms of a tuning parameter q > 0 as:

HTq(X,Y) =
1

q − 1

1 −∑
x,y

(p(x, y))q

 . (1.8)

It also coincides with the Shannon entropy as q→ 1.
Renyi and Tsallis entropies [43] have interesting characteristics. An appropriate
choice of the tuning parameter q, in either of the two entropies, makes them less
sensitive (more robust) against different noises present in the data. Therefore, the
use of these Renyi and Tsallis entropy strengthens the robustness of our objective
function proposed for feature selection. Although these entropies are widely-
researched, but its application in the single-cell domain is less explored [44]. In a
part of the present thesis the utility of Renyi, and Tsallis entropies for analysing
single cell data is explored.
Mutual Information-based filter methods have gained popularity due to their
ability to capture the non-linear association between dependent and independent
variables in a machine learning setting. Mutual information-based Feature Selec-
tion (MIFS) is among the earliest algorithms in this segment [45]. It is a greedy
algorithm that considers both mutual information of a candidate feature with class
label information and the prior selected features. The objective function (JMIFS) of
MIFS is defined as

JMIFS(Xk) = I(Xk; Y) − β
∑
X j∈S

I(X j,Xk), (1.9)

where, Xk is the feature under consideration, S is the already selected feature
subset, Y is the class label and β is a configurable parameter.
Conditional Mutual Information Maximization (CMIM) [46] maximizes mutual
information concerning the class while conditioning upon the selected feature.
The objective function (JCMIM) of CMIM is defined as

JCMIM(Xk) = I(Xk; Y) −max
X j∈S

(I(Xk; X j) − I(Xk; X j|Y)), (1.10)

where, Xk is the feature under consideration, S is the already selected feature
subset, and Y is the class label.
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One of the popular mutual information-based approaches is the Minimal-Redundancy-
Maximal-Relevance (mRMR) method [14], which considers feature relevance with
respect to the class labels and also ensures that redundant features are not present
in the final feature subset. The objective function (JmRMR) of mRMR is defined as

JmRMR(Xk) = I(Xk; Y) −
1
|S|

∑
X j∈S

I(Xk; X j). (1.11)

Another mutual information based FS method is Joint Mutual Information Max-
imisation (JMIM) [47]. This method overcomes the limitations of the filter based
FS approaches. It introduces a new goal function which is based on joint mu-
tual information and the ‘maximum of the minimum’ nonlinear approach. The
objective function (JJMIM) of JMIM is defined as

JJMIM(Xk) = arg max
Xk∈(F−S)

[
min
X j∈S

I(Xk; X j; Y)
]
. (1.12)

1.3 Preliminaries of Molecular Biology

Cells, in biology, can be treated as a basic membrane-bound unit which is the
fundamental unit of life. A single cell is a complete organism in itself, such as a
bacterium or yeast. Other cells cooperate with other specialized cells and become
the building blocks of large multicellular organisms, such as humans and other
animals.
A protein is built following a ‘recipe’ or a set of instructions for protein production,
encoded in the genetic material of the organism known as the Deoxyribonucleic
acid (DNA). The same DNA is replicated in all cells of the individual through
cell division. The DNA is a thread-like chain of units called nucleotides. Each
nucleotide is composed of one of the four nitrogen-containing nucleobases Ade-
nine (A), Thymine (T), Cytosine (C), or Guanine (G), a sugar called deoxyribose,
and a phosphate group. It is the variations of the DNA sequence that make each
individual unique. The DNA is represented as a sequence of the initial characters
of the four nucleobases: A, T, C or G. Long chains of nucleotides are tightly packed
into structures called chromosomes (see Fig. 1.2, taken from web source). A gene
is a specific sequence of nucleotides at a given position on a given chromosome
that encodes for a specific protein or another molecule called Ribonucleic Acid
(RNA). It is also considered the basic physical and functional unit of heredity.
Specific genes are ‘activated’ in different cell types which specify proteins or other
functional RNAs.
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Figure 1.2: DNA, Chromosome, and Gene

1.3.1 The Central Dogma

The ‘Central Dogma’ is the fundamental process of protein synthesis. It was first
proposed in 1958 by Francis Crick, the discoverer of the structure of DNA. The
central dogma of molecular biology defines the process of conversion from DNA
to RNA, to make a functional product, a protein. The process has two fundamental
steps: transcription and translation (see Fig. 1.3,taken from web source).
In the transcription stage, the information of the DNA gets converted into small,
portable RNA messages. These messages travel to the ribosomes where they are
‘read’ and translated to specific proteins. The central dogma states that the pattern
which occurs most frequently in the cells is

• existing DNA to new DNA through replication.

• new RNA from DNA through transcription.

• new proteins from RNA through translation.

1.3.2 Next-generation Sequencing

Uninterrupted breakthroughs in genomics technologies have generated a wealth
of mineable biological “big data”. A specific genre of bioinformatic problems deals
with datasets that are curated from biological material through a process called
genome sequencing. The revolution in sequencing technology has brought down
the cost of sequencing the genome. Compared to the more primitive microarray
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Figure 1.3: Diagrammatic view of transcription and translation processes in the
central dogma

technology, next-generation sequencing (NGS) has opened the flood gates of NGS-
derived omics datasets and a gold mine for knowledge discovery. Current omics
data on whole-exome sequencing, RNA sequencing or methylation sequencing
are being produced in vast quantities. The raw data generated by a sequencer
often exceeds a few gigabytes, even for a single sample. For example, in RNA
sequence data, the raw data is processed into expression matrices where each row
represents a single sample having 30, 000 features.

Transcriptome data

— Measuring RNA abundance in a sample at a given moment is performed using
next-generation RNA sequencing technology (RNA-seq). It allows an unbiased,
high-throughput analysis of all transcripts the complete set of transcripts in a
specific type of cell or tissue. In addition to mRNA transcripts, RNA-Seq can
be used to look at different populations of RNA including total RNA, and small
RNA, such as miRNA, tRNA, and ribosomal profiling. Unlike microarrays of
the previous generation which often have a limited dynamic range, and rely on
hybridization, RNA-seq analysis allows detection of low abundance transcripts
and has very low background signals. It, therefore, has a much larger dynamic
range and allows the transcriptome to be sequenced at higher coverage in high
throughput and quantitative manner. This technology is not based on a priori
knowledge of targets and is advantageous for the discovery of new transcripts, as
it does not rely on known genomic sequences.

1.3.3 Common Transcriptomic Assays

Bulk RNA sequencing

— Over the last decade, the advancement of new technology enabled genome-wide
profiling of DNA, RNA, protein and epigenetic modifications within individual
cells [48]. Bulk RNA sequencing measures the average expression level for each
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gene across a large population of input cells. It is useful for identifying common
expression patterns from the transcripts of multiple individuals. For example, in
disease studies, analysis involves finding the different expression patterns in the
two groups of data, a diseased group, and a control group. However, bulk RNA
sequencing is insufficient for studying heterogeneous systems, e.g., early devel-
opment studies or complex tissues of the brain.
Functional genomics deals with the analysis of large datasets obtained from vari-
ous biological data sources using large-scale experimental approaches. Examples
include the simultaneous monitoring of expression levels of thousands of genes
under a particular condition, which is termed gene expression analysis. Microar-
ray technology makes it possible to quantify the expression of genes on a large
scale. During the last few decades, the advancement of DNA microarray anal-
ysis invent a new line of research both in bioinformatics and machine learning.
This technology produces data that is used to collect information from tissue and
cell samples. A typical challenge in this data is to classify samples to separate
healthy patients from cancer patients based on their gene expression profiles (bi-
nary approach). Another way to analyze the data is to distinguish among different
types of tumors (multiclass approach). Experimental complications such as noise
and variability render the analysis of microarray data an exciting domain for the
machine learning researcher [49].

Single cell RNA sequencing

— A more recent Single Cell RNA sequencing (scRNA-seq) technology enables
the screening of genome-wide transcription profiles of tissue at the resolution of a
single-cell. Single-cell RNA sequence data promises to understand the dynamics
of diseases at the resolution of a single cell. It is now possible to identify the
heterogeneity in cell-types, the discovery of rare subtypes, and their roles in specific
pathways/diseases. With the evolution of single-cell transcriptome technology, it
is now possible to capture the RNA landscape (transcriptome) of individual cells
to discover new cell types and study their functions. It is therefore also possible to
obtain a higher resolution picture of organ development or disease processes. It
can be estimated to witness a sharp increase in the average sample size of future
investigations through the availability of affordable commercial platforms. Recent
work produced an unprecedented 250k single-cell expression profile as part of a
single study. This gives us an idea about the scale of future single-cell experiments.
The number of genes mapped is the same as that for bulk RNA-seq. Until a few
years ago, only a low-resolution molecular dissection could be obtained [50].
A schematic view of scRNA seq is given in Fig. 1.4 (taken from web source).
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Figure 1.4: Diagrammatic view of single cell RNA transcriptome sequence.

1.3.4 Dimension Reduction and Feature Selection Techniques in Single
Cell RNA Sequence Data

FS in single cell RNA seq data can be treated as identifying most relevant 500–2000
genes from the preprocessed cell× gene expression matrix. The usual way to select
genes is by computing either their coefficient of variation (highly variable genes
[51]) or average expression level (highly expressed genes) across all cells [52].

Starting from raw counts, scRNA-seq data analysis typically goes through the
following steps before clustering: i) normalization, ii) feature selection, and iii)
dimensionality reduction. While normalization/log-normalization adjusts the dif-
ferences between the samples of individual cells and reduces the skewness of the
data, feature selection seeks to identify the most relevant features (genes) from
the large feature space. There exist several methods for normalization followed
by feature (gene) selection [53, 54, 55, 56]. As an example, sctransform [53], de-
fined within the Seurat package [57], constructs a regression model between gene
expression and (cell) total counts, and uses the Pearson residuals of the model as
normalized data. In Linnorm [54], the expression levels are adjusted by using a
normality based normalizing transformation method. The top genes are identi-
fied from the normalized expression data by using diversified procedures. Scanpy
used several dispersion based methods [58, 59] for selecting highly variable genes
(HVG). In Seurat package [57], standardized variance is calculated from the nor-
malized data to find out the HVGs. Principal component analysis (PCA) [60] is
treated as the most popular dimension reduction technique, which is utilized in
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Seurat and scanpy.
Although there is a plethora of methods [61, 62, 63, 58] available for perform-
ing each task within the pipeline, the standard approaches considers a common
sequence of steps for the preprocessing of scRNA-seq data [64]. This includes
normalization by scaling of sample-specific size factors, log transformation, and
feature selection by using coefficient of variation (highly variable genes[65, 66] ) or
by using average expression level (highly expressed genes). Alternatively, some
methods exist for gene selection, such as GLM-PCA [64] selects features (genes) by
ranking genes using deviance, M3Drop [63] selects genes leveraging the dropouts
effects in the scRNA-seq data.

1.3.5 Challenges in Single Cell RNA Sequencing

There exist several challenging themes which are common in all single-cell anal-
yses, irrespective of the particular assay or data modality generated [67]. In this
thesis, our objective is to address some of these challenges specific to the primary
and later stages of downstream analysis of the single-cell data. Based on the
conventional procedure of downstream analysis (see subsection 1.3.4), here we
outline some of the challenges that are most common and yet to be unleashed by
the existing approaches.

Variable gene selection in preprocessing step

— The selection of top genes has a good impact on the cell clustering (or classifi-
cation) process in the later stage of downstream analysis. A good clustering (or
classifying cell samples) can be ensured by the following characteristics of fea-
tures/genes: the features/genes should have useful information about the biology
of the system, while not including features containing any random noise. Thus the
selected genes reduce the dimension of the while retaining the useful biological
structure, reducing the computational cost of later steps.
The performance of downstream analysis, mainly the clustering process, is heavily
dependent on the quality of selected top features/genes. The typical characteristics
of good features/genes are: i) it should encode useful information about the biology
of the system, ii) should not include features that contain random noise, and iii)
preserve the useful biological structure while reducing the size of the data to
reduce the computational cost of later steps.

Detection of rare cellular identities using supervised technique

— To overcome unsupervised clustering problem, we need methods that automat-
ically determine cell labels. Supervised learning based approaches [68] addresses
this by performing automatic and hassle free cell type detection, where labelled
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data is given as input. Although there exits a plethora of methods [69] which
address the problem of cell type detection using supervised approaches, it is hard
to identify rare cell (or subtype of a major cell) from a given cell population.
Recently Wegmann et al. [70] demonstrate that most of the conventional tech-
nique (supervised/unsupervised) meant for identifying cell populations shows
good performance in identifying populations defined by more than 2% of total
cells. Until now there exist a very few dedicated tools [70, 71] which can identify
rarer populations. Note that, such rare types may be the ones of major interest in
single cell typing, because in bulk experiments rare types yield signals that one
easily confounds with noise. Yet, none of the supervised methods exists that could
accurately identify poorly covered cells because of the little representation of the
rare cell population in the training data.

Simulate realistic cell samples of poorly covered cells

— High dimensional small sample (HDSS) data is prevalent in the single cell do-
main due to the budgetary constraint of single cell experiments or simply because
of the small number of available patient samples. Whatever the reason is, too
few observations (cell sample) in the single cell data may create problems in the
downstream analysis. This is because a small sample size may not reflect the
whole population very well, which surely hinders any model to perform accu-
rately. Recently computational researchers gaining interest in this field. Some
methods like cscGAN [72], Splatter [1] are already developed and use different
techniques (like the generative model, and statistical framework) to successfully
simulate the samples of specific cell types or subpopulations. The challenge in
this task is to handle the sparsity and heterogeneity of the cell populations which
define the specific characteristics scRNA-seq data.

Finding out a set (or combination) of optimal markers

— Conventional approaches for marker selection only allow the identification of
markers that distinguish particular cell labels from all of the other labels (i.e. one-
vs-all). In these techniques, markers are treated as differentially expressed (DE)
genes across two groups, and are identified by comparing within-group expression
with across-group expression using a statistical test. The popular and widely used
scRNA-seq analysis tools such as Seurat V3/V4 [73] and Scanpy [74] often used
these methods for differential gene analysis using the Wilcoxon Rank sum test
after clustering of the cells.
Recently Avermann et al. [75] demonstrate that the ranked set of DE genes cannot
be used to find out the individual marker or the combination of markers.The ‘ideal
marker gene’ must show a ‘binary expression’ pattern [75]. These genes should
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have high expression levels in all individual cells of a given type, and not be
expressed in the cells of other types. Most of cases these genes are expressed at a
high level in the target cell cluster, but maintain lower (measurable) expression in
other cell clusters. This presents problems in many downstream analyses such as
in RT-PCR, or spatial transcriptomics analysis.
Identification of ‘ideal markers’ is not much explored in the literature. A single
binary marker may not be available for a cell cluster of a specific type. This requires
the identification of a combination of markers for optimal classification.

1.4 Copula Measure in Feature Selection

Copula based multivariate dependency is not much explored in feature selection
literature. In this thesis, we leverage the dependency measure in the feature
selection domain of the single cell RNA-seq data. In the next and subsequent
paragraph, a brief introductory note about copula and its applications is provided.

1.4.1 Copula: Background and Preliminary Definitions

Since the introduction of Copula in the early ’50s, a considerable surge of interest
has been noticed in applying it in several fields such as applied mathematics, fi-
nance, time-series data analysis, portfolio optimization, bioinformatics, and many
more. Copulas are mathematical objects which describe the dependence structure
between random variables. It allows to model and estimates the marginals of
a random vector, thus offering great flexibility to build a multivariate stochastic
model. The name ‘Copula’ comes from a Latin word copulare which means ‘joins
together’. The word is first used by famous statistician Sklar in 1959 in one of his
famous ‘Sklar’s Theorem’. The copula is extensively used in high dimensional
data applications to obtain joint distributions from random vectors, easily by es-
timating their marginals. Apart from finance, applied mathematics, and other
interdisciplinary fields, recently copulas are applied in bioinformatics as well. In
Kim (2008) [76], dependencies between genes are measured using copula, which
overcomes the difficulties of Bayesian network to measure gene-gene interactions.
According to Fisher [77], there is main two advantage of copulas: it is a way of
studying scale-free measures of dependences and it is a starting point for con-
structing families of bivariate distributions. More about copulas and multivariate
distributions can be found from Balakrishnan (2009) [78], Joe (1997) [79], Nelson
(2007) [80], Nelson (1997) [81].
Mathematically, Copula is defined as follows
Definition 1: Copula is an n dimensional function, C : [0, 1]n

→ [0, 1], which
satisfies the following properties:
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1. C(u1, · · · ,ui−1, 0,ui+1, · · · ,un) = 0, i.e., the copula is 0 if one of any variable is
0.

2. C(1, · · · , 1,u, 1, · · · , 1) = u, i.e., the copula function is just u if one of the
variables is u with all others being 1.

3. C is an n-increasing function.

Copula in probability — Let, (X1,X2, · · · ,Xn) be the random vectors whose
marginal distributions (U1,U2, · · · ,Un) are uniformly distributed in [0, 1]. A copula
function C : [0, 1]n

→ [0, 1] is defined as the joint probability distribution

C(u1,u2, · · · ,un) = F(U1 ≤ u1,U2 ≤ u2, . . . ,Un ≤ un). (1.13)

Sklar’s following theorem extends this definition to more general random vari-
ables with possibly non-uniform marginals, which is presented below.

Sklar’s theorem — Let (X1,X2, · · · ,Xn) be the random vectors whose marginals
are F1(x1),F2(x2), · · · ,Fn(xn). So, for any joint distribution F, their exists a copula
function C of its univariate marginal distributions such that,

F(x1, x2, · · · , xn) = C(F1(x1),F2(x2), · · · ,Fn(xn)). (1.14)

So, Copula is also known as joint distribution generating function with a separate
choice of marginals.
Assuming F(X1,X2, · · · ,Xn) has nth order partial derivatives, relation between the
joint probability density function and the copula density function, say c, can be
obtained from Equation (1.14) as,

f (x1, x2, · · · , xn) =
∂n(F(X1,X2, · · · ,Xn))
∂X1∂X2 · · · ∂Xn

=
∂n(C(F1(x1),F2(x2), · · · ,Fn(xn))

∂X1∂X2 · · · ∂Xn

= c(F1(x1),F2(x2), · · · ,Fn(xn))
∏

i

fi(xi)

(1.15)

where, we define,

c(t1, . . . , tn) =
∂nC(t1, . . . , tn)
∂t1 · · · ∂tn

. (1.16)

There are many variants of copula [80]. Three widely used copula families are:
Archimedean copula, Empirical copula, Gaussian copula. These are disussed
below.
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Archimedean copula — An n dimensional copula C is called Archimedean if it
can be represented as

C(X) = φ(φ−1(x1), φ−1(x2), · · · , φ−1(xn)) (1.17)

φ is an Archimedean Copula generator function. According to generator function
copula functions are different. φ−1(xi)is inverse marginal distributions of individ-
uals. The different Archimedean Copula families are:

• φ(x) = (x−θ − 1)θ, known as Clayton Copula where θ ∈ [−1, inf)

• φ(x) = ln
(

1−θ(1−x)
x

)
, known as Ali-Mikhail-Haq Copula where θ ∈ [−1, 1)

• φ(x) = (− ln(x))θ, known as Gumbel-Hougaard Copula where θ ∈ [1, inf)

These are the variations of the Archimedean Copula. There is another kind of
copula called non-parametric Copula or Empirical Copula which does not require
initial parameters [82].

Empirical copula — Let X1,X2, · · · ,Xn be the random variables with marginals
distribution function F1(x1),F2(x2), · · · ,Fn(xn), respectively.
The empirical estimate of (Fi, i = 1, · · · ,n), based on a sample, {xi1, xi2, · · · , xim} of
size m is given by

F̂i(x) =
1
m

m∑
j=1

1{Xi j≤x}, [i = 1, · · · ,n] (1.18)

The Empirical copula of X1,X2, · · · ,Xn is then defined as

Ĉ(u1,u2, · · · ,un)

=
1
m

m∑
j=1

1{F̂1(x1, j) ≤ u1, F̂2(x2, j) ≤ u2, · · · , F̂n(xn, j) ≤ un},
(1.19)

for ui ∈ [0, 1], [i = 1, · · · ,n].

Gaussian copula — Let X1,X2, · · · ,Xn be the random variables with univariate
standard normal marginals distribution function F1(x1),F2(x2), · · · ,Fn(xn), respec-
tively. Let, R be the correlation matrix of X.
The Gaussian Copula of X1,X2, · · · ,Xn is then defined as

CGauss(R)(u1,u2, · · · ,un)

= FR(F−1
1 (u1),F−1

2 (u2), · · · ,F−1
n (un))

(1.20)
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where FR is the distribution function of the n variate normal distribution, with
mean as zero vector and co-variance matrix R, and Fi is an univariate standard
normal distribution function for each i = 1, 2, . . . ,n.

Dependence measure using copula — Here we model the dependence between
two random variable using Kendall tau(τ) [83] measure. This can be expressed as
the difference between the probability of concordance and discordance between
two random variables. Formally it can be stated as:

τXY = [P(x1 − x2)(y1 − y2) ≥ 0] − [P(x1 − x2)(y1 − y2) ≤ 0] (1.21)

Kendall tau using the Copula function is described below [80]. Let, X = {x1, x2}

and Y = {y1, y2} are two bivariate random variables with joint and marginal dis-
tributions as FXY, FX(x) and, FY(y) respectively, suppose C be a Copula function,
then by Sklar’s theorem (see equation 1.14)

FXY(x, y) = C(FX(x),FY(y)). (1.22)

Now the Kendall tau can be expressed using the Copula function C as:

τC(X,Y) = τXY = 4

+1"
0

C(u, v) dC(u, v) − 1, (1.23)

where u ∈ FX(x) and v ∈ FY(y). We have used τC(X,Y) to model the dependency
between transcriptomic profiles of two gene sets.

1.4.2 Application of Copula in Existing Literature

In [84], Copula modeling is named as copula craze. The copula dependence mea-
sure is the principle view of this paper. In [85], a basic introduction about the
multivariate distribution based on copula is discussed. The author concentrate on
the theoretical aspects of copula and its applications. Schmid et al. [86] proposed
the copula-based multivariate model association. Nonparametric estimation of
multivariate distribution measures is discussed in this paper using empirical cop-
ula. In a review work [87], different types of copulas modeling for multivariate
control chart is discussed. Multivariate control charts are used to simultaneously
observe the quality characteristics to detect the mean changes in manufacturing
industries. In [88], the author gives a brief study about the various types of concav-
ity and convexity in the class of multivariate copulas. A method for constructing
multivariate Schur-concave copulas is also given in this paper. Frees et al., [89] de-
velop some practical applications using copulas, including estimation of joint life
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mortality and multi decrements models. They also discussed the basic properties
of copulas and their relationship to the measure of dependences.
There is also wide application of copula in time series, finance, and economics. Pat-
ton et al.[90] provide a brief review of copula application in finance and economics.
They also introduce the modeling of Markov processes and general nonlinear time
series models using copula. In [91] a novel approach is proposed to model and
forecast realized volatility (RV) measures based on the copula functions. As the
marginal distributions and the dependence structure can be constructed separately,
the copula-based approach permits for a great deal of flexibility in the construction
of an appropriate multivariate distribution.

1.5 Scope of The Thesis

1.5.1 Structure Aware Principal Component Analysis for High Dimen-
sional Data.

With the emergence of droplet-based technologies, it has now become possible to
profile transcriptomes of several thousand cells in a day. While such a large single-
cell cohort may favor the discovery of cellular heterogeneity, it also brings new
challenges to the prediction of minority cell types. Identification of any minority
cell type holds a special significance in knowledge discovery. In the analysis of
single-cell expression data, the use of Principal Component Analysis (PCA) is
surprisingly frequent for dimension reduction. The principal directions obtained
from PCA are usually dominated by the major cell types in the concerned tissue.
Thus, it is very likely that using a traditional PCA may endanger the discovery of
minority populations. To this end, we propose Locality Sensitive PCA (LSPCA),
a scalable variant of PCA equipped with structure aware data sampling at its
core. Structure aware sampling provides PCA with a neutral spread of the data,
thereby reducing the bias in its principal directions arising from the redundant
samples in a dataset. We benchmarked the performance of the proposed method
on eleven publicly available single cell expression datasets including one very
large, annotated dataset. Results have been compared with traditional PCA and
PCA with random sampling. Clustering results on the annotated datasets also
show that LSPCA can detect minority populations with higher accuracy.

1.5.2 Stable Feature Selection using Copula in a Supervised Framework

FS is a key step in many machine learning tasks. A majority of the existing methods
of FS address the problem by devising some scoring function while treating the
features independently, thereby overlooking their interdependencies. We lever-
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age the scale invariance property of copula to construct a greedy, supervised FS
algorithm that maximizes the feature relevance while minimizing the redundant
information content. Multivariate copula is used in the proposed copula Based
FS (CBFS) to discover the dependence structure between features. The incor-
poration of copula-based multivariate dependency in the formulation of mutual
information helps avoid averaging over multiple instances of bivariate dependen-
cies, thus eliminating the average estimation error introduced when the bivariate
dependency is used between a pair of feature variables.
We also developed a novel feature selection method called RCFS (Regularized
Copula based Feature Selection) based on regularized copula. l1 regularization is
used, as it penalizes the redundant co-efficient of features and makes them zero,
resulting in non-redundant effective features set. Scale-invariant property of cop-
ula ensures good performance in noisy data, thereby improving the stability of the
method. Three different forms of copula viz., Gaussian copula, Empirical copula,
and Archimedean copula are used with l1 regularization. Results prove a signifi-
cant improvement in the accuracy of the prediction model to any non-regularized
FS method.
This regularization based copula can also be used in gene selection of single cell
RNA sequencing (scRNA-seq) data. Gene selection in unannotated large single
cell RNA sequencing (scRNA-seq) data is a crucial step in the preliminary step
of downstream analysis. The existing approaches are primarily based on high
variation (highly variable genes) or significant high expression (highly expressed
genes) and failed to provide a stable and predictive feature set due to technical
noise present in the data.
A novel regularized copula based method (RgCop) for gene selection from large
single cell RNA-seq data. RgCop utilizes copula correlation (Ccor), a robust eq-
uitable dependence measure that captures multivariate dependency among a set
of genes in single cell expression data. The objective function is developed by
adding a l1 regularization term with Ccor to penalizes the redundant co-efficient
of features/genes, resulting non-redundant effective features/genes set.

1.5.3 Feature Selection Using Copula in an Unsupervised Framework

Differential coexpression has recently emerged as a new way to establish the fun-
damental difference in expression patterns among a group of genes between two
populations. Primitive methods detect the similarity of gene expression in one
group and seek to identify significant differences in other groups. Some scoring
techniques have been utilized to detect the changes in correlation patterns of a
gene pair in two groups. However, modeling differential coexpression utilizing
finding differences in dependence structure of gene pair has hitherto not been
carried out.
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Copula based framework is exploited to model differential coexpression between
gene pairs in two different conditions, named CODC: A copula based model to
identify differential coexpression. Copula is used here to model the pattern of
expression profiles between a pair of genes in two conditions. For a gene pair, the
distance between two joint distributions produced by copula is served as differen-
tial coexpression. We have utilized five bulk RNA sequence data to evaluate the
model. Moreover, the proposed model can detect the mild change in coexpression
pattern across two conditions which also be treated as differential coexpression.
Copula based framework is also used in single cell RNA sequence dataset. Single-
cell RNA sequencing (scRNA-seq) data analysis is a powerful tool to study the
molecular mechanisms underlying various biological processes. It can be used to
study any process at the single-cell level, where gene expression heterogeneity is
involved. To reveal valuable information about the data, such as recognizing the
genes that are actively expressed in specific cell types, we need to sift through the
high amount of technical noise. Noise is a persistent problem that occurs with
scRNA-seq. The low amount of RNA that can be extracted from a single cell con-
tributes to the high technical noise in scRNA-seq, and also makes the data-sparse
in nature. A common problem with many existing gene selection methods is that
they select genes with high expression variability, and are, thus, vulnerable to tech-
nical noise, due to the sparse nature of scRNA-seq datasets. Copulas are equipped
to handle data sparseness and hence are better suited for such situations. This
inspired us to come up with a robust unsupervised gene selection technique based
on copula based graph convolution network (sc-CGconv). sc-CGconv is a stepwise
robust unsupervised feature extraction and clustering approach that formulates
and aggregates cell-cell relationships using copula correlation (Ccor), followed by
a graph convolution network-based clustering approach. It can also handle sub-
stantially smaller sample sizes to identify stable gene sets. sc-CGconv can model
the expression co-variability of a large number of genes, thereby outperforming
state-of-the-art gene selection/extraction methods for clustering. Moreover, it pre-
serves the cell-to-cell variability within the selected gene set by constructing a
cell-cell graph through copula correlation measure.

1.5.4 Entropy based Feature Selection for High Dimensional Single Cell
RNA Sequence Data

Annotation of cells in single-cell clustering requires a homogeneous grouping of
cell populations. Since single-cell data is susceptible to technical noise, the quality
of genes selected before clustering is of crucial importance in the preliminary steps
of downstream analysis. Therefore, interest in robust gene selection has gained
considerable attention in recent years. We introduce sc-REnF, (robust entropy
based feature (gene) selection method), aiming to leverage the advantages of
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Rényi and Tsallis entropies in gene selection for single cell clustering. Experiments
demonstrate that with tuned parameter (q), Rényi and Tsallis entropies select genes
that improved the clustering results significantly, over the other competing meth-
ods. sc-REnF can capture relevancy and redundancy among the features of noisy
data extremely well due to its robust objective function. Moreover, the selected
features/genes can be able to determine the unknown cells with high accuracy.
Finally, sc-REnF yields good clustering performance in the small sample, large
feature scRNA-seq data.

1.5.5 A Deep Generative Framework for FS in Small Sample Large Di-
mensional Data

A fundamental problem of downstream analysis of scRNA-seq data is the unavail-
ability of enough cell samples compared to the feature size. This is mostly due to
the budgetary constraint of single cell experiments or simply because of the small
number of available patient samples. Here, we present an improved version of
the generative adversarial network (GAN) called LSH-GAN to address this issue
by producing new realistic cell samples. We update the training procedure of
the generator of GAN using LSH which speeds up the sample generation, thus
maintaining the feasibility of applying the standard procedures of downstream
analysis. LSH-GAN outperforms the benchmarks for the realistic generation of
quality cell samples. Experimental results show that generated samples of LSH-
GAN improves the performance of the downstream analysis such as feature (gene)
selection and cell clustering.
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2
Structure Aware Principal Component

Analysis for High Dimensional Data

2.1 Introduction

A droplet based bar-coding technology has been developed that allows RNA
sequencing of single cells (scRNA-seq) at a massive scale producing large datasets
[92]. This has resulted in the sky-rocketing of sample sizes from 18 samples in
2012 to 1.3 million samples in 2016 [93]. A key promise of single-cell technology
is to uncover the cellular heterogeneity within a tissue through transcriptomic
analysis [94]. Within a single scRNA-seq data there are subpopulations, some of
which may be large while others may represent minor (rare) groups. The challenge
to discover these minor subpopulations from the large cohort is non-trivial [95].
Principal component analysis (PCA) is widely used as a dimension reduction tool
when investigating a transcriptome dataset. Owing to the mechanics of traditional
PCA, for a scRNA-seq dataset with typically ∼25K genes and a few hundred to
thousands of samples, the principal directions obtained are likely to be biased by
the larger groups in the dataset. To put it simply, the top principal components
are dominated by the sheer number of data points in the larger groups, thereby
superseding the effect of small subpopulations. This poses a major setback in the
analysis of scRNA-seq datasets.
Inspired by the benefits of sampling in imbalanced datasets [96, 97], in this chapter,
a systematic down-sampling step before PCA is introduced in a way so that the
structure of the dataset is preserved. We call this step as structure aware data
sampling. To this end, we have built a scalable dimension reduction framework -
LSPCA or Locality Sensitive Principal Component Analysis.
We evaluated LSPCA on multiple single-cell datasets including a large dataset of
∼68K Peripheral Blood Mononuclear Cell (PBMC) transcriptomes where the true
cell type annotations were available. When evaluating the clustering outcome on
the annotated dataset using LSPCA, we obtained a better Adjusted Rand Index
compared to traditional PCA. As a noteworthy benefit of LSPCA, we also observed
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that LSPCA performs better in discovering minority cell groups. Details of the
results on all datasets have been discussed in Section 2.4.

2.2 Background

2.2.1 Locality Sensitive Hashing

LSH [98, 25, 99] operates on a reduced dimension to find approximate nearest
neighbors. LSH uses special locality-sensitive hash functions where the chances of
similar objects hashing into a same bucket are more than the collision of dissimilar
objects [26]. The details of LSH is given in Section 1.2.1 of Chapter 1.

2.2.2 Principal Component Analysis

Principal Component Analysis (PCA) [100], is a statistical technique which con-
verts the observation points of correlated variables to linearly uncorrelated vari-
ables using orthogonal transformations. PCA is widely used as a dimension
reduction technique [101]. Mathematically, PCA is defined as an orthogonal lin-
ear transformation of data into a new coordinate system by iteratively projecting
instances on the direction of maximum variance [102]. PCA of a data matrix Dm×n

may be performed by diagonalizing its corresponding covariance matrix (a sym-
metric matrix) to obtain En×n. The diagonal matrix consists of eigenvalues in the
decreasing order on the diagonal. The eigenvectors are called principal axes or
principal directions of the data.
Singular Value Decomposition (SVD) is a matrix factorization method providing a
robust computational framework to compute the principal components accurately
for a variety of datasets. It is the generalization of the eigen decomposition. It
is used to obtain d = k < n principal components without the need to compute
the diagonal matrix of the whole covariance matrix which also overcomes the
restrictions caused by ill-conditioned matrices.
The steps to transform the original matrix into the new space are enumerated
below.

1. Construct the co-variance matrix, CV, of the mean centered data.

2. Compute the eigenvalue matrix (En×n) of CV.

3. Compute E′ by sorting E according to its corresponding eigenvalues in de-
creasing order.

4. Transform D to PC by projecting D on E′.
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Note that the first principal component of d(i) in the transformed co-ordinates is
given by

PC1 = D · E′(1)

where, E′(k) = (E′1, . . . ,E
′
m)(k), k = 1, . . .n, is a unit vector of weights that transforms

each row vector d(i) of D to a new vector of principal component scores PC(k) =

(PC1, . . . ,PCd)(k) where, PCk denotes the kth principal component.

2.3 Materials and Methodology

The LSPCA framework is carried out in three major steps: (1) LSH based sampling,
(2) computing principal components, (3) post-hoc projection of all data points onto
the PCA space. The details of each step are described in the subsections. The
flowchart of the whole process is outlined in Fig. 2.1.

2.3.1 LSH based Sampling

1. Input: Pre-processed data matrix, D, containing normalized counts of fil-
tered cells and top dispersed genes.

2. LSH Forest: In this step, the hash codes of the input data points are pro-
duced. Unique hash codes which depict local regions or neighborhood are
then computed. The python sklearn implementation of LSHForest mod-
ule is used. The LSH Forest is applied on the pre-processed dataset with
n estimators = 30 and rest of the parameters are set to their defaults.

3. K-NN graph: An approximate neighborhood graph is obtained from the
LSH tables. It is followed by searching for the 5-nearest neighbors (KNN)
of each point. This involves computing the euclidean distances between the
query point and its candidate neighbors.

4. Sampling: Sampling is carried out in a ‘greedy’ fashion. Each data point
is visited sequentially in the same order as it appears in the original dataset.
During each visit, its respective 5-NN are flagged and never visited again.
In this way, a sub-set of samples is obtained. The residue is further down-
sampled by performing the visit step recursively. For example, in the 68K
PBMC dataset, after 5 such iterations, ∼ 2000 samples were retained.

2.3.2 Computing LSPCA Rotation Matrix

LSPCA uses the structure preserving samples, SS ⊂ D, obtained in the previous
step to compute its eigenvector matrix by using a traditional PCA implementation.
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Performing SVD on LSH based samples produces a transformation matrix similar
to a PCA rotation matrix.

2.3.3 Post-hoc Projection onto the PCA Space

The obtained transformation matrix, O, is used to project the entire dataset onto
the new projection bias. The features in projected data are referred to as LSPCA
components.

LSPCA Component Matrix = D × O
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Figure 2.1: Pictorial view of the LSPCA algorithm. The solid circles represent
individual samples of a dataset. The numbers adjacent to each sample indicate
the respective index.

2.4 Results and Discussion

2.4.1 Data Description

Two types of single cell datasets were used for the evaluation. The unannotated
recount single cell datasets comprised 9 datasets sourced from the recount2 project
[103]. The second type contained two datasets with annotations. The summary of
the datasets are provided in Table 2.1.

• recount is a multi-experiment resource of analysis-ready RNA-seq gene and
exon count datasets, recount2 is the later version of the recount project.
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This online resource consists of RNA-seq gene and exon counts along with
their corresponding the coverage bigWig files for 2041 different studies.
All unannotated datasets used in our experiments was downloaded from
https://jhubiostatistics.shinyapps.io/recount/.

• The PBMC dataset prepared by [58], was downloaded fromhttps://support.
10xgenomics.com/single-cell-gene-expression/datasets. The data is
sequenced on Illumina NextSeq 500 high output with 20,000 reads per cell.

• Another annotated dataset (GSE79374) originated from profiling of 333 single-
cells isolated from the mouse brain tissues across 3 developmental time
points. Visual cortex, Hippocampus, and thalamus regions were profiled on
Embryonic day 18.5(e18.5), 12 days old postnatal (p12) and adult mice (n=5
each). The unannotated cells were removed from the dataset in our analysis.

Table 2.1: The Table gives a brief summary of the datasets used in the experiments.
Serial # Dataset Name Domain Features Instances
1 GSE57872 Human Tumor Cells 58037 875
2 DRP001358 Human Cancer Cells 58037 337
3 DRP002435 Human HeLa Cells 58037 477
4 GSE53529 Human Myoblasts 58037 384
5 GSE64016 Human Embroyonic Stem Cells 58037 460
6 GSE70580 Human Tonsil Cells 58037 648
7 GSE67835 Human Brain Cells 58037 466
8 GSE66357 Human Tonsil Cells 58037 643
9 GSE75140 Human Cerebral Tissues 58037 734
10 PBMC Fresh PBMC, Healthy Doner 32738 68793
11 GSE79374 Mouse Brain Cells 22074 280

2.4.2 Data Preprocessing

Datasets containing raw UMI read counts were downloaded from multiple sources:
(1) using the Bioconductor recount package by [103], (2) from the www.support.
10xgenomics.comwebsite and (3) the mouse embryos scRNA-seq dataset by [104].
Each dataset was preprocessed using the steps outlined in Fig. 2.2.

Raw
Count
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Genes
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Median
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ization

Select
Top Dis-
persed
Genes

Log
Transfor-
mation

Pre-
processed

Data

Figure 2.2: Data pre-processing stages
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1. Cell and Gene filtering: Raw count matrix was filtered for poor quality
cells. Typically single-cell datasets have more than 20,000 genes. Genes
having count greater than 2 in at least 4 cells were kept for subsequent
pre-processing.

2. Median Normalization: The filtered data matrix was median normalized.
The median normalization step then involved division of UMI counts in the
filtered matrix by the total UMI counts in each cell. These scaled counts were
multiplied by the median of the total UMI counts across cells [105].

3. Gene Selection: In order to select the top dispersed genes, 2000 most vari-
able genes were selected based on their relative dispersion (variance/mean)
with respect to the expected dispersion across genes with similar average
expression [92, 105].

4. Log Normalization: The resulting matrix (of dimension n cells× 2000 genes)
was further subjected to log2 transformation after addition of 1 as a pseudo
count.

2.4.3 Simulation Parameter Settings

LSPCA was compared with (1) a traditional PCA on whole dataset and (2) PCA
on a subset of data obtained through random sampling (RSPCA). The random
sampling PCA uses random sampling instead of LSH based sampling. The number
of random samples were kept equal to the number of samples obtained from LSH
based sampling. We included this method to contrast the effectiveness of LSH
based sampling against random sampling. The PCA module from the python-
sklearn implementation was used for the traditional PCA with svd solver=‘full’.
Every raw dataset was processed as per the steps as outlined in Fig. 2.2. The
preprocessed datasets were then subjected to the three feature extraction variants:
PCA, LSPCA, and RSPCA. For the clustering experiments, k-means was applied
to the top 50 principal components obtained from the respective PCA variant. The
best k for each of the unannotated datasets was determined using two strategies
viz. Bayesian Information Criterion (BIC) [106], and Silhouette Scores [107]. The
k corresponding to the highest score was chosen. Both the strategies reported
the same value of k for each dataset. On the other hand, the k for the annotated
datasets was set according their respective known number of cell types.

Execution time

PCA took approximately one hour on the PBMC dataset compared to only ∼11
minutes by LSPCA. All experiments were carried out on a PC having an Intel Core
i7-3770 3.40 GHz processor and 32GB of RAM.
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2.4.4 Simulation Results

Clustering accuracy

The clustering performance by respective PCA methods was reported using the
Silhouette Score for the unannotated datasets and the Adjusted Rand Index (ARI)
for the annotated datasets. In addition, the clustering accuracy of the minor cell
type populations of the annotated datasets was examined exclusively.

Silhouette score

Figure 2.3: Silhouette Index of the unannotated datasets. The values adjacent
to the bubble indicate the number of clusters for which the maximum Silhouette
Score could be attained. the x-axis indicate the Silhouette Score.

The Silhouette Score (or Index) is an internal validity measure based on simi-
larity of points within a cluster and separation across other clusters [107]. It is
used for validation of consistency within clusters of data when data labels are
not present. A high average silhouette score indicates that the objects within a
cluster are tightly placed and the individual clusters are well separated. The Fig.
2.3 describes the Silhouette score for nine single-cell recount datasets clustered on
the top 50 components obtained from the respective PCA variants. The compar-
ative performance shows that the proposed LSPCA method gives a better lower
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dimensional representation of original datasets than the alternative variants of
PCA.
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Figure 2.4: Comparing the k-means clustering accuracy evaluated using Adjusted
Rand Index (ARI) of three PCA variants on (a) PBMC dataset and (b) Mouse Brain
tissue dataset with the best K determined using Silhouette score metric.

For the datasets whose label information is available, Adjusted Rand Index (ARI)
metric is a suitable choice to evaluate clustering performance. The value of ARI
is close to 0 when the clustering prediction is random, whereas the ARI is 1 when
the clustering is perfectly identical to the true labels [108]. The Fig. 2.4 illustrates
the clustering performance on the PBMC and Mouse Brain Cell datasets for the
different PCA methods. It is observed that the ARI scores obtained from PCA
with LSH based sampling is higher than traditional PCA or PCA with random
sampling.

Discovery of small clusters

The effectiveness of sampling is more pronounced when the performance of clus-
tering is measured only for the minority groups. For this measurement, we selected
only those transcriptomes which shared the annotated groups of size <= 5% in
the entire dataset. Fig. 2.5 (a) shows the ARI computed for the transcriptomes
appearing in minor groups of the ∼68K PBMC dataset for all the methods. For all
the categories, more accurate predictions were made when LSPCA was used.
Similarly, Fig. 2.5 (b) depicts the ARI computed for the transcriptomes of the
minority groups in the Mouse Brain dataset (GSE79374) containing a mixture of
280 annotated transcriptomes. Only the selected cells are used for computing
the ARI. All the methods could detect the smallest known cluster Newly formed
Oligodendrocyte (5 cells) belonging to the 1% category. The unknown subtype in the
visual cortex (purple, 7 cells) included in the 3% category were also detected by all the
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Figure 2.5: ARI to compare the discordance with respect to the known annota-
tion as discovered by the three PCA variants. (a) PBMC dataset: Members from
the CD34+ (262 cells) and the CD4+ T Helper2 (19 cells) groups together consti-
tutes the 1% category. The 3% category contains the Dendritic Cells (1865 cells)
in addition to the cells under the 1% category. The third subset includes the
CD4+/CD45RA+/CD25- Naive T (2793 cells) and the CD4+/CD45RO+Memory (3126
cells); (b) Mouse Brain dataset: Newly formed Oligodendrocyte (5 cells) belongs to the
1% category. The unknown subtype in the visual cortex (purple, 7 cells) is also present
in the 3% category. The 5% category includes the Oligodendrocyte progenitor (16
cells).

three methods. However, LSPCA clearly produced better principal components
that allowed k-means to detect the Oligodendrocyte progenitor (16 cells) appearing in
the 5% category.

2.5 Conclusion

In this chapter, a systematic down-sampling method called LSPCA is proposed to
improve PCA while keeping the structure of the dataset. The components obtained
from LSPCA are utilized to cluster high dimensional single cell data. The results
show that LSPCA can identify small subpopulation of cells from single cell data
identification which is difficult for the traditional PCA technique.
It may be noted that LSPCA is applicable wherever PCA is used. In particular,
LSPCA will be useful for large datasets like single-cell expression matrices. It is
fast and produces components almost identical to the traditional PCA components.
The method provides flexibility to a user to adjust the number of samples to execute
the PCA. It must be noted that LSPCA is not a new dimension reduction method,
but when the dataset is large, it assists PCA to work on a smaller, subset whose
members adequately represent the whole dataset. Compared to random sampling,
structure aware sampling is a more effective way to sample from a large dataset.
LSPCA performs dimension reduction by operating on a subset of less redundant
samples without significantly altering the performance of the traditional PCA.
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Although the LSPCA performs well in any high dimensional single cell data,
the principal components are essentially linear combinations of the original fea-
tures/genes. Therefore, it is difficult to ascribe any meaning to the principal com-
ponents. In contrast, feature/gene selection methods yield a subset of features
each of which corresponds to the original features/genes, and are hence easily
understandable. The next chapter introduces a new copula based feature selection
method that possesses desirable properties.
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3
Stable Feature Selection using Copula in a

Supervised Framework

3.1 Introduction

With the advancement of science and technology, data has increased both in
the number of samples and number of dimensions [109]. Examples of high-
dimensional data include genomic data [2], text data [3], social image data [4],
transcriptome data [5], etc. Over the last five decades, feature engineering has
emerged as a necessary ingredient of machine learning and has become a field
of study by itself [110]. Feature selection and feature extraction are two broad
components of feature engineering. In this chapter, we focus only on the feature
selection task.
The importance of feature selection [111] is twofold - it reduces the computational
cost [112] and helps avoid model overfitting. Feature selection, in practice, often
improves the accuracy of down-stream machine learning tasks, including clus-
tering and classification. In [113], the authors proposed a new feature selection
algorithm based on dynamic mutual information, which is only estimated on un-
labeled instances. In [114], the authors introduced a local discriminant model in
the feature selection framework of subspace learning. The model preserves both
the local discriminant structure and the local geometric structure of the data. In
[115], a stratified sampling method was employed to select the feature subset for
random forests with high dimensional data. Features were separated into two
groups. One group contained strong informative features and the other weak
informative features. Then, random features were chosen from each group pro-
portionally. In [116], the authors proposed a space division strategy based on the
feature importance, which can choose relevant features into the same subspace
with a low computational cost. In [117], an information-theoretic approach was
proposed to extract the hidden common structure shared by a set of random vari-
ables.
Feature selection methods are of three broad types - filters [27], wrappers model [28]
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and embedded techniques[29]. Filters typically measure the association between
explanatory variables and the dependent variable. Some of these association mea-
sures are - Pearson’s correlation coefficient [30], Chi-squared test [31], mutual
information [32], etc. Wrapping methods compute models with a certain subset of
features and evaluate the importance of each feature. Some of these measures are
- Forward selection [118], Backward selection [119], and Stepwise selection [120].
Embedded methods combine the qualities of filter and wrapper methods. The
most Common embedded technique are the tree algorithm’s like RandomForest
[121], Lasso Regression [122], Ridge Regression [123]. The details of feature selec-
tion methods are given in Section 1.2.2 of Chapter 1.
Feature selection, in the context of supervised learning, aims to identify an opti-
mal feature subset such that the model accuracy is maximized. Finding the exact
solution amounts to an NP-hard problem [124]. Approximate methods [125] are
devised in the intersection of mathematics, statistics, and algorithms to circumvent
this problem.
Of late, mutual information-based filter methods have gained popularity due to
their ability to capture the non-linear association between dependent and indepen-
dent variables in a machine learning setting. Mutual Information-based Feature
Selection (MIFS) is among the earliest algorithms in this segment [45]. It is a greedy
algorithm that considers both mutual information of a candidate feature with class
label information and the prior selected features. Conditional Mutual Informa-
tion Maximization (CMIM), along the same line, maximizes mutual information
concerning the class while conditioning upon the selected features [46]. One of
the popular mutual information-based approaches is the Minimal-Redundancy-
Maximal-Relevance criterion (MRMR) [14], which considers feature relevance to
the class labels and ensures that redundant features are not present in the final
feature subset. In [126], the authors introduced a method called Double Input
Symmetric Relevance (DISR), where joint mutual information was estimated with
symmetrical relevance [126]. The limitation of the above methods is, that they are
using an average of bivariate redundancy measure between all pairs of features.
These result an average estimation error in redundancy measure [14, 45].
To address the above issues, in this thesis, we propose a copula based feature
selection technique (CBFS). Thereafter it is extended to provide a more robust and
stable feature selection method by introducing a regularization term. The extended
version of the CBFS is called RCFS (Regularized Copula based Feature Selection).
This is further extended to provide RgCop (A regularized copula based method
for gene selection in single cell RNA-seq data), for use in relevant gene selection
problems of single cell RNA-seq data. In the following subsections the theoretical
background, the proposed method and its extensions, and the experimental results
are described in detail.
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3.2 Theoretical Background and Formal Details

In this section, we illustrate some basic preliminaries about copulas and mutual
information.

3.2.1 Copula

The name Copula comes from a Latin word copulare, which means joint together.
Copulare word is first used by famous statistician Sklar in 1959 in one of his famous
Sklar’s Theorem. Copula produces a multivariate probability distribution from
multiple uniform marginal distributions. Copula [80] is also extensively used in
high dimensional data applications to obtain joint distributions from a random
vector, easily by estimating their marginal functions. Mathematically, Copula is
defined as follows:
Definition 1: Copula is an n dimensional function, C : [0, 1]n

→ [0, 1], which
satisfies the following properties:

1. C(u1, · · · ,ui−1, 0,ui+1, · · · ,un) = 0, i.e., the copula is 0 if one of any variable is
0.

2. C(1, · · · , 1,u, 1, · · · , 1) = u, i.e., the copula function is just u if one of the
variables is u with all others being 1.

3. C is an n-increasing function.

The detail description of copula theory is given in Section 1.4 of Chapter 1.

Copula correlation measure

Let, Y = {y1, y2} and Z = {z1, z2} are two bivariate random variables and their joint
and marginal distributions are HYZ, FY(y) and, FZ(z) respectively. Now HYZ can
be expressed as: HYZ(y, z) = C(FY(y),FZ(z)), where C is a copula function.
Kendall tau(τ), the measure of association, [83] can be expressed in terms of con-
cordance and discordance between random variables. Kendall tau is the difference
between probability of concordance and discordance of (y1, y2) and (z1, z2). It can
be described as

τYZ = [P(y1 − y2)(z1 − z2) ≥ 0] − [P(y1 − y2)(z1 − z2) ≤ 0] (3.1)

According to Nelson [127] Kendall tau can be expressed using copula function:

τ(CY,Z) = τYZ = 4

+1"
0

C(u, v) dC(u, v) − 1 (3.2)
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Where, u ∈ FY(y) and v ∈ FZ(z). τ(CY,Z) is termed as copula-correlation (Ccor) in
our study.

Regularization

Regularization is a type of regression that penalizes the coefficient of redundant
feature towards zero [128]. The simplest regularization is l1 norm or Lasso Re-
gression, which adds absolute value of magnitude” of coefficient as penalty term
to the loss function. Another widely used regularization is l2 norm or Ridge Re-
gression, which adds “squared magnitude” of coefficient as penalty term to the
loss function. The key difference between these two is that Lasso shrinks the less
important feature’s coefficient to zero and thus, removes some features as well.
So, this will be applicable where we would have huge number of features. On
the contrary, l1 norm regularization produces sparse solutions by making higher
coefficients of the loss function to zero. l1 norm or Lasso Regression is used in our
model to handle the scRNA-seq data with the large number of features.
For any vector A ∈ Rm, the l1 norm is ||A||1 = γ

∑m
i=1 |Ai|, where γ is a tuning

parameter, controls penalization. For γ = 0 regularization effect is none. When
γ value increases, it starts to penalizes the larger coefficients to zero. However,
after a certain value of γ, the model starts losing important properties, increasing
bias in the model and thus causes under-fitting. We tuned γ using eight synthetic
Gaussian mixture dataset in this study.

3.2.2 Information Theory

Here, we discuss some basic parts of information theory based on entropy and
Mutual Information. The entropy is defined as a measure of uncertainty and
average information in a random variable [129]. The entropy of discrete random
variable, X = (x1, x2, · · · , xn) is defined as:

H(X) = −

n∑
i=1

p(xi) log2 p(xi) (3.3)

where, p(xi) is the probability mass function, defined as:

p(xi) =
Number of events occur with, xi

Total number of events,n
(3.4)
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The conditional entropy of a random variable X given another random variable
Y = (y1, y2, · · · , yn) is defined as:

H(X|Y) = −

m∑
j=1

n∑
i=1

p(xi, y j) log2

p(xi, y j)
p(y j)

(3.5)

The joint entropy between two discrete random variables X and Y is defined as:

H(X,Y) = −

m∑
j=1

n∑
i=1

p(xi, y j) log2 p(xi, y j) (3.6)

Mutual Information is a mutual dependence measure between two random vari-
ables. For any two continuous random variable X and Y, the mutual information
is given in form of their probability distribution functions p(x), p(y) and p(x, y) as:

I(X,Y) =

"
p(x, y) log

p(x, y)
p(x)p(y)

dx dy (3.7)

For any two discrete random variables x and Y, mutual information is then given by

I(X,Y) =
∑
x,y

p(x, y) log
p(x, y)

p(x)p(y)

=
∑
x,y

p(x, y) log
p(x|y)
p(x)

= H(X) −H(X|Y)

(3.8)

3.2.3 Relation of Copula with Mutual Information

From Equations (1.15), (3.5) and (3.6) the mutual information between two random
variables X and Y can be described in terms of the copula function as

I(X,Y) =

"
p(x, y) log

p(x, y)
p(x)p(y)

dx dy

=

"
c(P(x),P(y))p(x)p(y)

log
c(P(x),P(y))p(x)p(y)

p(x)p(y)
dx dy

=

"
c(u, v) log c(u, v) du dv

= −H(C(u, v))

(3.9)
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where, u and v are the individual marginal distributions, respectively, P(x) and
P(y). So, It can be seen that the Mutual Informations of the random variables are
similar as negative entropy of their corresponding Copula distributions.

3.2.4 Limitations of the Previous Works

Earlier feature selection methods are mainly concern on the optimization of two
criteria: maximizing relevance and minimizing redundancy. The limitations of
these methods are the following:

• MIFS is not efficient for a large number of features. If the magnitude of the
redundancy term increases, some irrelevant features may be selected. This
limitation is removed in MRMR and NMIFS by dividing the redundancy
term with the total number of subsets.

• Most of the existing methods employ the cumulative summation and for-
ward search to approximate the solution which causes overestimation of
significance (MIFS, CMIM, and MRMR). The overestimation of significance
can occur when the candidate features have a high correlation with pre-
selected features. Still, at the same time, these are almost independent of the
remaining subsets. This situation causes high redundancy for the candidate
feature sets.

• Existing feature selection works are dataset dependent [47]. Changes in
dataset results different selected features (MIFS, CMIM, and MRMR). Signif-
icance of all the discussed methods depends on the characteristics of datasets.

3.3 Materials and Methodology

The proposed method for feature selection addresses the issue of overestimation
of some feature due to the cumulative summation of Mutual Information.
Let, a dataset be D with N dimensions. The total feature space is F = { f1, f2, · · · , fN}.
We want to select a sub set of features with n dimensions, where n << N. The
feature subset will be S = { f1, f2, · · · , fn}. We aim to select a feature subset S, which
have same or better classifier accuracy than the feature set F.
After introducing the proposed method (CBFS), in this section, we will also show
that our CBFS method is equivalent to max dependency search method [130]. We
also compute the optimal bound of our method. Let us start with defining the
related optimality criteria.

Max dependency The mutual information-based feature selection method which
selects the feature set having the largest dependency with the class variable, is
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known as Maximal Dependency(MD) method [130]. This can be mathematically
expressed as:

Ŝselected = arg max
S

I(S,Y) = arg max
fs∈F−Ṡ

I( fs,Y|Ṡ) (3.10)

Here, S = (Ṡ, fs) is a subset of features, where fs is the last feature in selected set
S and Y is class level. Often direct implementation of the first minimization in
Equation 3.9 is infeasible when the second optimization implemented it, known as
the first order incremental search. The method describes that one feature is selected
at each iteration, and that feature will be optimum, i.e., maximum dependent with
the class variable.

Relevancy A feature fi is more relevant to class level Y than another feature f j, if
fi has higher mutual information with the class label Y than f j. It is the Relevancy
test for the features[130]. Mathematically fi is more relevant than f j if

Ic( fi,Y) > Ic( f j,Y), (3.11)

Where Ic(x, y) is a mutual information measure, which we will use to be the
copula mutual information. As an alternative to the Max-dependency method,
the maximum-relevancy method selects the feature set S as

Ŝmax−rel = arg max
S

1
|S|

∑
fs∈S

Ic( fs,Y). (3.12)

Minimum redundancy It is often the case that the feature set S obtained by max-
relevancy criterion (3.12) contains features that are mutually inter-dependent to a
high extent to be redundant. Redundancy is measured using the minimization of
mutual information between all selected features fs and non selected feature, say
fi. It can be mathematically expressed as:

mins: fs∈SIc( fi; fs) (3.13)

3.3.1 Copula Based Feature Selection

As mentioned in [130] there is an overestimation to find the redundancy (MIFS,
CMIM and MRMR). Most of the previous feature selection works, discussed in
Section 3.1 (including the mRMR method of [14] ), were dataset dependent. Any
noise in the dataset may change the selected feature subset. We develop a copula-
based feature selection (CBFS) method to optimize the relevancy and redundancy,
which is much more stable than the existing methods. We minimize the copula
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mutual information between fi and fs (to reduce the redundancy between them)
and maximizing the copula mutual information between class label Y and fi. So,
we are indeed using the first order incremental search to select one feature in each
step but propose to use (empirical) copula-based mutual information instead of
the standard information measure (as in [14] ) to achieve more stability. Further,
after selecting more than one feature, we use multivariate mutual information in
contrast with the average in (3.13). Mathematically, it can be expressed as follows.
After selecting f1, . . . , fs ∈ S, we select the next feature ( fs+1 = fCBFS) by

fCBFS = arg max
fi∈(F−S)

[Ic( fi; Y) − Ic( fi; f1; f2; · · · ; fs)]

= arg max
fi∈(F−S)

[−H(C(P( fi),P(Y)) + H(C(P( fi),P( f1), · · · ,P( fs)))]
(3.14)

The feature selection method (CBFS) is illustrated in Fig. 3.1. The Venn diagram
A denotes the entropy of non selected features, H( fi), B denotes the entropy of
selected features, H( fs), and C denotes the entropy of target class, H(Y). The first
diagram represents the copula based relevancy, Ic( fi,Y). The second diagram rep-
resents the copula based redundancy, Ic( fi, f1, f2, . . . , fs). The third diagram depicts
the objective function of the algorithm. The optimum feature is obtained by max-
imization of the objective criteria iteratively.

A B

C

A B

C

A B

CC

B

Relevancy Redundancy

IcI I c(f i,Y
) Ic(fi ,f1 ,f2 ,...,fs)

Maximize

Objective Criteria, fCBFS

Figure 3.1: Pictorial form of the feature selection method (CBFS)
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Algorithm for the Copula Based Feature Selection

CBFS algorithm is described in Algorithm 1. The algorithm is discussed below.

1. This algorithm takes data matrix D with class label Y, and the number of
features to be selected k as the input parameter.

2. The first most relevant feature is selected by maximizing the copula based
mutual information between class label Y and all features in F.

3. M contains the copula based multivariate mutual information values be-
tween each non selected feature ( fi) with all selected feature ( f1, f2, . . . , fs).

4. R contains the copula based multivariate mutual information values between
each non selected feature ( fi) with class label Y.

5. Subtraction of values in M from values in R are kept in E.

6. A feature is selected with maximum value, obtained from E, and merged in
selected feature list S iteratively.

7. The above process (step 3 to step 6) is repeated k times.

8. Thus, an optimal feature subset is obtained in S.

9. S is returned as output.

Algorithm 1 Copula Based Feature Selection Algorithm(CBFS)
Input: Data Matrix D, Target class Y, Number of Selected Features, d.
Output: Optimal Feature subset,(S).

Initialisation:
1: S = ∅, {S will hold sub-set feature indices.}
2: S[1]←Max fiIc( fi,Y) {Initial most relevant feature}
3: for i = 0 to (k − 1) do
4: E = ∅
5: M← Ic( fi; f1s; · · · ; fks) {Redundancy Criterion}
6: R← Ic( fi; Y) {Relevancy Criterion}
7: E← (R −M)
8: S← {S

⋃
arg max(lim fi{E})

9: F← F − { fi}
10: end for
11: return S
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3.3.2 Optimality of Copula Based Feature Selection

In article [14], authors proved that their method (mRMR) with first order incre-
mental search is optimum in the sense that it becomes equivalent to the max
dependency criteria. It is proved in this section that Copula Based Feature Selec-
tion is also optimum, which is equivalent to max dependency criteria (and hence
also equivalent to the mRMR method).

Theorem 1. The proposed method CBFS is equivalent to the Maximal Dependency criteria
(3.10).

Proof. Since we are also using the first order incremental search, we assume that
without loss of generality, the s feature Ss = { f1, . . . , fs} has already been selected
optimally and we select the (s + 1)-th feature fs+1 = fCBFS by (3.28). Let us denote
Ss+1 = { f1, . . . , fs, fCBFS}. Then the max dependency criteria is to maximize I(Ss+1,Y).
So, we need to show that this is equivalent to our proposed method (3.28). From
the article [14], it can be shown that the maximization of I(Ss+1,Y) is equivalent to
simultaneous maximization of relevancy and minimization of redundancy. So, it
is enough to show that our CBFS method also satisfies the max-relevancy and min-
redundancy criteria. We can easily show that the minimum redundancy criteria
satisfy when the second term of Equation (3.28) has a minimum bound over zero.
It can be shown as below:

Ic( f1; · · · ; fs) =(
p( f1; · · · ; fs) log

p( f1; · · · ; fs)
p( f1) · · · p( fs)

d f1 . . . d fs

=

(
c(P( f1), · · · ,P( fs))

∏
i

P( fi)

log
c(P( f1), · · · ,P( fs))

∏
i P( fi)

p( f1) · · · p( fs)
d f1 . . . d fs

=

∫ 1

0
· · ·

∫ 1

0
c(u1, · · · ,us) log c(u1, · · · ,us) du1 . . . dus

≥

∫ 1

0
· · ·

∫ 1

0
(
∏

i

ui) log(
∏

i

ui) du1 . . . dus

= 0

(3.15)

where, ui is the individual uniform marginal distribution functions, P( fi). It is
observed that when (c(u1, · · · ,us) =

∏
i ui)),all the features are independent to each

other, then mutual information among selected feature is minimized. It is the
minimum redundancy criteria.
Now, we estimate the upper bound of the Equation (3.28), which will satisfy the

44



3.3. MATERIALS AND METHODOLOGY

maximum relevance criteria. It can be shown as below:

Ic( fi; Y) =

"
p( fi,Y) log

p( fi,Y)
p( fi)p(Y)

d fi dY

=

"
c(p( fi), p(Y))p( fi)p(Y) log c(p( fi), p(Y)) d fi dY

=

∫ 1

0

∫ 1

0
c(ui, v) log c(ui, v) dui dv

≤ min(ui, v)

(3.16)

where, ui and v are the individual uniform marginal distribution functions, P( fi)
and P(Y). It is verified from the above results that the maximum of Ic( fi; Y) in
Equation (3.28) is minimum of the feature variables and class label i.e. when the
feature variable is maximally dependent with the class variable. �

3.3.3 Stability: The Advantage of CBFS

Most of the existing mutual information based feature selection methods are
dataset dependent. One of the striking advantages of the proposed method is
that it overcomes the downside of the primitive mutual information based ap-
proach due to its scale invariant property [80].
Proposition 1: Consider, there are two random variables X and Y, and their copula
function is CXY. If α and β are two functions of X and Y respectively, then relation
of the Copula of (α(X), β(Y)) and (X,Y) are as follows.

• If α and β are strictly increasing functions, then the copula of (α(X), β(Y)) can
be expressed as:

Cα(X)β(Y)(u, v) = CXY(u, v) (3.17)

• If α is strictly increasing and β is strictly decreasing , then we have

Cα(X)β(Y)(u, v) = u − CXY(u, 1 − v) (3.18)

• If α is strictly decreasing and β is strictly increasing function, then we have

Cα(X)β(Y)(u, v) = v − CXY(v, 1 − u) (3.19)

• If α and β both are strictly decreasing function then their copula function can
be expressed as:

Cα(X)β(Y)(u, v) = u + v − 1 − CXY(1 − u, 1 − u) (3.20)

45



CHAPTER 3. STABLE FEATURE SELECTION USING COPULA IN A
SUPERVISED FRAMEWORK

These propositions are used to prove that the proposed copula based mutual infor-
mation measure satisfied scale invariant property of copula. In case of noisy data,
it keeps the original subset of features stable in the dataset. Theoretical proves
of this statement is described here, whereas the simulation result is given later in
Section 3.4.

Theorem 2. Let, the functions α and β both be strictly increasing according to random
variables X and y respectively. Copula based mutual information Ic(α(X), β(Y)) is same
as Ic(X,Y)

Proof. From Equations (3.8) and (3.17), we get the copula mutual information of
Ic(α(X), β(Y)),between α(X) and β(Y) to have the form:

Ic(α(X),β(Y))(u, v) = −Hc(α(X),β(Y))(u, v)

= −

∫ 1

0

∫ 1

0
−c(α(X),β(Y))(u, v)

log c(α(X),β(Y))(u, v)) du dv

=

∫ 1

0

∫ 1

0
c(X,Y)(u, v) log c(X,Y)(u, v) du dv

= −Hc(X,Y)(u, v)

= Ic(X,Y)(u, v)

(3.21)

�

Thus, copula distribution function of two increasing functions remain same with
copula function of two random variables.

Theorem 3. Consider, the functions α is strictly increasing and β is strictly decreasing
according to random variables X and Y respectively.Copula based mutual information
Ic(α(X), β(Y)) is same as Ic(X,Y)

Proof. As, α is strictly increasing and β is strictly decreasing function, their copula
distribution function will be as Equation (3.18) and hence their copula density
function is:

c(α(X),β(Y))(u, v) =
∂2C(α(X),β(Y)

∂u∂v

=
∂2(u − CXY(u, 1 − v))

∂u∂v
= cXY(u, 1 − v)

(3.22)
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From Equation (3.22), copula mutual information Ic(α(X), β(Y)), in this case is given
by

Ic(α(X),β(Y))(u, v) = −Hc(α(X),β(Y))(u, v)

= −

∫ 1

0

∫ 1

0
−c(α(X),β(Y))(u, v)

log c(α(X),β(Y))(u, v)) du dv

=

∫ 1

0

∫ 1

0
cX,Y(u, 1 − v)

log cX,Y(u, 1 − v) du dv

=

∫ 1

0

∫ 1

0
cX,Y(u, p) log cX,Y(u, p) du dp

[By changing variable,(1 − v = p)]

= −Hc(X,Y)(u, p)

= Ic(X,Y)(u, p)

= Ic(X,Y)(u, v)

(3.23)

�

Similarly, if α is strictly decreasing and β is strictly increasing function of X and
Y respectively, their copula mutual information of Ic(α(X), β(Y)) can be shown to
satisfy the relation:

Ic(α(X),β(Y))(u, v) = Ic(X,Y)(u, v) (3.24)

Theorem 4. Consider, the functions α and β both to be strictly decreasing according to
random variables X and y respectively. Copula based mutual information Ic(α(X), β(Y))
is same as Ic(X,Y)

Proof. Now, when both α and β are strictly decreasing functions, their copula
distribution function will be as in Equation (3.20) and hence their copula density
function is given by:

c(α(X),β(Y))(u, v) =
∂2C(α(X),β(Y)

∂u∂v

=
∂2(u + v − 1 − CXY(1 − u, 1 − v))

∂u∂v
= cXY(1 − u, 1 − v)

(3.25)

From Equation (3.25), copula mutual information of Ic(α(X)β(Y)), when α and β
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are both strictly decreasing functions of X and Y respectively, is described below.

Ic(α(X),β(Y))(u, v) = −Hc(α(X),β(Y))(u, v)

= −

∫ 1

0

∫ 1

0
−c(α(X),β(Y))(u, v)

log c(α(X),β(Y))(u, v)) du dv

=

∫ 1

0

∫ 1

0
cX,Y(1 − u, 1 − v)

log cX,Y(1 − u, 1 − v) du dv

=

∫ 1

0

∫ 1

0
cX,Y(p, q) log cX,Y(p, q) du dv

[By changing variable,(1 − u = p, 1 − v = q)]

= −Hc(X,Y)(p, q)

= Ic(X,Y)(p, q)

= Ic(X,Y)(u, v)

(3.26)

�

Thus we have shown that copula based mutual information of random variables
α(X) and β(Y) are here same as that of the random variables X, Y, where α and β
are increasing or decreasing function of X and Y. Since the proposed CBFS method
is strictly based on this copula based mutual information, the selected feature set
with this method also remains the same under such transformations. The proof of
correctness of the optimal solution is provided below.

Theorem 5. (Proof of Correctness of CBFS) Let, a feature subset Fs = ( f1, f2, . . . , f j, f j+1)
be obtained from feature set F using CBFS. Our claim is that the feature subset Fs is the
optimal feature set.

Proof. Let us consider the claim of the theorem is false.
Let, another optimal feature subset (F′s) which has most of the frequent features
with our claim feature set Fs.
The new optimal feature subset is, F′s = { f1, f2, . . . , f j, fx} which is similar with
feature subset Fs but except the feature( f j+1). The feature f j+1 is replaced with
feature fx in new optimal feature subset F′s.
CBFS selects features according to minimum correlation with all other non selected
features and maximum correlation with the class label. So, It is true that,

Ic( fk∈(FN−Fs))( f j+1; fk) ≤ Ic( fk∈(FN−F′s))( fx; fk) (3.27)

IC(X,Y) is the copula mutual information between random variables X and Y. Hence,
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CBFS will exchange feature fx with the feature f j+1.
Then, new optimal solution will be, Fs = { f1, f2, . . . , f j, f j+1, . . .}, which is contradic-
tion of our claim. �

Now, we extend the above method to a regularized copula based feature selection
(RCFS), it is described below.

3.3.4 Feature Selection with RCFS

Objective Function: According to [130], an average estimation error occurred
due to bivariate mutual information based dependency methods, (MIFS, DISR,
and MRMR). Most of the methods in feature selection, discussed in Section 3.1,
are dataset dependent and cease in locally optimum solutions. In this chapter, a
copula based multivariate dependency measure with l1 regularized is employed
in feature selection. Multivariate copula based dependency is computed between
fi ∈ (F − S) and ft ∈ S (to reduce the redundancy between them) as redundancy
metric. Bivariate copula dependency is computed between class label Y and fi as
relevancy metric. Here, F and S denotes the whole feature set and selected fea-
ture subset respectively. RCFS uses a forward selection search to select one single
feature in each step, using multivariate copula-based dependency instead of the
classical information measure. Mathematically, it can be expressed as follows.

After selecting ( f1, . . . , fs) ∈ S, we select the next feature ( fs+1 = fRCFS) by

fRCFS = arg max
fi∈(F−S)

[τ[C( fi; Y)] − τ[C( fi; f1; f2; · · · ; fs)]+

γ||τ[C( fi; Y)] ∗ Var( fi)||1]
(3.28)

Where, τ[C( fi; f j)] = [4
+1!
0

C( fi; f j) dC( fi; f j) − 1] is Kendall tau dependency score

of three types of copula (Gaussian, Empirical, and Archimedean) between two
features fi and f j. Here, γ represents coefficient of regularization. An overview of
our proposed work is given in algorithm 1.

Algorithm for the Regularized Copula based Feature Selection

. RCFS is described in Algorithm 2.

• RCFS takes data matrix D with class label Y. The number of features to be
selected d is considered as an input parameter.

• First relevant feature is selected by maximizing the copula dependency mea-
sure between class label Y and all features inset F
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• A loop is repeated (d − 1) times in line number 4 to 10.

• Then, Copula based multivariate dependency is employed between each
non selected feature ( fi) with all selected feature set ( fs ∈ S) and kept in list
M.

• Copula based bivariate dependency is employed between each non selected
feature ( fi) with class label Y and kept in list R.

• Difference of two lists R and M is kept in E

• Maximize the list E and the optimal feature is merged in list S.

• Thus, an optimal feature subset is returned in list S.

• S is returned as output.

This algorithm is applied for three variants of the copula (Gaussian, Archimedean,
and Empirical). The correctness proof of RCFS is given below.

Algorithm 2 Regularized Copula Based Feature Selection (RCFS)
Input: Data Matrix D, Target class Y, Number of Selected Features, d.
Output: Optimal Feature subset,(S).

Initialisation:
S = ∅, {S will hold sub-set feature indices.}
S[1]←Max fiτ[C( fi,Y)], {Maximum Relevancy}
for all i = 0 to (d − 1) do

E = ∅
M← τ[C( fi; f1s; · · · ; fds)], {Redundancy Criterion}
R← τ[C( fi; Y)], {Relevancy Criterion}
E← (R −M)
S← {S

⋃
arg max(lim fi{E})

F← F − { fi}
end for
return S

Theorem 6. (Proof of Correctness of RCFS Algorithm) Let, a feature subset Fs =

{ f1, f2, . . . , fi, fi+1, . . . , fd} are procured from a feature set F using RCFS. Our aim is to
proof the feature subset Fs is the optimal feature set.

Proof. Let, consider the claim of the theorem is not true.
Their exist another optimal feature subset (F′s) which has most of the common
features with our claim feature set F′s.
The new feature subset F′s = { f1, f2, . . . , fi, f j, . . . , fd} which is similar with optimal
feature subset Fs except fi+1. The feature fi+1 is replaced with feature f j in new
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optimal feature subset (F′s).
RCFS selects a feature based on minimum correlation(kendall tau) with other non
selected features ( fl) to maintain minimum redundancy criterion. So, It is true
that,

τ( fl∈(F−Fs))C( fi+1; fl) ≤ τ( fk∈(F−F′s))C( f j; fl) (3.29)

τC(X,Y) is Kendall tau dependency of copula between any two random variables
X and Y. Hence, RCFS will exchange the feature f j with feature fi+1.
Then, optimal solution will be: Fs = { f1, f2, . . . , fi, fi+1, . . . , fd}, which contradicts
our claim. �

3.3.5 Feature/Gene Selection in scRNA-seq Data using RgCop

Here we describe the methodology of regularized copula based feature selection on
single cell RNA sequence dataset RgCop is described here. The complete workflow
of RgCop is discussed below.

Workflow of RgCop

Fig. 3.2 provides a workflow of the whole analysis performed here. Following
subsections discussed the important steps:

A. Preprocessing of raw datasets See -A of panel-‘RgCop framework for gene
selection’ of Fig. 3.2. Raw scRNA-seq datasets are obtained from public data
sources. The counts matrix D ∈ Rc×g, where c is number of cells and g represents
the number of genes, is normalized using a transformation method (Linnorm) [54].
We choose that cells which have more than a thousand genes expression values
(non zero values) and choose that genes which have the minimum read count
greater than 5 in at least 10% among all the cells. log2 normalization is employed
on the transformed matrix by adding one as a pseudo count.

B. RgCop framework for feature selection See -B of panel-‘RgCop framework for
gene selection’ of Fig. 3.2. The preprocessed data is used in the proposed copula-
correlation (Ccor) based feature/gene selection models. First, a feature ranking
is performed based on the Ccor scores between all features and class labels. We
assume the feature having a larger Ccor value is the most relevant one and we
include it in the selected list. Next, Ccor is computed between the selected relevant
features and the remaining features. The feature with a minimum score is called
the most essential (and not redundant) feature and included in the selected list.
The process continued in an iterative way by including the most relevant and
minimum redundant features in each step every time in the list. Feature selection
in this way ensures the list of genes will be optimal (see proof of correctness). An
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l1 regularization term is added with the objective function to penalize the large
coefficient of relevancy term. The resulting matrix with selected features is utlized
for further downstream analysis.

C. Validation through clustering See panel-‘validation-A’ of the Fig. 3.2. We
adopt the conventional clustering steps of scanpy [74] package to cluster the re-
sulting matrix obtained from the previous step. We employed two clustering tech-
niques (SC3 [131], and Leiden clustering [132]) for clustering the neighborhood
graph of cells. To validate the clusters we utilize the Adjusted Rand Index (ARI)
metric which is usually used as a measure of agreement between two partitions.
We compare the ARI score of RgCop with different state-of-the-art unsupervised
feature selection method.

D. Validation through classification See panel-‘validation-A’ of the Fig. 3.2.
We validate the selected features by employing several classifiers to train the
resulting matrix obtained from step-B of the workflow. The features are selected
by several supervised feature selection algorithm and the classification accuracy
are compared with RgCop.

E. Annotating unknown cells See panel-‘validation-B’ of the Fig. 3.2. For cells
of the unknown type, RgCop can able to accurately cluster/classify the cells using
the genes selected in the previous step. The filtered and preprocessed data is
divided into train-test ratio 7:3 and the train set is utilized to obtain the selected
features using RgCop. Several classifier models are trained on the train set with the
selected feature set and applied to the test set. The test data with selected features
are also used for clustering. This provides the validation of our approach to work
in practice.

F. Marker identification We detect highly differentially expressed (DE) genes
within each cluster obtained from step-C in the workflow. Here we utilized
Wilcoxon Ranksum test to identify DE genes in each cluster. The top five DE
genes are chosen from each cluster according to their p-values.

The objective function:

RgCop utilizes a forward selection wrapper approach to select gene iteratively
from a gene set. It uses multivariate copula-based dependency instead of the
classical information measure. The objective function integrates the relevancy and
the redundancy terms defined using the Ccor. Mathematically, it can be expressed
as follows.
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Figure 3.2: The whole workflow of the methodology: RgCop framework for gene
selection is provided in the top panel. Clustering and classification is performed
with the genes obtained from RgCop to validate the method (shown in middle
panel). RgCop is validated for detection of unknown sample by splitting the data
into train-test ratio of 7:3 (shown in the bottom panel). The test data is utilized for
validation of the selected genes by RgCop.

Let us assume genes (g1, . . . , gi) are in the selected list Gs. The next gene gi+1 ∈

(G − Gs) at (i + 1) iteration used the objective function

f = arg max
gi∈(G−Gs)

[(τ(Cgi;CD) − τ(Cgi;g1;g2;··· ;gs))

+ γ||τ(Cgi;CD) ∗ Var(gi)||1]

(3.30)
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Where, τ(Cgi;g j) = [4
+1!
0

C(gi; g j) dC(gi; g j) − 1] is Kendall tau dependency score of

Empirical copula between two genes gi and g j. Here, γ represents the regulariza-
tion coefficient.

Theorem 7. (Proof of correctness of RgCop) Suppose Gs = {g1, g2, . . . , gi, gi+1, . . . gd}

denotes a subset of genes obtained from a gene set G using RgCop. Here gi represents
selected gene at iteration i. We claim that the set Gs is optimal.

Proof. Let us prove this by the method of contradiction. If we assume the claim is
not true, then there should exist some another optimal gene set G′s. Without loss
of generality, let us assume G′s has a maximum number of initial genes (i number
genes) common with Gs.
Now G′s can be written as G′s = {g1, g2, . . . , gi, gk, . . . , gd}. So, G′s contains {g1, g2, . . . , gi}

from Gs, but not gi+1. Following our assumption gi+1 cannot be included in any of
the optimal gene lists (G′s has maximum i number of initial genes overlapped with
Gs).
Now we claim that k > (i + 1). This is because k cannot be equal to i + 1, otherwise
G′s would have (i+1) genes overlapped with Gs. Similarly, k � i, because otherwise
G′s will contains redundant genes.
Now by the definition of our objective function ( f ) we can write: f (gk) < f (gi+1).
So we can substitute gk with gi+1 in the G′s list, and the list will be still optimal.
This contradicts our assumption that gi+1 cannot be included in any optimal list.
This proves our claim.

�

The algorithm 3 describes the method of RgCop.

3.4 Results and Discussion

3.4.1 Simulation Parameter Settings for CBFS, RCFS and RgCop

Four well known mutual information-based feature selection methods: CMIM,
MIFS, DISR, and MRMR to compare with the proposed method CBFS and RCFS.
The reason for choosing these three works is that all the methods are based on joint
mutual information and made an excellent performance in feature selection [130].

Four well known gene selection methods in scRNA-seq data are selected for com-
parisons: Gini Clust [133], PCA Loading [92], CV2 Index and Fano Factor [134]. Gini
Clust uses Gini Index in feature selection which is used in [133] for rare cell de-
tection in scRNA-seq data. PCA Loading selects feature with principal component
analysis, which is very common and widely used in scRNA-seq data analysis.
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Algorithm 3 l1 Regularized Copula Based Feature Selection (RgCop)
Input: Preprocessed Data Matrix D, Cell Type CD, Number of Selected Features,

d.
Output: Optimal Feature subset,(Gs).

Initialisation:
Gs = ∅, {S will hold sub-set feature indices.}
g1s ← arg maxgi τ(Cgi,CD), {Maximum Relevancy}
for all i = 0 to (d − 1) do

E = ∅
R← τ(Cgi;CD), {Relevancy Criterion}
M← τ(Cgi;g1s;··· ;gds), {Redundancy Criterion}
E← (R −M)
Gs ← {Gs

⋃
arg max(limgi{E})

G← G − {gi}

end for
return Gs

CV2 Index is defined as variance to mean ratio of a variable. Features/genes having
higher CV2 Index is selected from scRNA-seq data. Fano Factor is a measure of
dispersion among the features. It is also defined as a ratio of variance to mean of a
variable. In scRNA-seq data the genes having the highest Fano factor is selected.

For Gini-Clust, the R package with the default parameter as provided in the orig-
inal paper [133] is used. For PCA loading, the first three PC components are
considered as the default parameter. ’praznik’ R package is employed with de-
fault parameters for supervised methods (MRMR, DISR, JMIM, and CMIM). For
RgCop, we use regularization coefficient γ as 0.3 (see simulation result on synthetic
data in Result section). Number of selected features is user defined in all method
(CBFS, RCFS, RgCop. In this thesis, all experiments are performed on top 100
selected features using CBFS, and RCFS, and top 500 selected genes using RgCop.

Multiple Classifiers and Clustering Methods

CBFS, and RCFS method is a filter-based feature selection approach. So, We
anticipate that feature selected with the CBFS method has better performance with
any classifier. To validate this, we have considered four widely used classifiers
[135], Support Vector Machine (SVM), Neural Network (NN), Naive Bayes (NB)
and Gradient Boosting Machine (GBM). The caret package in R provided all the
classifier implementations.

• SVM is a discriminative supervised learning method. We configured the
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SVM with l2-regularizer and linear kernel.

• NN is also a supervised learner that emulates the human brain neuron struc-
ture. We have used the default caret NN layout to train our models.

• NB is one of the probabilistic supervised learning methods for classification.
NB has shown excellent classification performance on many real datasets. It
uses Bayes’ theorem to compute the necessary probabilities.

• GBM is a machine learning method for classification and regression prob-
lems. It ensembles multiple weak prediction models to build a single strong
learner.

The single cell clustering procedure using the Seurat [136] and SC3 R package [131]
with default parameters are employed to validate selected features using RgCop.

3.4.2 Datasets Description

Two types of datasets are used here, the first one is a synthetic Gaussian mixture
dataset, and another is real datasets. We have used four well-known classifiers
to measure accuracy. In the next three subsections, multiple classifiers, synthetic
Gaussian datasets, and real datasets are described respectively.

Synthetic gaussian mixture data

To test the efficacy of our algorithm, we generated eight synthetic Gaussian mixture
datasets using 2, 3, 4 and 5 clusters. We used 50 relevant features and 250 irrelevant
features for each dataset. We created K component of Gaussian mixture model
with the 50 relevant features. The covariance matrices(Σ) were generated using
the formula described below:

Σ = (ρ|i− j|) (3.31)

i, j are the row and column of the covariance matrix. We have consider ρ = 0.5.
The covariance matrix is kept the same for all eight synthetic datasets, and fifty
relevant features are generated by variation of the mean (µ). We have assumed
the above for simplicity of datasets.
White Gaussian noise [137] was added to these synthetic datasets as 250 irrelevant
features. The function uses the random normal distribution function to create the
normally distributed noise and adds it to the input matrix. Add.Gaussian.noise
package in R is utilized here to generate Gaussian noise. The magnitude of the
Gaussian noise is taken as mean 0 and standard deviation 1 for all experiment.
500 samples with k = (2, 3, 4, 5) number of classes are generated for each synthetic
dataset. We generated overlapping clusters and non-overlapping clusters data for
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each class k = (2, 3, 4, 5). The sample generation for each dataset was repeated 100
times, and average results are provided in Section 3.4.3. Synthetic Data descrip-
tions and distribution parameters are given below in Table 3.1 and 3.2. To make
the data noisy we add contaminated noise in the constructed synthetic data by
using 8 : 2 mixing ratio among the classes. The following steps are considered for
contamination of one synthetic data (assuming 2 class c and ĉ data):

• 20 percent of the samples of one class (c) (with mean µ and covariance matrix
Σ) are replaced with samples generated with mean (3µĉ + 3) and covariance
matrix Σ of other class (̂c), where µĉ is the mean of the other class ( ĉ).

• The process is repeated for all eight Gaussian mixture datasets.

Table 3.1: Non-Overlapping Synthetic Gaussian Mixture Data
# Classes

Mixing
Proba-
bilities

# Features Range of Means (µ)
Relevant Irrelevant Cluster 1 Cluster 2 Cluster 3 Cluster 4 Cluster 5

2 [0.6,0.4] 50 250
50 values from

(5, 15)
50 values from

(−15,−5) - - -

3 [0.4,0.3,0.3] 50 250 Same as above Same as above

25 values from
(5, 15)

25 values from
(−15,−5)

- -

4 [0.4,0.2,0.2,0.2] 50 250 Same as above Same as above Same as above
25 times 0

25 values from
(5, 15)

-

5 [0.2,0.2,0.2,0.2,0.2] 50 250 Same as above Same as above Same as above Same as above
50 values from

(15, 20)

Table 3.2: Overlapping Synthetic Gaussian Mixture Data
# Classes

Mixing
Proba-
bilities

# Features Range of Means (µ)
Relevant Irrelevant Cluster 1 Cluster 2 Cluster 3 Cluster 4 Cluster 5

2 [0.6,0.4] 50 250
50 values from

(2, 3)
50 values from

(−3,−2) - - -

3 [0.4,0.3,0.3] 50 250 Same as above Same as above

25 values from
(2, 3)

25 values from
(−3,−2)

- -

4 [0.4,0.2,0.2,0.2] 50 250 Same as above Same as above Same as above
25 times 0

25 values from
(2, 3)

-

5 [0.2,0.2,0.2,0.2,0.2] 50 250 Same as above Same as above Same as above Same as above
25 times 0

25 values from
(−3,−2)

The synthetic gaussian mixture datasets are plotted using tSNE visualization in
Fig. 3.3. The t-Distributed Stochastic Neighbor Embedding (t-SNE) is a non-linear
technique for dimensionality reduction that is particularly employed to visualize
of high-dimensional datasets.

Real life dataset

UCI datasets Ten continuous and discrete datasets were used for evaluation.
Among them, first five are UCI repository datasets https://archive.ics.uci.
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Figure 3.3: Eight synthetic Gaussian Mixture Datasets are embedded using tSNE
visualization. The figures represent non-overlapping classes and overlapping
classes in the respective rows.

edu/ml/datasets.php, the next two are gene microarray datasets, then the two
are face image datasets, and last one is handwritten image dataset. Raw datasets
were preprocessed with discretization process, [138], using which the continuous
datasets with equal frequencies. A short description of the datasets is given below
in Table 3.3.

Table 3.3: Summary of the real datasets used in the experiments.
Serial # Dataset Name #Instances #Features #Class
1 Arrhythmia 452 279 2
2 Musk 476 168 2
3 Libra 360 91 15
4 Semieon 1593 256 10
5 Handwritten Numerals 2000 649 10
6 Lymphoma 96 4026 9
7 Leukemia 72 7070 2
8 ORL 400 1024 40
9 warpPIE10P 210 2420 10
10 USPS 9298 256 10

• The Arrhythmia Data contains 452 samples and 279 features. It is also a
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binary classification problem. The two classes are male and female.

• The dataset Musk contains 476 samples and 168 features. It is also a binary
class dataset. It is a continuous type of dataset.

• The Libras Movement dataset contains 360 samples and 91 attributes as a
feature, representing the coordinates of movement. It includes 15 classes,
where each class references to a hand movement type in LIBRAS.

• The Semieon is a popularly used handwritten dataset which contains 1593
samples and 256 gray scale pixel values. Pixel values are regarded as fea-
tures. It contains ten classes,(0, 1, · · · , 9).

• The Handwritten (HDR) consists of features extracted from handwritten nu-
merals collected from Dutch utility maps. It has ten classes of ‘0-9’ digits.
HDR consists of total 2000 observations with 200 patterns per class. Data
contains 649 different shapes for each model which are regarded as features.

• The Lymphoma Dataset [139] is an unevenly distributed data. It contains 96
sample points. It has 4026 genes expression values for each sample point as
features. The target class has nine subtypes of lymphoma.

• The Leukemia dataset [140] is one of the popular gene expression datasets. It
contains 72 observations. It consists of 7070 gene expression values for each
observation. It is a binary class dataset, ‘AML’, ‘ALL’ are two class labels.

• The ORL face database (developed at the Olivetti Research Laboratory, Cam-
bridge, U.K.) contains 400 images of size 112 ∗92. The dataset accommodates
images of 40 persons, ten images per each person, which are at different
times, lighting, and facial expressions. It has 40 class labels.

• The warpPIE10P [141] is an image database of over 40,000 facial images
of 68 people. Images are captured with each person across 13 different
poses, under 43 different illumination conditions, and with four different
expressions. It contains 10 class labels.

• The USPS database [142] is an image database for handwritten text recogni-
tion research. Digital images of approximately 5000 city names, 5000 state
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Table 3.4: A brief summary of the real scRNA sequence Dataset
Dataset Name Features Instances Class
Yan 20214 90 7
Muraro 19127 2126 10
Pollen 23794 299 11
PBMC 32738 68793 11

names, 10000 ZIP Codes, and 50000 alphanumeric characters are included in
the dataset. It contains 10 class labels.

Single cell RNA sequence datasets The RgCop study used the following single-cell
RNA sequence datasets: Yan [143], Pollen [144], Muraro [145] and PBMC68k [58]
(see Table 3.4). Three (Pollen, Yan, and Muraro) are downloaded from Gene Ex-
pression Omnibus (GEO) https://www.ncbi.nlm.nih.gov/geo/.The description
of daatsets are discussed below.

• Yan: The dataset consists of a transcriptome of 124 individual cells from
a human preimplantation embryo and embryonic stem cell. The 7 unique
cell types accommodates labelled 4-cell, 8-cell, zygote, Late blastocyst, and
16-cell.[GEO under accession no. GSE36552; [143]].

• Pollen: Single cell RNA seq pair-end 100 reads from single cell cDNA libraries
were quality trimmed using Trim Galore with the flags. It contains 11 cell
types. [GEO accession no GSM1832359; [144]]

• Muraro: Single-cell transcriptomics was carried out on live cells from a
mixture using an automated version of CEL-seq2 on live, FACS sorted cells.
It contains 2126 number of cells. It is a human pancreas cell tissue with
10 cell types. The dataset was downloaded from GEO under accession no
GSE85241 [145].

• PBMC68k: The dataset[58], is downloaded from 10x genomics website
https://support.10xgenomics.com/single-cell-geneexpression/datasets.
The data is sequenced on Illumina NextSeq 500 high output with 20,000 reads
per cell.

3.4.3 Simulation Results of Feature Selection Using CBFS

Two alternative approaches were used to demonstrate the performance of the
proposed feature selection algorithm (CBFS). Each approach addresses specific
evaluation criteria, as outlined below.
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1. To investigate whether CBFS produces a better informative feature subset:
Feature subsets obtained from different feature selection methods were sub-
sequently used for building their corresponding prediction models. After
that, prediction accuracy was used to compare the model performance across
multiple real datasets. For the synthetic datasets, the clustering accuracy was
evaluated using CBFS.

2. To verify the scale-invariant property of CBFS: Gaussian noise was added
to the real datasets and then tested to compare stability across the different
feature selection methods.

Clustering accuracy on synthetic datasets

The clustering performance on all eight synthetic Gaussian mixture datasets was
reported using the Adjusted Rand Index (ARI). The ARI can be used as a measure
of agreement between the assigned clusters and the known groups. The value of
the ARI is close to 0 when the clustering prediction is random, and 1 when the
clustering is perfectly coherent to the known labels [146]. Table 3.5 illustrates the
clustering performance evaluated on eight synthetic Gaussian mixture datasets
for all four feature selection methods. As the number of clusters increases, the ARI
score decreases for all methods. Also, the ARI score for the overlapping Gaussian
mixture datasets is less than non-overlapping Gaussian mixture datasets. The
results in Table 3.5 depict that CBFS outperforms all competing methods (Section
3.4) excepts 4-class and 5-class overlapping datasets, whereas MIFS and CMIM
have higher ARI values than CBFS. The plausible reason is that CBFS leverages
the multivariate dependency measure and scale-invariant property of the copula.

Table 3.5: Adjusted Rand Index for Synthetic Data
Datasets Method 2-Class Data 3-Class Data 4-Class Data 5-Class Data

CBFS 1 ± 0 0.88 ± 0.1 0.72 ± 0.2 0.68 ± 0.07
CMIM 1 ± 0 0.83 ± 0.05 0.70 ± 0.13 0.57 ± 0.02

Non-Overlapping MIFS 1 ± 0 0.71 ± 0.02 0.68 ± 0.04 0.61 ± 0.05
MRMR 1 ± 0 0.70 ± 0.04 0.67 ± 0.004 0.59 ± 0.02
CBFS 0.98 ± 0.04 0.78 ± 0.11 0.64 ± 0.1 0.65 ± 0.02
CMIM 0.97 ± 0.02 0.76 ± 0.03 0.58 ± 0.12 0.67 ± 0.1

Overlapping MIFS 0.96 ± 0.03 0.75 ± 0.07 0.65 ± 0.023 0.64 ± 0.03
MRMR 0.97 ± 0.01 0.76 ± 0.04 0.63 ± 0.05 0.65 ± 0.07
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Table 3.6: Four setups for generating simulated scRNA-seq datasets using Splatter
[1]

Setups Group Proportions (%) Dropout rate DE Gene Proportion (%)
S1 (10, 10, 10, 70) 0.2 40
S2 (25, 25, 25, 25) 0.5 40
S3 (10, 10, 10, 70) 0.5 10
S4 (25, 25, 25, 25) 0.2 10

3.4.4 Simulation Results of Feature/Gene Selection on scRNA-seq data
Using RgCop

Performance in synthetic scRNA-seq data

For single-cell clustering the most common challenge is to discriminate samples
between major cell types and its sub-types. Samples of similar cell types tend to
overlap within one cluster, discriminating of which required sophisticated method
that can extract features from overlapped samples. To explore whether RgCop can
address this issue we apply it on simulated data generated by a widely used
method called Splatter [1]. We make four experimental setup (S1 to S4) to compre-
hensively evaluate RgCop. Splatter is utilized to generate the data in each case.
S1: generated four groups of 500 cells with the sample ratio of 10 : 10 : 10 : 70.
Low dropout rate is set (∼ 0.2) over 2000 genes
S2: generated four equal-sized groups of cells, each group consisting 25% of the
total (500) cells, over 2000 genes at a high dropout rate (∼ 0.5).
S3: generated four groups of 500 cells, with the sample ratio 10 : 10 : 10 : 70 over
2000 genes with a high dropout rate (∼ 0.5)
S4: generated four equal-sized groups of 500 cells over 2000 genes at a low dropout
rate ∼ 0.2.
The proportions of differentially expressed (DE) genes in S1 to S4 were selected as
40%, 40%, 10%, 10% respectively. The details of the simulation settings are shown
in Table 3.6.

To tune the regularization parameter γ (see equation 3.30), the feature selection
process is repeated for nine set of values ranging from 0 to 0.5.
γ = {0, 0.002, 0.005, 0.009, 0.02, 0.07, 0.09, 0.3, 0.5}. We trained random forests clas-
sifier to measure overall accuracy over 100 simulation replicates. Table 3.7 reports
median accuracy for the nine γ-values in four simulation setups. High accuracy
is observed for the γ-parameter in the range of γ ∈ [0.07, 0.3] (see Table 3.7). The
selected range of γ values are utilized for the later stage of analysis.
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Table 3.7: Classification Accuracy are reported for different values ofγusing RgCop
Method Classifier Setups q-Values

0 0.002 0.005 0.009 0.02 0.07 0.09 0.3 0.5

RgCop Random Forest

S1 0.85 0.90 0.90 0.90 0.91 0.93 0.94 0.95 0.95
S3 0.78 0.81 0.80 0.81 0.81 0.84 0.87 0.90 0.89
S2 0.96 0.98 0.99 0.99 0.99 0.99 0.99 0.99 0.98
S4 0.86 0.90 0.91 0.91 0.90 0.90 0.90 0.98 0.97

3.4.5 Stability of CBFS, RCFS and RgCop

This section represents that the proposed method has the potential to select features
from noisy data. As discussed in this chapter [80], the copula has the power
to preserve the same dependency measure in transformed noisy features. The
transformation of features may occur due to technical noise, which is much more
common in real-life datasets. In that case, existing feature selection algorithms
will fail on the noisy structure of the data, which results in poor performance.
white Gaussian noise with a mean (µ= 0) and standard deviation 1 is mixed
to each gene/feature of a dataset. Add.Gaussian.noise package in R was used to
generate Gaussian noise. Next, the top 100 features using CBFS, RCFS, and top
500 features using RgCop were selected with each noisy dataset. The percentage
of matching features was employed as a scale invariance metric. The number of
matching features is the intersection of the most informative feature subset from a
noisy dataset with the original optimal feature subset. The matching feature score
(percentage) is defined below:

Simscore = ((n − r)/n) ∗ 100 (3.32)

n is the total number of features in a dataset, and r represents the number of dis-
crepancies between the feature subsets of original and noisy data.
Fig. 3.4 reports a correlation plot of the similarity score among all the competing
methods in ten real datasets. For each case, we perform 100 trials and compute
Kendall tau correlation among the similarity scores returned by all the methods.
It can be observed from the figure that the correlation between the CBFS and CMIM
is lesser than the other competing pairs, which represents CBFS has a higher sim-
ilarity score than the well known CMIM method. The possible reason behind this
is the scale invariant property of copula. Thus, the number of informative feature
subset almost remains the same as the original feature subset for a noisy dataset
using CBFS, which results in a high similarity score.
Table 3.8 reports the number of indistinguishable features subset between original
and noisy datasets among all the methods. The result depicts that RCFS surpasses
all other state-of-art in stable feature selection for noisy datasets. RCFS obtains the
highest percentage of similarity in Arrhythmia and Musk datasets.
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Table 3.8: Comparison of stability performance among different methods. Table
shows the similarity score (S Score) value of each method in noisy data

Dataset DISR MIFS MRMR RCFS A RCFS E RCFS G
Arrhythmia 38 25 12 45 55 56
Musk 49 52 51 61 63 65
Lymphoma 15 26 28 55 50 53
Leukemia 11 18 31 49 52 45

For RgCop, We perform 5 iterations, each contains 100 such experiments. For a
competing method, each trial gives 100 scores for one dataset and the median of
these scores are shown in Fig. 3.7. Each row of the figure shows bar plots of the
median values for three scRNA-seq datasets. It can be observed from the figure
that RgCop achieves better SimilarityScore for all the datasets, particularly for small
sample data.

Figure 3.4: Correlation plot of similarity score for all four methods on ten datasets.
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Figure 3.5: Figure shows the comparisons among the different methods. The Y axis
denotes number of required features while X axis represents Accuracy Percentages.

Table 3.9: Classification results on Real Datasets using Supervised Methods
Classifier Dataset

Name
MRMR DISR JMIM CMIM RgCop (γ = 0.3)

GBM

Muraro 0.90 ± 0.05 0.89 ± 0.04 0.89 ± 0.010 0.85 ± 0.02 0.96 ± 0.009
Pollen 0.75 ± 0.03 0.76 ± 0.01 0.75 ± 0.05 0.74 ± 0.02 0.88 ± 0.002
Yan 1 ± 0 0.99 ± 0.02 0.98 ± 0.02 1 ± 0 0.97 ± 0.01

NNET

Muraro 0.82 ± 0.02 0.81 ± 0.01 0.81 ± 0.05 0.84 ± 0.03 0.89 ± 0.07
Pollen 0.71 ± 0.01 0.72 ± 0.003 0.69 ± 0.02 0.70 ± 0.01 0.85 ± 0.02
Yan 0.99 ± 0.01 0.99 ± 0.02 0.99 ± 0.03 0.98 ± 0.003 0.98 ± 0.02

SVM

Muraro 0.87 ± 0.04 0.88 ± 0.01 0.87 ± 0.011 0.89 ± 0.01 0.95 ± 0.01
Pollen 0.74 ± 0.06 0.75 ± 0.03 0.70 ± 0.03 0.71 ± 0.01 0.87 ± 0.001
Yan 1 ± 0 0.99 ± 0.02 1 ± 0 0.99 ± 0.04 0.98 ± 0.003

3.4.6 Comparisons with the State-of-the-art

Comparisons of CBFS with state-of-the-art

The classification performance of four classifiers (discussed in Section 3.4.1) using
the respective feature selection methods has been reported here. Leave-group-out
cross-validation with 100 repetitions, and the ratio of training to testing at 8.5:1.5
were used for evaluation purposes. In order to inspect how the number of selected
features affects a classifier, the classifiers were trained separately by varying the
number of top features, topn = (10, 20, 30, 40, 50, 60, 70, 80) obtained from respective
feature selection methods. Fig. 3.8 explains the classification accuracy using the
Gradient Boost Machine(GBM) classifier for ten real datasets. The result reports
that when the number of features increases, the classification accuracy with the
CBFS methods also increases. The plausible reason is the multivariate dependency
of the copula based feature selection method. For all multi class dataset (HDR,
Libra, Lymphoma, ORL, USPS, warpPie10P, and Semieon), our proposed method
performs well among other methods. In three datasets (Musk, Arrhythmia, and
Semieon), CMIM and MRMR perform well than CBFS for the small number of
features.
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Figure 3.6: Figure shows the comparisons of clustering performance. Panel-A
shows the boxplot of ARI values computed from the clustering results of each
competing method. Each box represents ten ARI scores of clustering results for
selected 6 sets of features ranging from 500 to 1000. Panel-B shows the 2 di-
mensional UMAP visualization of clustering results of three datasets for RgCop.
Panel-C shows the consensus clustering plots of obtained clusters from RgCop.

Comparisons of RCFS with state-of-the-art

The main approach of RCFS is that it uses a regularized parameter (γ) in objective
function. So, optimal regularized parameter finding is also important. To select
the tuning parameter γ for RCFS we have made an analysis. For a fixed accuracy
value we compute the optimal number of features for different γ values.
Three variants of regularized copula such as RCFS A, RCFS G, and RCFS E have
been utilized in this thesis, which denotes RCFS with Archimedean, Gaussian,
and Empirical copula respectively.
The classification performance of two classifiers (discussed in Section 3.4.1) using
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Figure 3.7: Figure shows the median of match score (percentage) of five different
competing methods including RgCop. Five iterations (iter1,iter2, iter3, iter4, iter5)
are performed with 100 repetition in each iteration to compute the median of
SimilarityScore.

the selected feature sets of the comparing methods has been reported. We use
Leave-one-out cross-validation with 100 repetitions, and the keep the training to
testing ratio at 80:20. Table 3.10 depicts the optimum γ values for each dataset, for
each copula. We use these optimum γ values in RCFS for comparing the results
with other methods. In order to evaluate the optimum number of selected features
for different accuracy values, the classifiers were trained separately by varying
the percentage of accuracy, Accuracy Percentage = 50, 55, 60, 65, 70, 75, 80, 85. The
result is shown in Fig. 3.5.
We vary the accuracy values from 50 to 90% and observe the required number of
optimal features in each case. It can be noticed from the Fig. 3.5 that RCFS achieves
the accuracy value same as other methods, with a significantly lower number of
selected features.

Comparisons of RgCop with state-of-the-art

We compared the efficacy of RgCop by comparing with four well known techniques
for identifying highly dispersed genes in scRNA-seq data: Gini Clust [133], PCA
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Figure 3.8: Classification accuracy for the ten datasets with Gradient Boost Ma-
chine(GBM) Classifier. There are ten boxes. Each box represents one dataset
that contains four color lines (Methods). The X-axis represents the number of
selected features(10, 20, 30, 40, 50, 60, 70, 80), Y-axis represents the classification ac-
curacy values.

Table 3.10: Selection of Optimum Tuning parameter γ for three Copulas used in
RCFS.

Dataset RCFS A RCFS E RCFS G
Arrhythmia 0.5 0.2 0.5
Musk 0.5 0.5 0.09
Lymphoma 0.2 0.5 0.2
Leukemia 0.09 0.5 0.5

Loading [92], CV2 Index and Fano Factor [134]. We also compared the performance
of RgCop with four widely used supervised feature selection techniques:CMIM
[46], JMIM [47], DISR [147], MRMR [14].

Clustering performance on real dataset using unsupervised method

Here single cell Consensus clustering (SC3) method [131] is employed for clus-
tering expression matrix with selected features. In Fig. 3.6, panel-A illustrates
the boxplots of ARI Values of the clustering results on Yan, Muraro, and Pollen
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datasets. We vary the number of selected features in the range from 500 to 1000 and
compute the ARI scores for each method. It can be seen from the figure that RgCop
achieves high ARI values in almost all the three datasets. For the Yan dataset,
while the performance of other methods is relatively low, RgCop achieves a good
ARI value, demonstrating the capability of RgCop to perform in small sample data.
We also create a visualization of the clustering performance of RgCop in Muraro,
yan, and Pollen datasets. In Fig. 3.6, panel- B shows two dimensional t-SNE
plot of predicted clusters and their original labels. Panel-C of this figure shows
heatmaps of cell × cell consensus matrix representing how often a pair of cells
is assigned to the same cluster considering the average of clustering results from
all combinations of clustering parameter [131]. Zero score (blue) means two cells
are always assigned to different clusters, while score ‘1’ (red) represents two cells
are always within the same cluster. The clustering will be perfect if all diagonal
blocks are completely red and off-diagonals are blue. A perfect match between the
predicted clusters and the original labels can be seen from panel-B and panel-C of
Fig. 3.6.

Classification performance on real dataset using supervised method

We compare RgCop with four well known supervised feature selection methods
and compute the classification accuracy. Three widely used classifiers are consid-
ered in our work, Neural Network (NNET), Support Vector Machine (SVM), and
Gradient Boosting Machine (GBM) for learning the expression matrix with selected
features. Table 3.9 shows the average test accuracy and the corresponding stan-
dard errors over 50 runs for each of the competing methods. Results demonstrate
that RgCop outperforms the other existing supervised feature selection methods.

Classifying test samples using the selected features

Classifying new cell samples is crucial for the scRNA-seq data analysis pipeline.
Here, we address this by performing an analysis to show how the selected genes
are important for discriminating the unknown cell samples. We first split the
data in train-test ratio of 8:2 and use RgCop to select 500 most informative genes
from the training set. Next, we train a random forest classifier with this data
and retain the trained model. Table 3.11 shows the classification performance of
the trained model on the test sample using the selected genes as the feature set.
The experiment is repeated 100 times with a random split of train-test data with
8:2 ratio in each case. High classification accuracy demonstrates that the selected
feature sets are equally important for discriminating the cells of the completely
independent test samples.
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Table 3.11: Classification Accuracy on test datasets using RgCop.
Datasets Classifier Proposed Methods

Random Forest

RgCop
Yan 0.94 ± 0.05
Muraro 0.88 ± 0.01
Pollen 0.97 ± 0.01
PBMC 0.67 ± 0.05

Marker gene selection using RgCop

We have chosen marker genes (DE genes) for different cell types from the clustering
results. Differentially Expressed (DE) genes are identified from every cluster using
Wilcoxon rank-sum test. We use this to directly assess the separation between
distributions of expression profiles of genes from different clusters. Fig. 3.9
illustrates the top five DE genes from each cluster of Pollen dataset (panel-A),
and Yan dataset (panel-B). The higher expression values of the top five DE genes
(shown in the heatmap of panel-A, B) for a particular cluster suggests the presence
of marker genes within the selected gene sets. The results are detectable from
violin plots of the expression profiles of top DE genes within each cluster (Fig. 3.9,
panel-A, and -B).

Execution time

All experiments were carried out on a Linux server having 50 cores and X86 64
platform. As our proposed method is a wrapper-based step wise feature selection
method, so it takes more time than any filter-based feature selection technique
(e.g. CV2index, GiniClust ). To check how the competing methods scale with
the number of cells (and classes) we performed an analysis. We have generated
simulated data (using splatter) by varying the number of cells (and classes). Four
simulated data are generated with the number of cells and classes as follows: 500
cells with two classes, 1000 cells with three classes, 1500 cells with four classes, and
2000 cells with five classes. All data are generated with equal group probabilities,
2000 number of features, fixed dropout rate (0.2), and 40% DE gene proportion.
500 features are selected in each case and the runtime is compared with different
competing methods. The execution time (minute) for each dataset is given in Table
3.12

3.5 Conclusions

In this chapter, we have provided a detailed description of three proposed methods
of feature selection namely, CBFS and its two extensions RCFS and RgCop.
The main characteristics of the these methods are:
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A

B

Figure 3.9: Figure shows marker analysis for Pollen dataset (panel-A), and Yan
dataset (panel-B). The average expression values of the top five DE genes are
shown in heatmap of panel-A, and -B. The violin plots of the expression profiles
of those top DE genes within each cluster are shown in panel-A and -B.

1. Multivariate dependency- Incorporation of copula-based multivariate de-
pendency in mutual information helps to remove the need of using bivariate
dependency measures,
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Table 3.12: Execution time in minute for five competing methods for RgCop.
Datasets # Selected Feature # Cells # Class Execution Time (in Minute)

RgCop Gini Clust CV2 Index Fano PCA Loading
Data1

500

500 2 9 2 1 1 3
Data2 1000 3 13 2 1 1 7
Data3 1500 4 17 3 1 3 11
Data4 2000 5 20 5 3 5 14

2. Scale Invariance- Due to the scale invariance property of copula, all three
methods achieve superior results compared to other methods on noisy
datasets.

It may be noted that no regularization parameter has been considered in CBFS.
This may sometimes make the algorithm susceptible to overfitting. To address
this issue we have developed a regularized feature selection method called RCFS
which employed regularization within the copula-based correlation measure. As
a result, RCFS is robust due to the use of l1 regularization. This is employed in
three variants of the copula. RCFS yields the optimal number of features than
competing methods on UCI machine learning datasets.
Both the methods (CBFS and RCFS) provide robust and stable feature selection
technique in general. However, these are not implemented on high dimensional
datasets such as single cell (scRNA-seq) datasets. Because of the high dimension
and large scRNA-seq data, selecting important genes is a challenging task that has
an immense effect on clustering and cell type prediction. The proposed method
RgCop addresses this task by employing a robust and scale invariance dependence
measure called copula-correlation (Ccor) with an l1 regularization term. RgCop
performs well using empirical copula with l1 regularization. It is applied on four
scRNA-seq datasets, including PBMC, and yields good results in clustering, clas-
sification of test samples, and marker gene selection. To summarize, the results
of the proposed CBFS and its extensions demonstrate that these methods may be
treated as important tools for machine learning researchers as well as for com-
putational biologists to investigate the informative features in any type of high
dimensional data.
All the methods in this chapter correspond to the supervised framework, where
the labels of the data are easily available. However, there exist several scenarios
where it is difficult to get the labels of the data samples. In that case, we need to de-
vise appropriate algorithms which do not need the labels as input but still possess
the advantages of copula namely, capturing the multivariate dependency among
the features in high dimensional data and robustness due to scale invariance prop-
erty. In the next chapter, we introduce such novel feature selection methods which
operate in an unsupervised framework.
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4
Feature Selection using Copula in an

Unsupervised Framework

4.1 Introduction

With the advancement of science and technology, data has increased both in
the number of samples and number of dimensions [109]. Examples of high-
dimensional data include genomic data [2], text data [3], social image data [4],
transcriptome data [5], etc. Over the last five decades, feature engineering has
emerged as a necessary ingredient of machine learning and has become a field
of study by itself [110]. Feature selection and feature extraction are two broad
components of feature engineering. In this chapter, we focus on both the feature
selection and extraction task in an unsupervised setup.
Nowadays, feature selection and extraction in supervised learning have been well
studied. However, for unsupervised learning, the research is relatively rare. When
the class information is sufficient, supervised feature selection and extraction meth-
ods usually outperform unsupervised feature selection. In this chapter, two meth-
ods are provided that address the problem of feature selection and extraction in an
unsupervised setup. We have utilized copula dependency measure to sort out this
problem in two valid domains. First, we develop a method called CODC (CODC:
A copula based model to identify differential coexpression) to select differentially
co-expressed genes in TCGA cancer datasets. Next, we have updated it to apply
on large single cell RNA-seq datasets. We termed this extension, called sc-CGconv
(copula based graph convolution network for single cell clustering). Both the
proposed methodology is utilized in unsupervised settings. In the following para-
graphs, we describe the main challenges and related works for these two works.
Microarray based gene coexpression analysis has been demonstrated as an emerg-
ing field that offers opportunities to the researcher to discover coregulation patterns
among gene expression profiles. Genes with similar transcriptomic expression are
more likely to be regulated by the same process. Coexpression analysis seeks to
identify genes with similar expression patterns which can be believed to associate
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with the common biological process [148, 149, 150]. Recent approaches are in-
terested to find the differences between the coexpression pattern of genes in two
different conditions [151, 152]. This is essential to get a more informative picture
of the differential regulation pattern of genes under two phenotype conditions.
Identifying the difference in coexpression patterns, which is commonly known as
Differential Coexpression (DC) is no doubt a challenging task in computational
biology. Several computational studies exist for identifying change in gene coex-
pression patterns across normal and disease states [153, 154, 153, 155, 156].
For example, CoXpress [157] utilized hierarchical clustering to model the relation-
ship between genes. Another approach called DiffCoex [158] utilized a statistical
framework to identify DC modules. DICER(Differential Correlation in Expression
for meta-module Recovery) [159] identified gene sets whose correlation patterns
differ between disease and control samples. In [160], the authors proposed a multi-
objective framework called DiffCoMO to detect differential coexpression between
two stages of HIV-1 disease progression.
Most of the methods proposed scoring techniques to capture the differential coex-
pression pattern and utilized some searching algorithm to optimize it. Here, we
have proposed CODC, Copula based model to identify Differential Coexpression
of genes under two different conditions. Copula [80, 84] produces a multivariate
probability distribution from multiple uniform marginal distribution. It is exten-
sively used in high-dimensional data applications. In the proposed method, first,
a pairwise dependency between gene expression profiles is modeled using an em-
pirical copula. As the marginals of gene expressions are unknown, so we have
used an empirical copula to model the joint distribution between each pair of gene
expression profiles. To investigate the difference in the coexpression pattern of
a gene pair across two conditions, we compute a statistical distance between the
joint distributions.
The above approach is updated for single cell RNA sequence data. A fundamental
goal of scRNA-seq data analysis is cell type detection [67]. The most immediate
and standard approach performs clustering to group the cells, which are later
labeled with specific type [131, 66]. This provides an unsupervised method of
grouping similar cells into clusters that facilitate the annotation of cells with spe-
cific types present in the large population of scRNA-seq data [161, 162, 163].
Several methods exist for feature/gene selection and extraction, such as GLM-
PCA [64] extract features by ranking genes using deviance, M3Drop [63] selects
genes leveraging the dropouts effects in the scRNA-seq data. The standard ap-
proaches (such as methods utilized in Seurat/Scanpy analysis pipeline) for feature
selection/extraction failed to produce a stable and predictive feature set for higher
dimension scRNA-seq data [70]. Moreover, the exiting approaches overlook the
cellular heterogeneity and patterns across the transcriptional landscape, which
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ultimately affects cell clustering. This motivates us to go for a robust and stable
technique that can deal with the larger dimension of the single cell data while
preserving the cell-to-cell variability.
Here we develop sc-CGconv (copula based graph convolution network for single
cell clustering), a stepwise robust unsupervised feature extraction and clustering
approach that formulates and aggregates cell-cell relationships using copula corre-
lation (Ccor), followed by a graph convolution network based clustering approach.
sc-CGconv formulates a cell-cell graph using Ccor that is learned by a graph-based
artificial intelligence model, graph convolution network. The learned representa-
tion (low dimensional embedding) is utilized for cell clustering. sc-CGconv features
the following advantages. a. sc-CGconv works with substantially smaller sample
sizes to identify homogeneous clusters. b. sc-CGconv can model the expression co-
variability of a large number of genes, thereby outperforming state-of-the-art gene
selection/extraction methods for clustering. c. sc-CGconv preserves the cell-to-cell
variability within the selected gene set by constructing a cell-cell graph through
copula correlation measure. d. sc-CGconv provides a topology-preserving embed-
ding of cells in low dimensional space.

4.2 Background Theory and Formal Details

Copula The term Copula [80] originated from a Latin word Copulare, which means
‘join together’. The Copula is utilized in several domains in statistics to obtain
joint distributions from uniform marginal distributions. Following the famous
Sklar’s theorem, Copula (C) function is specified [164] as
C is an n dimensional function, C : [0, 1]n

→ [0, 1], satisfying the following prop-
erties:

1. C(u1, · · · ,ui−1, 0,ui+1, · · · ,un) = 0, i.e., the function value is 0 if any of it
argument is 0.

2. C(1, · · · , 1,u, 1, · · · , 1) = u i.e the function value is 1 if one argument is u and
all others are 1.

3. C(u1, · · · ,un) is n-increasing function. This means, C volume of any hyper
rectangle R must be non negative, where R = {(xi, yi) : i is an integer and n ≥
i ≥ 1}, for (xi, yi) ∈ [0, 1]. This may be formally stated as follows

VR(C) =

2∑
i1=1

· · ·

2∑
in=1

(−1)i1+···+inC(u1,i1 , · · · ,un,in) ≥ 0 (4.1)

here, u j,1 = x j and u j,2 = y j, j ∈ (1, · · · ,n).
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Among several categories of Copulas [85], Clayton Copula from Archimedean
family is one of the most widely used function for high dimensional datasets
[165].
Clayton Copula: Let, φ be a strictly decreasing function such that φ(1) = 0, and
φ[−1](x) is the pseudo inverse of φ(t) such that φ[−1](x) = φ−1(x) for x ∈ [0, φ(0))
and φ[−1](t) = 0 for x ≥ φ(0). Let U1,U2, . . . ,Un be the random variables having
uniform marginal distributions. Then, the general family of Archimedean copula
is described as,

CArchi(u1,u2, · · · ,un)

= φ[−1](φ(u1) + φ(u2), · · · ,+φ(un)),
(4.2)

where, φ(.) is called the generator function. The Clayton Copula is a particular
Archimedian copula when the generator function φ is given by ,

φ(x) =
(x−θ − 1)

θ
, (4.3)

with θ ∈ [−1,∞).
The detail description of copula theory is given in Section 1.4 of Chapter 1.

4.3 Materials and Methodology

Here we first provide the proposed method for selecting differetially coexpressed
genes using CODC. Next, we describe the methodology for gene selection in single
cell data using ’sc-CGconv’

4.3.1 Modeling differential coexpression using CODC

CODC stands for Copula based model to identify Differential Coexpression of
genes. CODC is applied on the TCGA gene expression data for finding dif-
ferentailly coexpressed genes. Differential coexpression is simply defined as the
change of coexpression patterns of a gene pair across two conditions. A straight-
forward method to measure this is to take the absolute difference of correlations
between two gene expression profiles in two conditions. For a gene pair gi and g j,
this can be formally stated as: DC Scorep1,p2

i, j = |Sim(gi, g j)p1
− Sim(gi, g j)p2

|, where
p1, p2 are two different phenotype conditions. Here Sim(gi, g j)p signifies Pearson
correlation between gi and g j for phenotype p. In the statistical analysis, the simple
way to measure the dependence between the correlated random variable is to use
copulas [166].
Here, we model the dependence between each pair of gene expression profile using
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empirical copulas. As we were unaware of the distributions of expression profiles,
so empirical copulas are the only choice here. Notably, we have estimated joint
empirical copula density from the marginals of each gene expression profile. We
have used beta kernel estimation to determine the copula density directly from the
given data. The smoothing parameters are selected by minimizing the Asymptotic
Mean integrated squared error (AMISE) using the Frank copula as the reference
copula. The input to the copula density estimator is of size n × 2, where n is the
number of samples in different datasets. For each pair of samples, we estimate the
empirical copula density using beta kernel estimator.
To model the differential coexpression of a gene pair, we have measured a statis-
tical distance between two joint distribution provided by the copulas. We have
utilized the Kolmogorov-Smirnov (K-S) test to quantify the distance between two
empirical distributions. Value of d-statistic represents the distance here. Thus, the
distance obtained for a gene pair is treated as a differential coexpression score.

4.3.2 Feature Extraction and Clustering using sc-CGconv

sc-CGconv takes a stepwise approach for feature extraction from the scRNA-seq
data: first, it obtains a sub-sample of genes using locality sensitive hashing, next
it generates a cell neighborhood graph by utilizing the copula correlation (Ccor)
measure, and finally, a graph representation learning algorithm (here GCN) is
utilized to get the low dimensional embedding of the constructed graph. A short
workflow of sc-CGconv is depicted in the Fig. 4.1.

Structure preserving feature sampling using LSH

LSH [99] reduces the dimensionality of higher dimension datasets using an ap-
proximate nearest neighbour approach. LSH uses a random hyperplane based
hash function, which maps similar objects into the same bucket. LSH is used to
partition the data points (genes) of the preprocessed data matrix (D(CxG)) into k
(here k = 10) different buckets such that |gi ∈ G| > 2k, where G = {gi, i = 1, · · · ,n} is
the set of genes in D, where |G| = n. A k-nn graph is formed by searching the five
nearest neighbours within the bucket for each gene. Each gene is visited sequen-
tially in the same order as it appears in the original dataset and is added to the
selected list while discarding its nearest neighbours. If the visited gene is discarded
previously, then it will be skipped and its neighbors will be discarded. Thus a
sub-sample of genes is obtained, which is further down-sampled by performing
the same procedure recursively. The number of iteration for downsampling is
user defined and generally depends on the size of the data points. We use cosine
distance to compute the nearest neighbours of a gene. LSHForest [167] python
package is utilized to implement the whole process.
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Figure 4.1: workflow of the analysis. A. scRNA-seq count matrix are downloaded
and preprocessed using limnorm. B. LSH based sampling is performed on the
preprocessed data to obtained a subsample of features. C. A cell neighbourhood
graph is constructed using copula correlation. D. A three layer graph convolution
neural network is learned with adjacencey matrix and node feature matrix as input.
It aggregates information over neighbourhoods to update the representation of
nodes. The final representation obtained is called as graph embedding which is
utilized for cell clustering.

Thus, a subset of d number of genes, where,(d < n) are obtained from the above
sampling stage. These genes are considered as feature set, FLSH = { fs : s = 1, · · · , d}
for the next feature selection stage. The next stage of feature selection using Copula
is described below .

Proposed copula based correlation measure

We model the dependence between two random variables using Kendall tau(τ)
[83] measure. Note that we defined Kendall tau by using copula. Kendall’s tau (τ)
is the measure of concordance between two variables; defined as the probability of
concordance minus the probability of discordance. Formally this can be expressed
as

τXY = [P(x1 − x2)(y1 − y2) ≥ 0] − [P(x1 − x2)(y1 − y2) ≤ 0] (4.4)
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The concordance function (Q) is the difference of the probabilities between con-
cordance and discordance between two vectors (x1, y1) and (x2, y2) of continuous
random variables with different joint distribution H1 and H2 and common mar-
gins FX and FY. It can be proved that the function Q depends on the distribution
of (x1, y1) and (x2, y2) only through their copulas. According to Nelson [80], there
is a relation between Copula and Kendall tau that can be expressed as:

τC(X,Y) = τXY = 4

+1"
0

C(u, v) dC(u, v) − 1, (4.5)

Where, u ∈ FX(x) and v ∈ FY(y). τ(CX,Y) is termed as copula-correlation (Ccor) in
our study. Here the copula density C(u, v) is estimated through the clayton copula
defined in the previous section.
We have used τC(X,Y) to model the dependency between transcriptomic profiles
among the cells.

Feature extraction using sc-CGconv

sc-CGconv takes a stepwise approach for feature extraction from the scRNA-seq
data: first, it obtains a sub-sample of genes using locality sensitive hashing, next
it generates a cell neighborhood graph by utilizing the copula correlation Ccor
measure, and finally, a graph representation learning algorithm (here GCN) is
utilized to get the low dimensional embedding of the constructed graph.

Cell neighbourhood graph construction

For graph construction, we rank each node (cell) according to the Ccor values. For
a node (cell) we compute the Ccor values to all of its possible pairs. A k-nearest
neighbour list is prepared for each node based on the Ccor values. A high value of
Ccor assumes there is a high similarity between the cell pair over the transcriptomic
profile, while a smaller value signifies low similarity. the output of this step is an
adjacency matrix representing the connection among the cells according to the
k-nearest neighbour list and a node feature matrix storing the Ccor values for each
node pair.

Extracting node features using GCN

We have utilized graph convolution network (GCN) [168] to learn the low dimen-
sional embedding of nodes from the cell-cell graph. Given a graph G = (V,E),
the goal is to learn a function of signals/features on G which takes i) A optional
feature matrix X ∈ M × F, where xi is a feature description for every node i, ,M
is the number of nodes and F is number of input features and ii) A description
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of the graph structure in matrix form which typically represents adjacency matrix
A as inputs, and produces a node-level output Z ∈ M × O, where O represents
the output dimension of each node feature. The graph-level outputs are modeled
by using indexing operation, analogous to the pooling operation uses in standard
convolutional neural networks [169]. In general every layer of neural network
can be described as a non-linear function: H(l+1) = f (H(l),A)), where H(0) = X
and H(L) = Z, L representing the number of layers, f (., .) is a non linear activation
function like ReLU. Following the definition of layer-wise propagation rule pro-
posed in [168] the function can be written as f (H(l),A) = σ(D̂−1/2ÂD̂1/2H(l)W(l)),
where Â = A+ I, I represents identity matrix, D̂ is the diagonal node degree matrix
of Â, D̂ii =

∑
j Ai j, W represents trainable weight matrix of the neural network.

Intuitively, the graph convolution operator calculates the new feature of a node
by computing the weighted average of the node attribute of the node itself and
its neighbours. The operation ensures identical embedding of two nodes if the
nodes have identical neighboring structures and node features. We adopted the
GCN architecture similar to [168], a 3-layer GCN architecture with randomly ini-
tialized weights. For the cell-cell graph, we take the adjacency matrix (A) of the
neighbourhood graph and put feature matrix (X) as the node features. The 3-layer
GCN performs three propagation steps during the forward pass and effectively
convolves the 3rd-order neighborhood of every node.

4.4 Results and Discussions

4.4.1 Dataset Description

We first describe the TCGA cancer data which we utilized for differentially coex-
pressed gene selection. Next we describe the single-cell RNA-seq datasets utlized
for validating the proposed ’sc-CGconv’ method.

TCGA RNA-seq data preparation

We have evaluated the performance of the proposed method in five RNAseq ex-
pression data downloaded from TCGA data portal (https://www.cancer.gov/about-
nci/organization/ccg/research/structural-genomics/tcga). We have downloaded
matched pair of tumor and normal samples from five pan cancer data sets: Breast
invasive carcinoma (BRCA, #samples=112), head and neck squamous cell carci-
noma (HNSC, #samples = 41), liver hepatocellular carcinoma (LIHC, #samples =

50),thyroid carcinoma (THCA, #samples = 59) and Lung Adenocarcinoma (LUAD,
#samples = 58). For preprocessing the dataset we first take those genes that have
raw read count greater than two in at least four cells. The filtered data matrix
is then normalized by dividing each UMI (Unique Molecular Identifiers) counts
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by the total UMI counts in each cell and subsequently, these scaled counts are
multiplied by the median of the total UMI counts across cells [58]. Top 2000 most
variable genes were selected based on their relative dispersion (variance/mean)
with respect to the expected dispersion across genes with similar average expres-
sion. Transcriptional responses of the resulting genes were represented by the
log2(fold-change) of gene expression levels from paired tumor and normal sam-
ples. A brief description of the datasets used in this article is summarized in
table 4.1. Fig. 4.2-panel(A) and Panel-B represent box and violin plot of average
expression value of samples for each dataset.
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Figure 4.2: The figure describes box (panel-A) and violin plots (panel-B) of mean
expression values of the used datasets.

Single-cell RNA-seq data

We used four public single-cell RNA sequence datasets downloaded from Gene
Expression Omnibus (GEO) https://www.ncbi.nlm.nih.gov/geo/ and 10X ge-
nomics
(https://support.10xgenomics.com/single-cell-gene-expression/datasets).
Table 6.1 shows a summary of the used datasets. The details description of the
used datasets is given below.

• Baron: The dataset is invoked with inDrop, a droplet-based single-cell RNA-
Seq method, to determine the transcriptomes of over 12,000 individual pan-
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Table 4.1: Tumor types and number of TCGA RNA-seq samples used in the analysis
Sl
No.

Cancer type #matched pair
samples

1 Breast invasive carcinoma
(BRCA)

112

2 Head and neck squamous
cell carcinoma (HNSC)

51

3 Liver hepatocellular carci-
noma (LIHC)

50

4 Thyroid carcinoma (THCA) 59
5 Lung Adenocarcinoma

(LUAD)
58

creatic cells from four human donors and two strains of mice. Cells could be
divided into 15 clusters that matched previously characterized cell types: all
endocrine cell types, including rare ghrelin-expressing epsilon-cells, exocrine
cell types, vascular cells, Schwann cells, quiescent and activated pancreatic
stellate cells, and four types of immune cells. It contains 20125 number of
genes and 8569 number of cells with 8 cell types.

• Klein: This dataset was generated by the droplet barcoding method with an
average total read count of 20,033.40 reads in the expression matrix. A total
of eight single cell data sets are submitted: 3 for mouse embryonic stem (ES)
cells (1 biological replicate, 2 technical replicates); 3 samples following LIF
withdrawal (days 2,4, 7); one pure RNA data set (from human lymphoblast
K562 cells); and one sample of single K562 cells. The dataset was downloaded
from GEO under accession no.GSE65525. The dataset contains 24175 number
of genes and 2717 number of cells with 4 cell types.

• Melanoma: The dataset describes the diversity of expression states within
melanoma tumors, it is obtained freshly resected samples, dissagregated the
samples, sorted into single cells and profiled them by single-cell RNA-seq., It
is downloaded from GEO under accession no. GSE72056. It contains 19783
number of genes and 68579 cells with 14 cell types.

• PBMC: It is downloaded from
https://support.10xgenomics.com/single-cell-geneexpression/datasets.
The data is sequenced on Illumina NextSeq 500 high output with 20,000 reads
per cell. It contains approx ∼68k number of cell with 11 cell types.
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Table 4.2: A brief summary of the dataset used here
Dataset Dataset Descrition #Features #Instances #Class
Baron [170] Human pancreas cell 20125 8569 8
Klein [171] Mouse Embryo Cell 24175 2717 4
Melanoma [172] Human Tumor Cell 19783 68579 14
PBMC68k [58] Human Blood tissue 32738 68793 11

4.4.2 Results on the detection of DC gene pair using CODC

Detection of DC gene pair

Differential coexpression between a gene pair is modeled as a statistical distance
between the joint distributions of their expression profiles in a paired sample.
Joint distribution is computed by using empirical copula which takes expression
profile of a gene as marginals in normal and tumor sample. The K-S distance,
computed between the joint distribution is served as differential coexpression
score between a gene pair. The score for a gene pair (gi, g j) can be formulated
as: DC Copula(gi, g j) = KS dist(e.c(gtumor

i , gtumor
j ), e.c(gnormal

i , gnormal
j )), where KS-dist

represents Kolmogorov-Smirnov distance between two joint probability distribu-
tion, e.c represents empirical copula, gP

i represents the expression profile of gene gi

at phenotype P. For each RNA-seq data, we have computed the DC Copula matrix,
from which we identify differentially coexpressed gene pairs.

To know how the magnitude of differential coexpression is changing with the score
we plot the distribution of correlation values of gene pairs with their scores in Fig.
4.3. The figure also shows the number of gene pairs having positive and negative
correlations in each stage (normal/tumor). It can be noticed from the figure that
high scores produce differentially coexpressed gene pairs having a higher positive
and negative correlation. We collected the gene pairs having the score greater than
0.56 and plot the correlations values in Fig. 4.4. This figure shows plots of all gene
pairs having a positive correlation in normal and the negative correlation in tumor
(shown in the panel-A) and vice-versa (shown in the panel-(B)). The density of the
correlation values is shown in panel-C and panel-D for each case. In Fig. 4.5 we
create a visualization of top differentially coexpressed gene pairs in BRCA data
which shows a strong positive correlation in tumor stage and negative correlation
in normal stage. The Figure shows a heatmap of binary matrix constructed from
the expression data of those gene pairs in tumor and normal stages. When the
expression values showing the same pattern for a gene pair it is assumed 1, while 0
representing a non-matching pattern. From the Figure, it is quite understandable
that most of the entry in the normal stage is 0 (non-match) while in tumor stage is
1 (match).
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Figure 4.3: The Figure shows the distribution of correlation values in normal and
cancer samples of BRCA data with the DC Copula score. Panel-A shows the
distribution for different DC Copula scores. Here, four pirate plots are shown in
each facet, two for positive and two for negative correlations. The violins in each
facet represent the distribution of positive and negative correlations of gene pair
in normal and cancer samples. Panel-B shows a bar plot representing the number
of positive and negatively correlated gene pairs in normal and cancer samples in
each facet.

Stability performance of CODC

To prove the stability of CODC we have performed the following analysis:
First, we add Gaussian noise to the original expression data of normal and cancer
sample to transform these into noisy datasets. We use the rnorm function of R to
create normally distributed noise with mean 0 and standard deviation 1 and we
add this into the input data. We have utilized BRCA data for this analysis.
First, we compute the K-S distance and then obtain DC Copula matrix for both
original and noisy datasets. Let us denote these two matrices as D and D′.
The usual way is to pick a threshold t for D (or D′) and extract the gene pair (i,j)
for which D(i, j)(orD′(i, j)) ≥ t. First, we set t as the maximum of D and D′, and
then decreases it continuously to extract the gene pairs. For each t, we observe
the number of common gene pairs obtained from D and D′. Fig. 4.6 shows
the proportion of common genes selected from D and D′ for different threshold
selection and different level of noise. Theoretically, CODC produces D with scores
no more than D′ (See the Section 3.3.3 for details). So, it is quite obvious that
the number of common genes increased with a lower threshold value. From the
property (See the Section 3.3.3 for details), it can be noticed that the scores in D get
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Figure 4.4: The Figure shows visualizations of gene pairs having DC copula score
greater than 0.56. Panel-A and Panel-B show the visualization of correlation values
of gene pair having a positive correlation in normal and negative correlation in tu-
mour and vice-versa, respectively. Panel-C and Panel-D represent the distribution
of correlation values according to panel-A and panel-B, respectively.

preserved in D′. So, it is expected that obtained gene pairs from original data are
also preserved in noisy data. Fig. 4.6 shows the evidence for this case. As can be
seen from the figure that even the noise label is 80%, for threshold value above 0.25
more than 55% of the gene-pairs are common between noisy and original datasets.

Execution time: Competing methods took approximately twenty minutes on the
TCGA dataset compared to only ∼5 minutes by CODC. All experiments were
carried out on a PC having an Intel Core i7-3770 3.40 GHz processor and 32GB of
RAM.

Comparisons with competing methods

For comparison purpose, we have taken three competing techniques such as Dif-
fcoex, coXpress, and DiffCoMO and compared them with our proposed method.
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Figure 4.5: The Figure shows a heatmap representation of binary matrix con-
structed from the expression matrix of top differentially co-expressed gene pairs
in normal and tumor stages. Expression values of a gene pair showing the same
pattern are indicated as 1 and showing a different pattern is indicated as 0 in the
matrix. The columns representing differentially co-expressed gene pairs while
rows are the samples of BRCA data.
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All these methods are extant DC based, which look for gene modules with al-
tered coexpression between two classes. DiffCoEx performed hierarchical cluster-
ing on the distance matrix complied from correlation matrices of two phenotype
stages. CoXpress detect correlation module in one stage and find the alternation
of the correlation pattern within the module in other class. DiffCoMO uses the
multiobjective technique to detect differential coexpression modules between two
phenotype stages. We have made two approaches for comparing our proposed
method with competing methods. We first compare the efficacy of these methods
for detecting differential coexpressed gene pairs and next compare the modules
identified in each case. For the first case, we take top 1000 gene pairs having high
DC Copula scores from the DC matrix, and perform classification using normal
and tumor samples. Expression ratio of each DC gene pairs from the expression
matrix was taken and compiled a n × 1000, where n represents the number of
samples in each data. For the other three methods, we have also selected the same
number of differentially coexpressed gene pairs for the classification task. Table
4.3 shows some parameters we have used for the selection of the gene pairs. For
CoXpress, first, we have used ‘cluster.gene’ and ’cuttree’ function with default pa-
rameters provided in the R package of CoXpress to get the gene clusters according
to the similarity of their expression profiles. These groups are then examined by
the coXpress R function to identify the differentially coexpressed modules by com-
paring with the t-statistics generated by randomly resampling the dataset 10,000
times for each group. We have taken top 10 modules based on the robustness
parameter, which tells the number of times that the group was differentially co-
expressed in 1000 randomly resampled data. Now we have selected 1000 gene
pairs randomly from those modules. For DiffCoEx method, we collected the DC
gene pairs before partitioning them in modules. We used the code available in
the supplementary file of the original paper of DiffCoEx, to get the distance score
matrix which is used in the hierarchical clustering for module detection. We sort
the score of the distance matrix and pick top 1000 gene pairs based on the scores.
For DiffCoMO we use the default parameters to cluster the network to obtained
differentially coexpressed modules. As it utilized multiobjective method, so all the
Pareto optimal solutions of the final generation is taken as selected modules. We
then choose 1000 gene pairs randomly from the identified modules. Classification
is performed by treating normal and tumor samples as class label. A toy example
of the comparison is shown in Fig. 4.7. Please note that all these methods are
meant for differentially coexpressed module detection. So, for comparison, we
collected the DC gene pairs before partitioning them in modules. We train four
classifiers Boosted GLM, Naive Bayes, Random Forest and SVM with the data and
take the classification accuracy. The classification results are shown in the Fig. 4.8.
It can be noticed from the figure that for most of the dataset proposed method
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achieved high accuracy compare to the other methods.

Table 4.3: table shows the different parameters/threshold we have used for select-
ing differentially coexpressed gene pairs for other methods

Method No of gene
pairs selected

Parameters used

CoXpress 1000 Used cluster.gene and cutree function
with corr.coef threshold 0.6 and cut-
ting height of hierarchical tree h=0.4.
Robustness parameter threshold =
800

DiffCoEX 1000 Used Spearman correlation to com-
pute adjacency matrix for each phe-
notype condition. Use default soft
thresholding parameter β = 6 for
computation of distance score matrix.

DiffCoMO 1000 No of modules (population size) is
taken as 50 and the number of gen-
eration is 200.

g1-g3

g1-g5

g4-g7

g4-g8

g4-g9

g6-g9

g6-g10

gene pairs with high DC score

classification

ss

el

transpose

Figure 4.7: A toy example of performing classification on differentially coexpressed
gene pairs. From the DC matrix top gene pairs are selected based on DC copula
score. Expression ratio is computed for each gene pairs for normal and tumor
samples. The final matrix is then transposed and subsequently, classification is
performed using normal and tumor sample as class label.
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Figure 4.8: Comparison of classification accuracy for five datasets with four clas-
sifiers GBM, Naive Bayes, Random Forest and SVM.

4.4.3 Results on Single cell RNA sequence dataset using sc-CGconv

Training of graph convolution network on cell-cell graph

To train the GCN model with our datasets we first randomly split the cell-cell
graph into an 8:1:1 ratio of the train, validation, and test sets. The test edges are
not included in the training set, however, we keep all the nodes of the graph in
the training set. Now, we train the model using the training edges and check
the performance of the trained model for recovering the removed test edges. The
model is trained with 50 epochs using Adam optimizer with a learning rate of
0.001 and a dropout rate of 0.1. ReLu is used as an activation function. Table 4.4
shows the average precision and ROC score for the four networks obtained from
the datasets. We took the low dimensional embeddings from the output of the
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Table 4.4: Performance of GCN on networks created from four datasets: First two
columns of the table shows total number of nodes and number of edges of the
four networks. Rest of the columns show ROC and average precision score for
validation and test edges. V. ROC and V. AP refer to validation ROC and validation
average precision score, whereas T. ROC and T. AP refer the same for test set.

Dataset #edges #nodes V. ROC V. AP T. ROC T. AP
Baron 41876 8569 87.32 87.08 85.87 86.39
Klein 13885 2717 84.79 83.21 83.46 82.81
Melanoma 340875 68579 83.38 86.48 83.1 82.30
PBMC68k 342890 68793 84.98 86.78 82.9 83.8

encoder of the trained model

sc-CGconv can produces topology-preserving single-cell embedding

The resulting embedding of sc-CGconv can be utilized for manifold learning and
graph drawing algorithms such as UMAP and t-SNE. Here we used sc-CGconv
to generate the single-cell embeddings throughout this paper for clustering. To
quantify how similar the topology of low-dimensional embedding within the space
Z is to the topology of the high-dimensional space X, we adopted a procedure
similar to wolf et al. [173]. Here, we define a classification setup where the ground
truth is defined as a kNN graph GX = (V,EX) fitted in the high dimensional space
X. The edge set EFC which defines all possible edges is the state space of the
classification problem. In this setting, the embedding algorithm predicts whether
an edge e ∈ EFC is an element of EX. We put label ‘1’ for the edge e ∈ EFC if e ∈ EX,
otherwise put label ‘0’. For each edge e ∈ EFC, the embedding will put label 1 with
the probability qe and put label 0 with probability (1 − qe). The cost function to
train such a classifier is form as a binary cross-entropy function H(P,Q) or logloss,
which is equivalent to the negative log-likelihood of the labels under the model.
It is defined as

H(P,Q) =
∑

e∈EFC

∑
l∈0,1

pelog(qe) =
∑

e∈EFC

pelog(
1
qe

) + (1 − pe)log(
1

1 − qe
) (4.6)

Now the KL divergence of the predicted distribution Q and the reference distribu-
tion P is measured as KL(P,Q) = H(P,Q) −H(P), where H(P) = −

∑
e∈EFC

pe., which
ultimately leads to the equation

KL(P,Q) =
∑

e∈EFC

pelog(
pe

qe
) + (1 − pe)log(

1 − pe

1 − qe
). (4.7)
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Figure 4.9: Performance of different embedding algorithm on four datasets. Kl
divergence is computed by rerunning embedding algorithms 50 times.

We measured the KL divergenece between P and Q for t-SNE [9], UMAP [22],
ForceAtlas2 [174] and the sc-CGconv. Fig. 4.9 shows the statistics of KL measures
for the different embeddings in the four used datasets.

Comparison with state-of-the-arts

In scRNA-seq datasets, single cells are the unit of analysis, and it is crucial to
identify the clusters to which they belong accurately. These reference clusters are
typically based on the expression profiles of many cells. Misclassification of cells
is the common issue for annotating clusters as single-cell gene expression datasets
often show a high level of heterogeneity even within a given cluster. To establish
the efficacy of sc-CGconv over such procedures, we have selected four state-of-the-
art methods that are widely used for gene selection and clustering of the single
cell data.
Here, we compare sc-CGconv with the following five methods I) Gini Clust [133]: a
feature selection scheme using Gini-index followed by density-based spatial clus-
tering of applications with noise, DBSCAN [175]. II) GLM-PCA [64]: a multinomial
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model for feature selection and dimensionality reduction using generalized prin-
cipal component analysis (GLM-PCA) followed by k-means clustering III) Seurat
V3/V4 [136]: a single cell clustering pipeline which selects Highly Variable Gene
(HVG) that exhibit high cell-to-cell variation in the dataset (i.e, they are highly
expressed in some cells, and lowly expressed in others) followed by Louvain clus-
tering IV) Fano Factor [134], a measure of dispersion among features. Features
having the maximum Fano Factor are chosen for clustering. V) scGene-Fit [176],
a marker selection method that jointly optimizes cell label recovery using label-
aware compressive classification, resulting in a substantially more robust and less
redundant set of markers. Vi) SC3, a single-cell consensus (k-means) clustering
(SC3) tool for unsupervised clustering of scRNA-seq data.
The R package for Gini-Clust [133] is employed with default settings. For GLM-
PCA and HVG, we consider the default settings as described in [64, 136]. For
scGene-Fit, the parameters (redundancy=0.25, and method=’centres’) are used as
suggested by their github page. For SC3 we adopted the default parameters for
clustering all the datasets.

sc-CGconv requires the number of iterations (iter) as the input parameters of LSH
step. we set as iter as 1 for all datasets. The parameter of Clayton Copula is set
as θ = −0.5. For GCN, we used 3-layer GCN architecture which performs three
propagation steps during the forward pass and convolves 3rd order neighborhood
of every node. We take the dimension of the output layer of the first and second
layers as 256 and 128. For decoder, we use a simple inner product decoding
scheme.

Execution Time: All experiments were carried out on a Linux server having 50
cores and X86 64 platform. As our proposed method is a deep learning based
feature extraction method, so it takes more time than any filter-based feature
selection technique (e.g. Fano, Gini− clust ). To check how the competing methods
scale with the number of cells (and classes) we performed an analysis. We have
generated simulated data (using splatter) by varying the number of cells (and
classes). Four simulated data are generated with the number of cells and classes
as follows: 500 cells with two classes, 1000 cells with three classes, 1500 cells with
four classes, and 2000 cells with five classes. All data are generated with equal
group probabilities, 2000 number of features, fixed dropout rate (0.2), and 40%
DE gene proportion. 1000 features are selected in each compared method and
128 embedded features are chosen using sc-CGconv . The runtime is compared
with all seven different competing methods. The execution time (minute) for each
dataset is given in Table 4.5.

To validate the clustering results, we utilized two performance metrics, Adjusted
Rand Index (ARI) and Silhouette Score [107].

The Table 4.6 depicts the efficacy of sc-CGconv over the other methods. For the other
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Table 4.5: Execution time in minute for eight competing methods.
Datasets # Cells # Class Execution Time (in Minute)

sc-CGconv Gini Clust GLM-PCA Fano Seurat scGeneFit SC3 M3drop
Data1 500 2 9 2 1 1 3 3 5 4
Data2 1000 3 13 2 1 1 7 5 8 6
Data3 1500 4 17 3 1 3 11 10 13 12
Data4 2000 5 20 5 3 5 14 13 17 15

Table 4.6: Comparison with state-of-the-arts: Adjusted Rand Index (ARI) and
Average Silhouette Width (ASW) are reported for six competing methods on four
datasets.

Dataset Method
sc-CGconv Gini Clust GLM-PCA+Kmeans Fano+Louvain Seurat scGeneFit+Kmeans SC3

ARI ASW ARI ASW ARI ASW ARI ASW ARI ASW ARI ASW ARI ASW
Baron 0.68 0.52 0.6 0.48 0.42 0.4 0.52 0.46 0.62 0.47 0.62 0.43 0.60 0.4
Melanoma 0.56 0.52 0.15 0.29 0.18 0.24 0.42 0.29 0.43 0.45 0.25 0.4 0.38 0.35
Klein 0.86 0.8 0.76 0.7 0.43 0.58 0.4 0.3 0.8 0.72 0.82 0.75 0.80 0.66
PBMC 0.51 0.46 0.38 0.29 0.31 0.26 0.29 0.14 0.50 0.3 0.47 0.48 0.48 0.31

competing methods, we select the top 1000 features/genes in the gene selection step
and use the default clustering technique meant for this method. For sc-CGconv,
after obtaining the low dimensional embedding of 128-dimension, we performed
a simple k-means for clustering the cells. It is evident from the table that sc-CGconv
with k-means provides higher ARI (and average silhouette width) values for all
four datasets.

sc-CGconv preserves cell-to-cell variability

Once features are estimated to be important, it is essential to ask whether the cell-
to-cell variability has been preserved within the extracted features. To determine
this, we computed the Euclidean distance between each pair of cells. Thus two
Euclidean distance matrices are obtained, one for the original feature space, and
the other for the reduced feature space. The Correlation score (Kendall tau) is
computed between these two distance matrices. Fig. 4.10 depicts the correlation
measures for all the four scRNA-seq datasets.

sc-CGconv can identify marker genes

We followed the conventional procedure of Scanpy to find markers (DE genes)
from the clustering results. Scanpy utilized Wilcoxon rank-sum test [177] to find
out the significant (p < 0.05) DE genes for each cluster which are treated as marker
genes. We took the top 50 marker genes with their p-value threshold 0.05 on PBMC
68k dataset.
We found that 19 marker genes from the melanoma dataset and 13 marker genes
from the PBMC dataset that are biologically significant according to cell marker
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Table 4.7: Marker genes identified from the clustering results with sc-CGconv. 19
(for Melanoma) and 12 (for PBMC68k) markers are found to be overlapped with
CellMarker database

Dataset cell type markers (pubmed id)
CD8 T cell TNFRSF9

(28622514),KLRC4
(28622514), CXCL13
(28622514)

CD4 T cell CTSW (28457750),
CD69 (28566371),
LTB (28263960), CD4
(12000723)

Melanoma Regulatory T cell IL32 (30093597), LAG3
(28929191), FCRL3
(25762785), TNFRSF18
(23929911), LAT2
(28622514)

Naive T cells CD7 (7539656)
T helper1 (Th1) cell IFNG (20868565), STAT4
CD4+ memory T cells CCR7 (28929596)
NK cell BCL11B
B cell CD79B (29230012)
Megakaryocyte CTSW (30093597)
Regulatory T cell IL32 (30093597)
CD8 T cell CCL5 (30093597)

PBMC NK cells NKG7 (8458737), GNLY
(12884856)

Effector CD8+ mem-
ory T cell

GZMH (28622514)

Plasmacytoid den-
dritic cells

GZMB (19965634)

CD4+ cytotoxic T cell CST7 (28622514)
B cell CD79A (11396639), CD37

(24952935)
Monocyte derived
dendritic cells

CST3 (19956698)

Megakaryocyte pro-
genitors

PPBP (27084257), PF4
(30645026)

94



4.5. CONCLUSIONS
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Figure 4.10: Correlation score between two distance matrices, defined on original
feature space and reduced feature space. Figure shows the comparisons among
the competing methods based on the correlation scores obtained for different set
of features.

database [178]. The list of biologically significant marker genes is given in Table
4.7.

4.5 Conclusions

In this chapter, we have described two methods (i) CODC, a copula based model
to select differential coexpression of genes in TCGA RNA-seq datasets, and (ii) sc-
CGconv, a copula based unsupervised feature extraction and clustering technique
to select stable and non-redundant features/genes in single cell RNA-seq data.
CODC seeks to identify the dependency between expression patterns of a gene
pair in two conditions separately. The Copula is used to model the dependency
in the form of two joint distributions. Kolmogorov-Smirnov distance between
two joint distributions is treated as a differential coexpression score of a gene pair.
We have compared CODC with three competing methods DiffCoex, CoXpress,
and DiffCoMO in five pan-cancer RNA-Seq data of TCGA. CODC has the ability
for delineating minor changes of coexpression in two different samples making
it unique and suitable for differential coexpression analysis. The scale-invariant
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property of copula is inherited into CODC to make it robust against noisy expres-
sion data. It is advantageous for detecting the minor change in correlation across
two different conditions which is the most desirable feature of any differential
coexpression analysis.

Next, we have developed a step-wise sampling based feature extraction method
for scRNA-seq data leveraging the Copula dependency measure with a graph
convolution network. On one hand, LSH based sampling is used to deal with
ultra-large sample sizes, whereas Copula dependency is utilized to model the
interdependence between features (genes) to construct the cell-cell graph. Graph
convolution network has been utilized to learn low dimensional embedding of the
constructed graph. There are two striking characteristics of the proposed method
: I) It can sample a subset of features from original data keeping the structure
intact. Therefore, minor clusters are not ignored. This sampling is achieved
by using the LSH based sampling method. II) sc-CGconv utilizes scale invariant
dependency measure which gives a superior and stable measure for constructing
the dependency graph among the cells. III) GCN provides topology-preserving
low dimensional embedding of the cell graphs. It can effectively capture higher-
order relations among cells. IV) LSH based structure aware sampling of features
showed a significant lift in accuracy (Correlation, ARI values) in large single cell
RNA-seq datasets.

Another important observation is that sc-CGconv yields the highest ARI values
for Human Klein and Pollen in comparison to other state-of-art methods. The
rationale behind this is that sc-CGconv utilized copula correlation measure, which
correctly models the correlations among the feature set. From the holistic view-
point, the sc-CGconv algorithm performs much better than the other methods.

The computation time of sc-CGconv is equivalent to the number of sampled fea-
tures. The process may be computationally expensive when a large number of
features are selected in the LSH step. However, as copula correlation returns sta-
ble and non-redundant features, in reality, a small set of selected features will be
effective to construct the cell-cell graph. We observed in scRNA-seq data 1000
sampled features will serve the purpose.

Taken together, the two proposed methods CODC and sc-CGconv not only outper-
form in the domain of gene selection/extraction in RNA-seq/scRNA-seq datasets
but also can able to identify good modules (clusters) for large bulk/single cell data.
It can be observed from the results that sc-CGconv leads both in the domain of
single cell clustering by extracting informative features and generating low di-
mensional embedding of cells from large scRNA-seq data. The results prove that
both the methods may be treated as an important tool for computational biologists
to investigate the important genes from bulk/single cell RNA-seq data.
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In the next chapter, we introduce two entropies (Renyi and Tsallis), which remain
unexplored in the feature selection domain, so far. We utilized these to build a
model for feature selection from high dimensional single cell data.
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5
Entropy based feature selection for high

dimensional single cell RNA sequence
data.

5.1 Introduction

In recent times technological advances have made it possible to study RNA-seq
data at single cell resolution [179]. Single cell RNA sequencing (scRNA-seq) is a
powerful tool to capture gene expression snapshots in individual cells. Cell type
detection is one of the fundamental steps in downstream analysis of scRNA-seq
data [67]. A widely used approach for this is to cluster the cells into different
groups, and determine the identity of cells within the individual groups/clusters
[131, 66]. This provides an unsupervised method of grouping similar cells into
clusters that facilitate the annotation of different cell types present in the large
population of scRNA-seq data [161, 162, 163]. Starting from raw counts, scRNA-
seq data analysis typically goes through the following steps before clustering:
i) normalization, ii) feature selection, and iii) dimensionality reduction. While
normalization/log-normalization adjusts the differences between the samples of
individual cells and reduces the skewness of the data, feature selection seeks to
identify the most relevant features (genes) from the large feature space.
Although there exist a plethora of methods [61, 62, 63, 58] for performing each
task within the pipeline, the standard approaches consider a common sequence of
steps for the preprocessing of scRNA-seq data [64]. This includes normalization
by scaling of sample-specific size factors, log transformation, and feature selection
by using the coefficient of variation (highly variable genes[65, 66] ) or by using
average expression level (highly expressed genes). Alternatively, some methods
exist for gene selection, such as GLM-PCA [64] selects features (genes) by ranking
genes using deviance, M3Drop [63] selects genes leveraging the dropouts effects
in the scRNA-seq data.
The performance of downstream analysis, mainly the clustering process, is heavily
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dependent on the quality of the selected top features/genes. The typical character-
istics of good features/genes are: i) it should encode useful information about the
biology of the system, ii) should not include features that contain random noise,
and iii) preserve the useful biological structure while reducing the size of the data
to reduce the computational cost of later steps.
In this chapter, we show that employing Renyi, and Tsallis entropies in the gene
filtering process introduces major advantages both in terms of clustering perfor-
mance, and in terms of a biologically meaningful interpretation (a.k.a. marker
selection) of the results. Renyi, and Tsallis entropies have major advantages over
the Shannon method for robustness against noisy observations/data. An appropri-
ate choice of the tuning parameter q, in either of the two entropies, makes them less
sensitive (more robust) against different noises present in the data. On the other
hand, Shannon entropy and the associated Kullback-Leibler divergence directly
lead to the likelihood based inference which is known to be extremely non-robust
against data contamination. Therefore, the use of these Renyi, and Tsallis entropies
strengthens the robustness of our objective function proposed for feature selection
(see Section 5.2). As a result, our proposed procedure leads to the robust selection
of truly important features, suppressing the ill-effects of different kinds of noises
present in single-cell data.
We have compared the proposed method with five state-of-the-art gene selection
techniques: entropy based method: Shannon [180] entropy; and four methods are
well known for gene selection in scRNA-seq data (Gini Clust [133], GLM-PCA [64],
M3Drop [63] and HVG of Seurat V3 [136]). We have also utilized three well known
scRNA-seq clustering method (Seurat [66], SC3 [131] and CIDR [181]) to validate
the features (genes) selected by different competing methods.
Beyond the selection of good informative features, we also demonstrate that by
using a simple classification model the selected genes can correctly classify cells
of completely independent test data. To check this, we split the data into training
and test sets and demonstrate that the selected features in the training set are
equally effective for the classification of the test samples. We also carry out a
comprehensive simulation study to establish the effectiveness of the proposed
method on simulated scRNA-seq data with four separate settings. The results
show that the proposed method not only selects genes with high accuracy but is
also robust when the parameters are appropriately tuned.

5.2 Methods

5.2.1 Deriving Renyi and Tsallis Risk Functions

Let us consider three discrete random variables X, Y and Z with supports {x1, · · · , xd},
{y1, · · · , yp} and {z1, . . . , zn}, respectively. For each i = 1, 2, . . . , d, j = 1, 2, . . . , p and
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k = 1, 2, . . . ,n, let us denote pi = P(X = xi), pi jk = P(X = xi,Y = y j,Z = zk),
pi| jk = P(X = xi|Y = y j,Z = zk) and so on. The Renyi entropy of the random
variable X is defined in terms of a positive real number q, with q , 1, as

Hq(X) =
q

1 − q
log ||PX||q =

q
1 − q

log

∑
i

pq
i


1/q

, q , 1, (5.1)

where, ||PX||q is q-norm of the discrete probability distribution PX = (p1, . . . , pd) of
X, interpreted as a vector inRd. Interestingly, note that, this Renyi entropy reduces
to the Shannon entropy when q→ 1. It can also be extended for the three random
variables X, Y, and Z, so that their joint Renyi entropy is given by

Hq(X,Y,Z) =
q

1 − q
log

∑
i, j,k

pq
i jk


1/q

, q , 1. (5.2)

Accordingly, the conditional Renyi entropy can be defined as

Hq(X|Y,Z) =
q

1 − q
log

∑
j,k

∑
i

pq
i, j,k


1/q , q , 1 (5.3)

It is important to note here that there are several other existing definitions of
Conditional Renyi entropy (see, e.g., [182, 183, 184]). Our particular form of Con-
ditional Renyi divergence in (3) was originally proposed by [185] in the context
of channel coding in information theory; more recent works (see, e.g., [186]) have
further justified the usefulness of this definition in comparison to the other defi-
nitions. Note that, our conditional Renyi entropy is a decreasing function of q. It
can also be shown that the conditional Renyi entropy closely corresponds to a risk
function, i.e. as an expected error when we try to estimate the value of X, given
the values of Y and Z. We refer to the associated risk as the Renyi Risk Function
which is defined as

Rq(X|Y,Z) =||PX||q −
∑

j,k

p j,k

∑
i

pq
i| j,k


1/q

,

=
∑

j,k

p j,k

(
||PX||q − ||PX|y j,zk ||q

)
= EY,Z

[
Lq (X; (Y,Z))

]
,

(5.4)

where PX|y j,zk =
(
p1| j,k, . . . , pd| j,k

)
and Lq

(
X;

(
y, z

))
= ||PX||q−||PX|y,z||q is a loss function

measuring the discrimination between unconditional distribution of X and its
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conditional distribution given (Y = y,Z = z). This formulation clearly proves that
the quantity Rq(X|Y,Z), being the expected loss, is indeed a risk function.
Next, the Tsallis joint entropy of the three random variables X,Y and Z is mathe-
matically defined, also in terms of a tuning parameter q > 0, as

HTq(X,Y,Z) =
1

q − 1

1 −∑
i, j,k

pq
i, j,k

 , (5.5)

It also coincides with the Shannon entropy as q → 1. The conditional Tsallis
entropy of random variable X, given the values of Y and Z is defined as

HTq(X|Y,Z) =
1

q − 1

1 −

∑
i, j,k

pq
i, j,k∑

j,k
pq

j,k


 , q , 1. (5.6)

So, we can again define a Tsallis risk function, i.e. another form of the expected
error when we try to estimate the value of X given the values of Y and Z, as

RTq(X|Y,Z) = ||PX||q −
∑

j,k
ep

q
j,k

∑
i

pq
i| j,k

 ,
= Eq

Y,Z

[
Lq (X; (Y,Z))

]
,

(5.7)

where ep j,k is the joint escort probability distribution [187] of (Y,Z), given by ep j,k =
pq

j,k∑
j,k

pq
j,k

, and Eq
Y,Z represents the expectation with respect to this escort distribution.

Note that, the loss function Lq in the Tsallis risk ( Equation 5.7) is the same as
considered in the Renyi risk (Equation 5.4), but we have now taken the expectation
with respect to joint q-escort distribution of (Y,Z) instead of the same with respect
to the usual joint distribution of (Y,Z). Such expectation with respect to the escort
distribution is quite common in the literature of non-extensive entropies including
the Tsallis one [188, 189, 42]. The details of entropies is given in Section 1.2.3 of
Chapter 1.

5.2.2 sc-REnF Algorithm for Feature (gene) Selection

Let, any dataset be arranged in a matrix Dm×n, where n is number of samples and d
is number of features. Let, F be the set of features, F = { f1, f2, f3, . . . , fn}, and Y be the
set of target variable. Our algorithm is wrapper based forward selection approach
which constructs a monotonically increasing sequence {S} of subset of F. At step i,
subset { fi} is selected according to the objective function and added to the previous
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feature subset Si−1. The objective function is defined with a feature relevancy and
redundancy criteria driven by entropy measure E.(we utilized Renyi, and Tsallis
entropies as the specific choices for E.)

Feature relevance

Feature fi is more relevant to the class label C than feature f j in the context of the
already selected subset S, when

E(C| fi) ≥ E(C| f j), (5.8)

where E(·|·) is a (bivariate) conditional entropy function.

Feature redundance

Selected feature fi is more redundant to the feature f j than feature fk, if the follow-
ing holds:

E(C| fi, f j) ≥ E(C| fi, fk), f j, fk ∈ (F − S), fi ∈ S (5.9)

where E(·|·, ·) is an appropriate conditional entropy.

The objective Function

We minimize the conditional entropy function between fi ∈ (F − S) and fs ∈ S
(to reduce the redundancy between them) and maximize the conditional entropy
function between class label C and fi ∈ (F − S) to select the first feature, where
fs ∈ S is already selected feature. The selected feature subset, {S} and the feature
fi ∈ (F − S) are inductively defined as

S =∅

f1 = arg max( fi∈F)E(C| fi), see Equation 5.8

S =S ∪ { f1},

fi+1 = arg min( fi∈(F−S), f j∈S)E(C| fi, f j), (see Equation 5.9)

S =S ∪ { fi+1},

(5.10)

sc-REnF utilizes a wrapper based stepwise forward selection approach to select
gene iteratively from a gene set. An overview of the sc-REnF Algorithm is given
in algorithm 4.
The selected features using the objective function (with Renyi and Tsallis entropies
as a choice of E) are optimal in the sense of minimizing the corresponding risk
functions, defined in Equations 5.4 and 5.7, respectively, as stated by the proposi-
tion:
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Theorem: At every step, the selected feature fi+1 minimizes the Renyi and Tsallis
risk functions, i.e.,

R(C| fs, fi+1) ≤ R(C| fs, f ),∀ f ∈ (F − S), fs ∈ S, (5.11)

where R denotes either Rq or RTq , defined in Equations 5.4 and 5.7, respectively.

Proof. In order to proof the theorem, We will start from the objective function in
Equation 5.10 .
According to our objective function

E(C| fs, fi+1) ≤ E(C| fs, f ),∀ f ∈ (F − S), fs ∈ S. (5.12)

Let, u, v′, v represent generic value tuples and values of fs ∈ S (Selected feature),
fi+1 (To be selected feature at (i + 1)th step), and f ∈ (F − S) (Non selected features)
respectively. After putting the generic representation, Equation 5.12 for the Renyi
entropy can be written as

E(C|u, v′) ≤ E(C|u, v)

=⇒
q

1 − q
log

∑
u,v′

∑
c

pq
c,u,v′

1/q

≤
q

1 − q
log

∑
u,v

∑
c

pq
c,u,v

1/q

, (see Equation 5.3.)

=⇒ If q > 1, it leads to∑
u,v′

∑
c

pq
c,u,v′

1/q

≥

∑
u,v

∑
c

pq
c,u,v

1/q

=⇒
∑
u,v′

pu,v′

∑
c

pq
c|u,v′

1/q

≥

∑
u,v

pu,v

∑
c

pq
c|u,v

1/q

.

(5.13)

On the other hand, for q < 1, we get

∑
u,v′

∑
c

pq
c,u,v′

1/q

≤

∑
u,v

∑
c

pq
c,u,v

1/q

=⇒
∑
u,v′

pu,v′

∑
c

pq
c|u,v′

1/q

≤

∑
u,v

pu,v

∑
c

pq
c|u,v

1/q

.

(5.14)

Now, multiplying a constant k =
q

1−q in Equations 5.13 and 5.14 we get, for any
q , 1, that

k
∑
u,v′

pu,v′

∑
c

pq
c|u,v′

1/q

≥ k
∑
u,v

pu,v

∑
c

pq
c|u,v

1/q

. (5.15)

104



5.2. METHODS

Then, by definition of Renyi risk function in Equation 5.4, we get

Rq(C| fs, fi+1) ≤ Rq(C| fs, f ). (5.16)

In case of minimization of Tsallis risk function, after putting the generic represen-
tation, the Equation 5.12 for the Tsallis entropy can be written as

E(C|u, v′) ≤ E(C|u, v)

=⇒
1

q − 1

1 −
∑

c,u,v′
pq

c,u,v′/
∑
u,v′

pq
u,v′


 ≤ 1

q − 1

1 −
∑

c,u,v
pq

c,u,v/
∑
u,v

pq
u,v


 , (

see Equation 5.6.) (5.17)

Now, for q > 1, we have

−

∑
c,u,v′

pq
c,u,v′/

∑
u,v′

pq
u,v′

 ≤ −
∑

c,u,v
pq

c,u,v/
∑
u,v

pq
u,v


=⇒

∑
c,u,v′

pq
c,u,v′/

∑
u,v′

pq
u,v′

 ≥
∑

c,u,v
pq

c,u,v/
∑
u,v

pq
u,v

 ,
=⇒

∑
u,v′

pq
u,v′

∑
c

pq
c|u,v′

 /∑
u,v′

pq
u,v′ ≥

∑
u,v′

pq
u,v

∑
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pq
c|u,v

 /∑
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pq
u,v,
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∑
u,v′

ep
q
j,k

∑
c

pq
c|u,v′

 ≥
∑

u,v′
ep

q
j,k

∑
c

pq
c|u,v

 . (5.18)

Also, for q < 1, Equation 5.17 can be written as∑
u,v′

ep
q
j,k

∑
c

pq
c|u,v′

 ≤
∑

u,v′
ep

q
j,k

∑
c

pq
c|u,v

 . (5.19)

Now, Multiplying a constant k = 1
q−1 in Equation 5.19, we get

k

∑
u,v′

ep
q
j,k

∑
c

pq
c|u,v′

 ≥ k

∑
u,v′

ep
q
j,k

∑
c

pq
c|u,v

 . (5.20)

Then, by definition of Tsallis risk function, described in Equation 5.7, we have

RTq(C| fs, fi+1) ≤ RTq(C| fs, f ). (5.21)

This completes the proof. � �
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Algorithm 4 Robust Entropy based Feature (gene) selection method (sc-REnF)
Input: Preprocessed data matrix D, Cell type C, Number of selected features d.
Output: Optimal feature subset (S).

Initialisation:
S = ∅,
f1s ← arg max fi E( fi|C), {Maximum Relevancy}
for all i = 0 to (d − 1) do

E = ∅
E← arg min( fi∈(F−S), f j∈S)E(C| fi, f j)
S← {S

⋃
arg max(lim fi{E})

F← F − { fi}
end for
return S

5.3 Results and Discussion

In the following, we will describe the workflow of our analysis pipeline.

5.3.1 Workflow of sc-REnF

The Fig. 5.1 describes the workflow of our analysis pipeline. All important steps
are discussed in this subsection.
Preprocessing of raw datasets: Single-cell RNA sequence raw datasets are down-
loaded from publicly available sources. The RNA counts are organised as a matrix
DC×G, where C is the number of cells and G is the number of genes. Each element
[D]i j represents count of the ith cell and the jth gene. If more than a thousand genes
are expressed (non zero values) in one cell, then the cell is termed as good. We
assume one gene is expressed if the minimum read count of it exceeds 5 in at least
10% of the good cells. The data matrix M with expressed genes and good cells is
normalized using a linear model and normality based normalizing transformation
method (Linnorm) [54]. The resulting matrix (DC′×G′) is then log2 transformed by
adding one as a pseudo count.
Feature/gene selection using Renyi, and Tsallis entropies See panel-A of the Fig.
5.1. The feature/gene selection is driven by an iterative algorithm that select most
relevant and non-redundant features using Renyi, and Tsallis entropies in each step.
First, relevancy between all features and class labels is computed to select the most
relevant feature (see Equation 5.8). Next, non-redundant features are selected by
calculating redundancy between the remaining features and the relevant one (see
Equation 5.9).
Validation of selected features/genes See Fig. 5.1, panel-B. The validation is
performed by employing benchmark single cell clustering techniques to group
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Figure 5.1: A brief framework of our study: Panel-A: scRNA-seq count matrix are
downloaded and preprocessed. sc-REnF is applied for gene/feature selection using
Renyi, Tsallis entropy measures. Panel-B: Selected genes are validated by adopting
scRNA-seq clustering techniques. Panel-C: validating the selected genes (from a
training set) in an unknown test samples using clustering and ARI method.

the cells with selected features/genes. The clustering results are evaluated using
Adjusted Rand Index (ARI) score which ensures proper and accurate partitioning
of cells. We compute differentially expressed (DE) genes from each cluster which
can be treated as marker genes of specific groups of cells

Classification of cell samples with unknown labels See Fig. 5.1, panel-C. Predic-
tion of unknown cells in scRNA-seq data analysis is crucial and can be addressed
by supervised or unsupervised way. For unknown cell types, the selected genes
obtained from our method can able to discriminate the unknown cells in the test
data. We split the whole expression data in train:test ratio 8:2, and select fea-
tures/genes from training set using sc-REnF. Training data with the selected genes
are used to train a classifier model, which is further used to predict cell types of
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Table 5.1: Four setups for generating simulated datasets using Splatter [1]
Setups Group Proportions (%) Dropout rate DE Gene Proportion (%)
S1 (10, 10, 10, 70) 0.2 40
S2 (25, 25, 25, 25) 0.5 40
S3 (10, 10, 10, 70) 0.5 10
S4 (25, 25, 25, 25) 0.2 10

Table 5.2: Classification Accuracy are reported for different values of q− parameter
for Renyi, and Tsallis entropies

Method Group Prob Classifier DE(%) q-Values
0.1 0.3 0.5 0.7 1.3 1.5 1.7 2 2.5 3

sc-REnF Renyi
0.7:0.1:0.1:0.1

Random Forest

40 0.85 0.89 0.94 0.96 0.95 0.92 0.91 0.88 0.83 0.82
10 0.7 0.75 0.85 0.93 0.92 0.91 0.9 0.85 0.84 0.88

0.25:0.25:0.25:0.25
40 0.92 0.94 0.94 0.95 0.95 0.96 0.94 0.92 0.9 0.89
10 0.82 0.88 0.87 0.88 0.88 0.87 0.86 0.86 0.84 0.81

sc-REnF Tsallis
0.7:0.1:0.1:0.1

40 0.88 0.89 0.9 0.9 0.89 0.87 0.86 0.88 0.87 0.85
10 0.72 0.75 0.76 0.76 0.74 0.74 0.73 0.7 0.68 0.68

0.25:0.25:0.25:0.25
40 0.9 0.91 0.9 0.9 0.89 0.88 0.87 0.87 0.86 0.87
10 0.85 0.84 0.85 0.85 0.86 0.83 0.83 0.82 0.8 0.79

the test cell samples.

5.3.2 Feature Selection on Synthetic scRNA-seq Data

Data generation

We generated simulated data to evaluate the tuning parameter (q−value) of sc-
REnF. Splatter [1] is utilized to generate the data with four experimental setups:
S1: generated 500 cells in four groups, with sample a ratio of 10 : 10 : 10 : 70,
keeping low dropout rate (∼ 0.2) over 2000 genes
S2: generated four equal-sized groups of cells, each group consisting 25% of the
total (500) cells, over 2000 genes at a high dropout rate (∼ 0.5)
S3: generated four groups of 500 cells, with the sample ratio 10 : 10 : 10 : 70 over
2000 genes with a high dropout rate (∼ 0.5)
S4: generated four equal-sized groups of 500 cells over 2000 genes at a low dropout
rate ∼ 0.2.
The proportions of differentially expressed (DE) genes in S1 to S4 were varied from
40%, 40%, 10%, 10% respectively. The details of the simulation settings are shown
in Table 5.1.

Feature selection using different range of q parameter

To investigate the tuning parameter (q-parameter of Renyi, and Tsallis entropies,
see Method section for explanation) of the proposed method, we trained random
forests classifier to measure overall accuracy over 100 simulation replicates. Fur-
thermore, we reported the median of accuracy in Table 5.2 for each of the twelve
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q-values in four simulation conditions for the proposed method(sc-REnF Renyi,
and sc-REnF Tsallis).
High accuracy is observed for the q-parameter ranging from 0.5 to 1.3 for the Renyi
entropy, and from 0.3 to 0.7 for the Tsallis entropy (see Table 5.2). The selected
range of q-values are utilized for the later stage of analysis.

5.3.3 Comparisons with State-of-the-art

Here, we compared sc-REnF with four state-of-the-art gene selection algorithms
widely used in scRNA-seq analysis: Gini Clust [133], M3Drop [63], GLM-PCA [64],
and highly variable gene selection HVG of Seurat V3/V4 [136]. To know how the
performance of the proposed method is improved over the other entropy measure
we also include Shannon entropy as a competing method. For Gini-Clust, we use
the R package with the default parameter as provided in the original paper. For
GLM-PCA, we consider the first three PC components as the default parameter.
For highly variable genes (HVG), the standard pipeline of the Seurat package is
adopted here.
Three benchmark scRNA-seq clustering algorithm (Louvain clustering of Seurat
[66] pipeline, SC3 [131] and CIDR [181]) are employed to validate the selected fea-
tures obtained from different state-of-the-arts gene selection techniques. We have
retained the default parameters as specified in each of the scRNA-seq clustering
packages.
Top 500 genes are selected for each competing method. The ARI score for each
clustering result is reported in Table 5.3. It is observed that sc-REnF (using Renyi
and Tsallis entropies) responds well compare to the other five competing methods.

5.3.4 Classifying Test Samples using Selected Features

Classifying a new cell samples is crucial for the scRNA-seq data analysis pipeline.
Here, we address this by performing an analysis to show how the selected genes
are important for discriminating the unknown cell samples. We first split the
data in train-test ratio of 8:2 and use sc-REnF to select 500 most informative genes
from the training set. Next, we train a random forest classifier with this data
and retain the trained model. Table 5.4 shows the classification performance of
the trained model on the test sample using the selected genes as the feature set.
The experiment is repeated 100 times with a random split of train-test data with
8:2 ratio in each case. High classification accuracy demonstrates that the selected
feature sets are equally important for discriminating the cells of the completely
independent test samples.
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Table 5.3: Comparisons with five state-of-the-arts feature selection methods on
five scRNA-seq datasets: ARI scores are reported for three clustering methods
SC3 Seurat and CIDR

Dataset Clustering Methods State-of-the-arts
sc-REnF Renyi sc-REnF Tsallis Gini Clust HVG M3Drop GLM-PCA Shannon

CBMC

SC3

0.35 0.63 0.2 0.39 0.42 0.22 0.4
Yan 0.68 0.71 0.62 0.47 0.67 0.65 0.53
Klein 0.86 0.82 0.76 0.83 0.8 0.82 72
CellBench10x 0.92 0.89 0.82 0.9 0.88 0.89 0.78
Melanoma 0.42 0.51 0.15 0.38 0.4 0.5 0.24
CBMC

Seurat

0.29 0.6 0.25 0.45 0.36 0.19 0.35
Yan 0.72 0.74 0.61 0.55 0.62 0.68 0.69
Klein 0.78 0.75 0.7 0.86 0.77 0.76 0.68
CellBench10x 0.88 0.87 0.81 0.88 0.86 0.86 0.77
Melanoma 0.38 0.47 0.14 0.35 0.38 0.45 0.22
CBMC

CIDR

0.36 0.72 0.28 0.36 0.38 0.25 0.36
Yan 0.71 0.7 0.67 0.52 0.65 0.67 0.65
Klein 0.87 0.81 0.72 0.84 0.82 0.84 0.7
CellBench10x 0.93 0.9 0.86 0.9 0.9 0.9 0.8
Melanoma 0.45 0.5 0.2 0.39 0.42 0.48 0.23

Table 5.4: Classification Accuracy on test datasets using sc-REnF.
Datasets Classifier Proposed Methods

Random Forest

sc-REnF Renyi sc-REnF Tsallis
CBMC 0.72 ± 0.02 0.81 ± 0.01
Yan 0.94 ± 0.05 0.92 ± 0.03
Klein 0.98 ± 0.01 0.95 ± 0.02
Cellbench 0.97 ± 0.01 0.92 ± 0.03
Melanoma 0.77 ± 0.05 0.75 ± 0.04

5.3.5 Selected Genes have Reliable Overlap with Marker Genes

Here the aim is to investigate the overlap between the selected gene set and the
marker genes of specific cell types. For this, we use the datasets with a full gene
set and follow the general framework of Scanpy for clustering. We obtained the
marker genes from the identified clusters by utilizing Wilcoxon Rank Sum test
embedded in the Scanpy package. It results in highly differential genes (DE) for
each cluster. We compare the overlap between selected gene sets of six competing
methods (sc-REnF Renyi, sc-REnF Tsallis, Gini Clust, GLM-PCA, M3Drop, and
HVG) and the DE genes obtained from Scanpy. Table 5.5 shows the result of
overlaps for 500 selected genes in each case. It can be observed from the table that
the selected set of genes obtained from sc-REnF (using Renyi, and Tsallis entropies)
shows a higher number of overlaps (common gene) with the DE genes than the
other competing methods. We have also identified several experimentally verified
markers from the common gene set using a literature search. Table 5.6 shows some
of the markers of specific cell types obtained from the selected gene set of sc-REnF.
The PubMed-id for each search is given in the table for reference.
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Table 5.5: Table shows overlap between the marker genes and top 500 selected
genes using the competing methods

Data sc-REnF Renyi sc-REnF Tsallis Gini Clust HVG M3Drop GLM-PCA
Yan 30 39 5 33 25 4
CBMC 75 160 46 123 89 58
Klein 92 78 40 88 74 75
Cellbench 84 76 65 82 68 73
Melanoma 59 42 29 53 35 40

Table 5.6: Markers identified from the selected gene set of sc-REnF for three datasets
CBMC, Melanoma, and Cellbench.

Dataset cell type markers (pubmed id)
CD8 T cell TNFRSF9 (28622514),KLRC4 (28622514), CXCL13 (28622514)
CD4 T cell CTSW (28457750), CD69 (28566371), LTB (28263960), CD4 (12000723)

Melanoma Regulatory T cell IL32 (30093597), LAG3 (28929191), FCRL3 (25762785), TNFRSF18 (23929911), LAT2 (28622514)
Naive T cells CD7 (7539656)

T helper1 (Th1) cell IFNG (20868565), STAT4
CD4+ memory T cells CCR7 (28929596)

NK cell BCL11B
B cell CD79B (29230012)

Megakaryocyte CTSW (30093597)
CD8 T cell APEX1 (28457750), NASP(28622514), DCAF11 (28622514)

CBMC NK cells ZNF683 (29361178), GNLY (12884856)
CD4+ T cell CST7 (28622514), GSPT1 (28622514), PRF1 (28622514), CCL5 (28622514), CHST12 (28622514), SLC40A1 (28622514)

B cell CD79B (28428369), LYL1 (30093597) , NAA50 (30093597) , NXPH4 (30093597), FAM177B (30093597), CD74 (30093597), SRM(30093597)
CD16+ Mono S100A12 (28428369)

MK Cell PLEK(28622514)
Eryth HBG1 (28830992), HBA1 (28830992)

Plasmacytoid dendritic cell NOP56 (28428369), IRF8 (28428369), CD83 (30093597)
Cellbench Epithelial cell EPCAM (24768153 ), KRT19 (24972717), FZD4 (24768153)

5.3.6 Stability of sc-REnF

Here we explore an additional advantage of sc-REnF over the other measures
by validating the stability of its performance. A non-parametric statistical test
Kruskal-Wallis Test [190] is utilized to examine the stability of ARI scores resulted
from the clustering. Here population distributions in each group considered are the
same in particular, if the distributions are coming from a common family, then the
hypothesis specifies that the median of each group is equal. We vary the number
of selected features/genes from range 100 to 500 and for each case, we compute the
ARI scores after clustering. Thus for any method (e.g. Renyi), we get five ARI scores
(for #feature=100, 200, 300, 400, 500) representing the clustering performance with
selected features/genes. To know the variation of ARI scores across all the datasets
for a particular method (e.g. Renyi), we performed Kruskal-Wallis Test. Although
all methods produce stable results with low p-values, nevertheless the sc-REnF
(with Tsallis and Renyi entropies) show more stable (p− value=9.01E-03 and 1.11E-
02) performance among the other methods (see Table 5.7). These results may be
treated as a straightforward implication of the theoretical proof presented in the
method section.
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Figure 5.2: Clustering results of CBMC data after gene selection. Panel-A and -B
represents t-SNE visualization of data with original and predicted cluster labels
respectively. Panel-C shows a heatmap that represents the percentage of match-
ing samples between 14 identified clusters and 13 different cell types. Panel-D
depicts a visualization of samples coming from different immune cells and their
corresponding predicted clusters (color-coded)

5.3.7 Execution Time

All experiments were carried out on a Linux server having 50 cores and x86 64
platform. As our proposed method is a wrapper based step wise feature selection
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Table 5.7: Stability performance of sc-REnF: p-values (Kruskal-Wallis test) are
reported on ARI scores obtained from the clustering results of scRNA-seq data

Sl
No.

Method chi-squared
Value

p-Value

1 sc-REnF Tsallis (q-parameter=0.3) 13.5 9.01E-03
2 sc-REnF Renyi (q-parameter=0.7) 13.01 1.11E-02
3 Gini Clust 12.38 3.02E-02
4 HVG 12.05 5.64E-02
5 M3Drop 12.91 1.51E-02
6 GLM-PCA 12.6 1.80E-02
7 Shannon 13.06 1.21E-02

Table 5.8: Execution time in minute for six methods.
Datasets # Selected Feature # Cells # Class Execution Time (in Minute)

sc-REnF Renyi sc-REnF Tsallis Gini Clust M3Drop HVG GLM-PCA
Data1

500

500 2 4 9 2 1 1 3
Data2 1000 3 9 13 2 1 1 7
Data3 1500 4 12 19 3 1 1 11
Data4 2000 5 15 21 5 3 1 14

method, so it takes more time than any filter based feature selection technique (e.g.
HVG, M3Drop). To check how the competing methods scales with the number of
cells (and classes) we performend an analysis. We have generated simulated data
(using splatter) by varying the number of cells (and classes). Four simulated data
are generated with the number of cells and classes as follows: 500 cells with two
classes, 1000 cells with three classes, 1500 cells with four classes, and 2000 cells with
five classes. All data are generated with equal group probabilities, 2000 number
of features, fixed dropout rate (0.2), and 40% DE gene proportion. 500 features
are selected in each case and the runtime is compared with different competing
methods. The execution time (minute) for each dataset is given in Table 5.8.

5.3.8 Visualization of Clustering Results on CBMC Data

This analysis aims to show the features selected by sc-REnF leads to approxi-
mately pure clustering of cells. We provide a t-SNE visualization of clustering
results on 7895 cord blood mononuclear cells (CBMCs) using the selected features
with sc-REnF (utilizing Tsallis entropy). For clustering, we use Leiden clustering
algorithm embedded in the pipeline of the Scanpy package. Fig. 5.2 panel-A and
B shows the t-SNE visualization of cells with original labels and predicted cluster
labels, respectively. Most of the clusters such as cluster-2, cluster-4 and cluster-14
determine unique cells in the data. For example, cluster-2 captures most of the
samples of CD14+ Mono cells, while cluster-4 and cluster-14 represent samples of
‘Nk’ (Natural killer) and erythrocyte cells. Some clusters represent more than one
cell, such as cluster-13 includes DCs and pDCs, cluster-11 includes erythrocyte,
Mks, and CD34+ cells. Individual mapping of cells to different clusters is depicted
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in Fig. 5.2, panel-D. For example ‘NK’ cells are captured by two clusters, cluster-4
and cluster-12. Despite being multiple associations of clusters into one particular
cell type, in most cases, one cluster captures major samples of a particular cell
type.

5.4 Conclusions

Clustering of cells in scRNA-seq data is an essential step for cell type discovery
from a large population of cells. Owing to the large feature/gene set of scRNA-
seq data, the selection of the most variable genes is crucial in the preprocessing
step, which has an immense effect in the later stages of downstream analysis.
The proposed method sc-REnF addressed this issue by using (Renyi,and Tsallis)
based feature selection method for identifying possible informative genes in the
preprocessing steps. sc-REnF has the advantage over the conventional statistical
approach in that it can consider cell-to-cell dependency based on generalized and
wide spectrum entropy measures Renyi and Tsallis. We demonstrated that sc-
REnF using Renyi and Tsallis methods introduces major advantages both in terms
of clustering accuracy and marker gene detection in the downstream analysis of
scRNA-seq data.
sc-REnF yields a stable feature/gene selection with a controlling parameter (q) for
Renyi and Tsallis entropy. The optimal controlling parameter (q) is determined
by applying it in simulated scRNA-seq datasets. We later demonstrated that the
range of selected q − values is applicable in the real-life scRNA-seq data clustering
task. The four scRNA-seq data where we apply sc-REnF yields accurate clustering
results which are validated by the ARI score. The stability of sc-REnF is demon-
strated by evaluating its performance using KruskalWallis test. While applying
sc-REnF multiple times with a varying number of features, the resulting ARI scores
employ a minimum deviation ( p-value� 0.05 for Kruskal-Wallis) for Renyi and
Tsallis entropy.
Although the primary objective of sc-REnF is variable gene selection in the prepro-
cessing step of scRNA-seq data, we extend the process towards the later stage of
downstream analysis. We employ the clustering technique to group the cells using
those selected genes. A precise clustering of cells also demonstrates the efficacy of
our method for selecting the most variable genes in the first stage. This facilitates
the selection of novel marker genes within each cluster. We pinpointed several
markers, which show a high expression level within a particular cluster, among
them some are also identified in previously published cell marker database.
Classifying unknown cells based on the reference data is a crucial problem for
the identification of cell types in scRNA-seq cell classification. We addressed
the problem by using a classification model trained with selected genes of the
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reference data and applying it for classifying the unknown cell samples of test data.
We demonstrate the advantage of using selected genes by sc-REnF in classifying
the unknown test sample. We observed good classification accuracy, suggesting
that selected genes from the reference data are also effective to produce a perfect
classification in a completely unknown test sample.
The execution time of sc-REnF is directly proportional to the number of selected
features and can be expensive when one needs to select a large number of features.
However, this can be easily tackled with ever-increasing computing power in
advanced servers.
Taken together, the proposed method sc-REnF not only has good performance
on informative gene selection in the preprocessing step but also can explore the
classification of unknown cells in the scRNA-seq data. Despite being applied
in feature selection of different domains, the application of Renyi, and Tsallis
entropies show good potential in gene selection and cell clustering of scRNA-seq
data. Results show that sc-REnF not only leads in the domain of robust feature
(gene) selection analyses but accelerates the investigations of cell type definition in
large scRNA-seq data as well. We believe that sc-REnF may be an important tool
for computational biologists to explore the most informative genes and marker
genes in the downstream analysis of scRNA-seq data.
In next chapter, we sort out the problem of feature selection in High Dimensional
Small Sample (HDSS) datasets using a generative model.
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6
Generating realistic cell samples for gene

selection in scRNA-seq data: A novel
generative framework

6.1 Introduction

Recently, the emergence of high dimensional biological data such as single cell
RNA sequence (scRNA-seq) data has posed a significant challenge to machine
learning researchers [191, 163]. The high dimension, and small sample size (HDSS)
data handling is difficult for downstream analysis, particularly for feature selection
(FS). It affects later stages of downstream analysis such as cell clustering, marker
selection, and annotation of cell clusters. A few outliers can drastically affect the
FS techniques, and the selected feature sets may not be adequate to discriminate
the classes [192]. Moreover, high dimensionality increases the computational time
beyond acceptability.
High dimensional small sample (HDSS) data is prevalent in the single cell domain
due to the budgetary constraint, ethical consideration of single cell experiments,
or simply because of the small number of available patient samples. Whatever
the reason is, too few observations (cell sample) in the single cell data may create
problems in the downstream analysis. This is because a small sample size may not
reflect the whole population accurately, which surely degrades the performance of
any model. The general pipeline of scRNA-seq downstream analysis starts with
pre-processing (normalization, quality control) of the raw count matrix and then
going through several steps which include identification of relevant genes, cluster-
ing of cells, and annotating cell clusters with marker genes [52, 193, 194, 161, 162].
Each step has a profound effect on the next stage of analysis. The gene selection
step identifies the most relevant features/genes from the normalized/preprocessed
data and has an immense impact on cell clustering. The general procedure for
selecting relevant genes which are primarily based on high variation (highly vari-
able genes) [195, 65] or significantly high expression (highly expressed genes) [52]
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suffers from a small sample effect. The general FS techniques also failed to pro-
vide a stable and predictive feature set in this case due to the large size of the
feature (gene). One way to solve this issue is to go for a robust and stable tech-
nique that does not overfit the data. A few attempts [196, 197, 198] were observed
recently which embed statistical and information-theoretic approach. Although
these methods result in stable features, however, these are not performed well in
small sample scRNA-seq data.
Recently computational researchers gaining interest in this field. Some methods
like cscGAN [72], Splatter [1], SUGAR [199] are already developed which use dif-
ferent techniques (like the generative model, statistical framework) to successfully
simulate the samples of specific cell types or subpopulations. The challenge in
this task is to handle the sparsity and heterogeneity of the cell populations which
define the specific characteristics of scRNA-seq data. In this chapter, we propose
a generative model to sort out this problem in HDSS scRNA-seq data. We use
the generative adversarial model to generate realistic cell samples from a small
number of available samples of HDSS scRNA-seq data. Generative Adversarial
Network (GAN) [200] has already been shown to be a powerful technique for
learning and generating complex distributions [201, 202]. However, the training
procedure of GAN is difficult and unstable. The training suffers from instability
because both the Generator (G) and the (D) model are trained simultaneously in
a game that requires a Nash equilibrium to complete the procedure. Gradient de-
scent does this, but sometimes it does not which results in a costly time-consuming
training procedure.
The main contribution here is in modifying the G input which results in a fast
training procedure. We create a subsample of original data based on the Local-
ity Sensitive Hashing(LSH) technique and augment this with noise distribution,
which is given as input to the G. Thus, the (G) does not take pure noise as input,
instead, we introduce a bias in it by augmenting a subsample of data with the
noise distribution. We theoretically proved that the global minimum value of the
virtual training criterion of the G is less than the traditional GAN (< −log4). We
develop a method, named LSH-GAN(Locality Sensitive Hashing based Generative
Adversarial Network). LSH-GAN can able to generate realistic samples in a faster
way than the traditional GAN. This makes LSH-GAN more feasible to use in the
feature (gene) selection problem of scRNA-seq data. Gene selection and clustering
on the generated samples of LSH-GAN provide excellent results for small-sample
and high dimensional single cell data.

6.2 Methods

In the following, we will describe the workflow of our analysis pipeline.
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Figure 6.1: Panel-A: Figure shows the workflow for gene selection in HDSS scRNA-
seq data using generated samples with LSH-GAN model. Panel-B shows the
general architecture of LSH-GAN.

6.2.1 Proposed Model: LSH-GAN

The Fig. 6.1 describes the workflow of our analysis pipeline. Fig. 6.1, panel-A,
describes the application of the proposed LSH-GAN model in the feature selection
task of the HDSS scRNA-seq data, while Panel-B depicts basic building blocks of
the model. The following subsections describe the framework in brief.

LSH step: sampling of input data

LSH [98, 203, 197] is widely used in nearest neighbor searching to reduce the
dimensionality of data. LSH utilizes locality-sensitive hash functions which hash
similar objects into the same bucket with a high probability. The number of buckets
is much lesser than the universe of possible items, thus reduces the search space
of the query objects (see chapter 1 for a detailed description of LSH technique).
In this work first, the unique hash codes which depict the local regions or neigh-
borhoods of each data point are produced. For this, we utilized python sklearn
implementation of LSHForest module with default parameters.
An approximate neighborhood graph (k-nn graph) is constructed by using k = 5
for each data point. This step computes the euclidean distances between the query
point and its candidate neighbors. Sampling is carried out in a ‘greedy’ fashion
where each data point is traversed sequentially and its corresponding five nearest
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neighbors are flagged out which never visited again. Thus after one traversing a
sub-set of samples is obtained which is further down-sampled by performing the
same step iteratively.

Generator of LSH-GAN

The G(.) function is modified by augmenting its taken input data. Instead of giving
the pure noise (pz(z)) as input we augment a subsample of real data distribution
(pdata(x)) with it. The sampling of the input data is done in the LSH step. Thus the
G(.) function builds a mapping function from ẑ to data space (x) as G(̂z;θg) and
is defined as: G(.) : ẑ → x. Modifying the G(.) in this way we claim that it can
increase the probability of generating samples of real data in lesser time.

Discriminator of LSH-GAN

Here D(.) takes both the real data pdata(x) and generated data coming from (G(̂z)),
with probability density (p̂z(̂z)) and returns the scalar value, D(x) that represents
the probability that the data x is coming form the real data: D(.) : x→ [0, 1].
So, the value function can be written as:

L(D,G) = min
G

max
D

(Ex∼pdata(x) log(D(x)) + Eẑ∼p̂z (̂z) log(1 −D(G(̂z)))) (6.1)

Discriminator, and Generator form a two-player minimax game with value func-
tion L(D,G). We train D to maximize the probability of correctly validate the real
data and generated data. We simultaneously train G to minimize log(1−D(G(̂z))),
where G(̂z) represents the generated data from the G by taking the noise (pz) and
the sampled data pxs(xs) as input.

Feature/gene selection using LSH-GAN

The generated cell samples are utilized for the gene selection task. We have
employed five well known gene selection methods (with default parameters) of
scRNA-seq data are adopted for validation: GLM-PCA [64], CV2 Index, M3Drop
[204] , Fano Factor [134] and Highly Variable Gene (HVG) selection of Seurat V4[57].
Single cell clustering method (SC3) technique is utilized to validate the selected
genes from the generated samples.
The whole algorithm and the sampling procedure are described in the ’LSH-GAN
algorithm’.

6.2.2 Theoretical Analysis of LSH-GAN

In this section, we first provide a short description of Generative Adversarial
Network (GAN) and then explain the theoretical foundation of LSH-GAN model.
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Algorithm LSH-GAN Algorithm
Input: Data Matrix (X), number of Training iterations, number of nearest neighbor

(k), number of iterations for sub-sampling (t)
Output: Generated data (Gout).

1: for number of training iterations do
2: Xs=LSH-SAMPLING(X,k,t)
3: augment pxs(Xs) with prior noise pz(z) and give this (p̂z(̂z)) to the, G.
4: real data pdata(x) and generated data pg(x) is given to D.

Update the , D(.)
5: ∆d =

∑n
i=1 log(D(xi)) + log(1 −D(G(̂z)i)))

Update the G(.)
6: ∆g =

∑n
i=1 log(1 −D(G(̂z)i)))

7: end for
{The adaptive momentum gradient decent rule is used in our experiment.}

8: procedure LSH-sampling(x, k, t)
9: Execute LSH (LSH) on x and prepare a k-Nearest Neighbour list for each data

point.
10: for number of iteration of sub-sampling t do
11: visit each data point sequentially in the order as it appears in data.
12: if the data point is not visited earlier, select the data point and discard all its

k neighbors from its nearest-neighbour list.
13: end for
14: end procedure

Generative adversarial network

Generative adversarial network (GAN) is introduced in [200] which was proposed
to train a generative model. GAN consists of two blocks: a generative model (G)
that learn the data distribution (p(x)), and a discriminative model (D) that estimates
the probability that a sample came from the training data (X) rather than from the
G. These two models can be non-linear mapping functions such as two neural
networks. To learn the G distribution pg over data x, a differentiable mapping
function is built by G to map a prior noise distribution pz(z) to the data space
as G(z;θg). The D function D(x;θd) returns a single scalar that represents the
probability of x coming from the real data rather than from G distribution pg. The
goal of the G is to fool the D, which tries to distinguish between true and generated
data. Training of D ensures that the D can properly distinguish samples coming
from both training samples and the G. G and D are simultaneously trained to
minimize log(1−D(G(z)) for G and maximize log(D(x)) for D. It forms a two-player
min-max game with value function V(G,D)

min
G

max
D

V(G,D) = Ex∼px(x)[log(D(x))] + Ez∼pz(z)[1 − log(D(G(z)))] (6.2)
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LSH Generative adversarial network

For LSH-GAN, a sub-sampling of real data pxs(xs) is augmented with the prior
noise distribution, pz(z). Due to this additional information in G, we assume that
the probability D(G(̂z)) will increase by a factor, ζ.

Proposition 1: L(D,G) is maximized with respect to (D), for a fixed (G), when

D∗G(x) =
pdata(x)(1 − ζ)
pdata(x) + pg(x)

(6.3)

Proof. Equation 6.2 can be written as

L(D,G) =

∫
x

pdata(x) log(D(x))dx +

∫
ẑ

p̂z(̂z) log(1 − {D(G(̂z)) + ζ})d̂z

=

∫
x

pdata(x) log(D(x)) + pg(x) log(1 − {D(x) + ζ})dx

[As the range of D(G(̂z) is within
the domain of real data x so we
can write this]

(6.4)

We know that, the function y = a log x+b log(1− (x+ζ)) will have maximum value,
at x =

a(1−ζ)
a+b , for any (a, b) ∈ R2

{0, 0} and ζ ∈ (0, 1). So, the optimum value of D for
a fixed G is:

D∗G(x) =
pdata(x)(1 − ζ)
pdata(x) + pg(x)

(6.5)

The training objective for D is to maximize the log-likelihood of the conditional
probability P(Y = y|x), where Y signify whether x is coming from real data
distribution(y = 1) or coming from the G(y = 0). Now the equation 6.2 can
be written as

C(G) = max
D

L(G,D)

= (Ex∼pdata(x) log(D∗G(x)) + Eẑ∼pg (̂z) log(1 −D∗G(G(̂z)))

= (Ex∼pdata(x) log(D∗G(x)) + Ex∼pg(x) log(1 −D∗G(x)))

= Ex∼pdata(x) log
pdata(x)(1 − ζ)
pdata(x) + pg(x)

+ Ex∼pg(x) log(1 −
pdata(x)(1 − ζ)
pdata(x) + pg(x)

)

(6.6)

Theorem 1: At pg(x) = pdata(x) (global minimum criterion of value function
L(G,D)), the value of C(G) is less than (− log 4) .
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proof From equation 6.6 we get

C(G) = Ex∼pdata(x) log
(

pdata(x)(1 − ζ)
pdata(x) + pg(x)

)
+ Ex∼pg(x) log

(
1 −

pdata(x)(1 − ζ)
pdata(x) + pg(x)

)
= Ex∼pdata(x) log

(
pdata(x)(1 − ζ)
pdata(x) + pg(x)

)
+ Ex∼pg(x) log

(
ζpdata(x) + pg(x)
pdata(x) + pg(x)

)
=

[
log(1 − ζ) + Ex∼pdata(x) log

(
pdata(x)

pdata(x) + pg(x)

)]
+

[
Ex∼pg(x) log

(
1 +

ζpdata(x)
pg(x)

)
+ Ex∼pg(x) log

(
pg(x)

pdata(x) + pg(x)

)]
=

[
log(1 − ζ) + Ex∼pg(x) log

(
1 +

ζpdata(x)
pg(x)

)]
+

[
Ex∼pdata(x) log

(
pdata(x)

pdata(x) + pg(x)

)
+ Ex∼pg(x) log

(
pg(x)

pdata(x) + pg(x)

)]
=

[
log(1 − ζ) + Ex∼pg(x) log

(
1 +

ζpdata(x)
pg(x)

)]
+

[
(− log 4) + 2JSD(pdata(x)||pg(x))

]
(6.7)

where, JSD(pdata(x)||pg(x)) represents Jensen–Shannon divergence between two dis-
tributions pdata and pg. Now, if the two distribution are equal, Jensen–Shannon
divergence (JSD) will be zero. Thus, for global minimum criterion of the value
function (pg = pdata) the Equation 6.7 is reduces to,

C(G) = log(1 − ζ) + log(1 + ζ) + (− log 4) = log
(1 − ζ2)

4
≤ (− log 4) (6.8)

This completes the proof.

6.3 Results and Discussions

6.3.1 Datasets Description

The brief description of dataset is given here. The single-cell RNA sequence
datasets used for evaluation of our proposed approach are downloaded from
Gene Expression Omnibus (GEO) https://www.ncbi.nlm.nih.gov/geo/.Those
are discussed below.

• Yan Dataset: This is a human preimplantation embryo and embryonic
stem cell dataset. The average total read count in the expression matrix
is 25,228,939 reads. There are 7 cell types, including labelled 4-cell, 8-cell,
zygote, Late blastocyst and 16-cell, downloaded from GEO under accession
no. GSE36552 [143].
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• Klein Dataset: This dataset was generated by the droplet barcoding method
with an average total read count of 20,033.40 reads in the expression matrix.
A total of eight single cell data sets are submitted: 3 for mouse embryonic
stem (ES) cells (1 biological replicate, 2 technical replicates); 3 samples fol-
lowing LIF withdrawal (days 2,4, 7); one pure RNA data set (from human
lymphoblast K562 cells); and one sample of single K562 cells. The dataset
was downloaded from GEO under accession no.GSE65525 [171].

• Pollen: scRNA-seq: Strand-specific reads were aligned to the human refer-
ence genome, Ensembl GRCh37/hg19 release 75, using TopHat v2.0.10 with
the flags (–library-type fr-firststrand –microexon-search). De novo transcrip-
tome assembly was performed separately on rRNA depletion total RNA-seq
alignments, and on polyA selection RNA-seq alignments, using Cufflinks
v2.2.1 with the flags Dataset Libraries were generated from 600 individual
cells in parallel. It contains 11 cell types. The dataset was downloaded from
GEO under accession no GSM1832359 [144].

• Darmanis: It contains single cell RNA sequencing on 466 cells to capture the
cellular complexity of the adult and fetal human brain at a whole transcrip-
tome level. Healthy adult temporal lobe tissue was obtained from epileptic
patients during temporal lobectomy for medically refractory seizures. The
dataset was downloaded from GEO under accession no GSE67835 [205].

• Melanoma [172]: The dataset describes the diversity of expression states
within melanoma tumors, it is obtained freshly resected samples, disaggre-
gated the samples, sorted into single cells, and profiled them by single-cell
RNA-seq. It is downloaded from GEO under accession no. GSE72056. It
contains 19783 number of genes and 68579 cells with 14 cell types. Tumors
were disaggregated, sorted into single cells, and profiled by Smart-seq2.

Table 6.1: A brief summary of the datasets used in the experiments.
# Serial Dataset Name Features Instances Class
1 Yan [143] 20214 90 7
2 Klein [171] 24175 2717 4
3 Darmanis [205] 22088 466 9
4 Pollen [144] 23794 299 11
5 Melanoma [172] 19783 68579 14

6.3.2 Data Preprocessing

The raw count matrix D ∈ RC×G, where C and G represents the number of cells and
genes, respectively, is normalized using Linnorm [54] Bioconductor package of R.
We select cells having more than a thousand expressed genes (non zero values)

124



6.3. RESULTS AND DISCUSSIONS

and choose genes having a minimum read count more than 5 in at least 10% of the
cells. log2 normalization is performed on the transformed matrix by adding one
as a pseudo count.

6.3.3 Experimental Settings

The number of nearest neighbor (k) and the number of iteration (t) are two main
parameters of the LSH-step (see Algorithm), tuning of which affects the amount
of sampling given to the G for training the LSH-GAN model. We vary k and t
in the range {5, 10, 15, 20} and {1, 2}, respectively, and choose that value for which
the Wasserstein distance [201] between generated and real samples are reported
to be minimum. We fixed the amount of sampling using k = 5, t = 1 for Pollen,
Yan, Darmanis datasets and k = 5, t = 2 for Klein dataset and Melanoma datasets
(see Fig. 6.2) . Similarly, we choose the epoch (eopt), which results in the lowest
Wasserstein metric. For example, we take eopt as 10k, 30k, 10k, 15k, and 25k for the
dataset Darmanis, Yan, Pollen, Klein, and Melanoma respectively (see Fig. 6.2).
For generating hash code from LSH sampling, LSHForest of scikit-learn version
0.19.2 is utilized.
We take the adaptive learning rate optimization algorithm implemented in ADAM
optimizer in python Tensorflow version 1.9.2. G(.) and D(.) uses 2-layer multilayer
perceptrons with hidden layer dimension as (16, 16). For traditional GAN, we
retain the same settings as LSH-GAN for G and D networks.
For benchmarking our method we have utilized three state-of-the-art techniques
widely used for sample generation: cscGAN [72], SUGAR [199], and Splatter [1].
For these three methods, We adopted the code (with default parameters) provided
on the Github page of the original publications.
Five well known gene selection methods (with default parameters) of scRNA-seq
data are adopted for validation: GLM-PCA [64], CV2 Index, M3Drop [204] , Fano
Factor [134] and Highly Variable Gene (HVG) selection of Seurat V4[57]. We select
the top 500 features (genes) using all three feature selection methods on scRNA-seq
datasets. For validation purposes, Wasserstein metric [201] is utilized to estimate
the quality of the generated data. Clustering of scRNA-seq data is performed
using SC3 [131] technique with default parameters. Clustering performance is
evaluated using the Adjusted Rand Index (ARI).

6.3.4 Parameter Selection of LSH-GAN

The number of nearest neighbor (k) and the number of iteration (t) are two main
parameters of the LSH-step (see Algorithm-1 in main text), tuning of which affects
the amount of sampling given to the G for training the LSH-GAN model. We vary
k and t in the range {5, 10, 15, 20} and {1, 2}, respectively, and choose that value for
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Table 6.2: Wasserstein distance between generated and real samples for different
range of parameters k and t.

t=1 t=2
Yan Pollen Darmanis Melanoma Klein Yan Pollen Darmanis Melanoma Klein

k=5 0.23 0.21 0.29 0.37 0.39 0.29 0.28 0.35 0.31 0.3
k=10 0.24 0.28 0.35 0.4 0.43 0.32 0.3 0.39 0.36 0.32
k=15 0.29 0.33 0.4 0.46 0.48 0.37 0.38 0.41 0.38 0.4
k=20 0.3 0.37 0.41 0.5 0.5 0.43 0.44 0.48 0.4 0.42
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Figure 6.2: Figure shows Wasserstein metric between real and generated data
distribution across different epochs for scRNA-seq datasets.

which the Wasserstein distance between generated and real samples is reported to
be minimum. We fixed the amount of sampling using k = 5, t = 1 for Pollen, Yan,
Darmanis datasets and k = 5, t = 2 for Klein dataset and Melanoma datasets (see
Table 6.4)

We trained the LSH-GAN model in five scRNA-seq datasets: Darmanis, Yan,
Pollen, Klein and Melanoma. Here, a sub-sample of real data distribution is
augmented with prior noise and used as the input to the G network. The generated
data using LSH-GAN (with k=5) is validated by computing the Wasserstein metric
between the real and generated data distribution for different epochs (see Fig. 6.2).
For each data, we note the epoch (eopt), which results in the lowest Wasserstein
metric. For example, we take eopt as 10k, 30k, 10k, 15k, and 25k for the dataset
Darmanis, Yan, Pollen, Klein, and Melanoma respectively.
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Table 6.3: Wasserstein distance between generated and real data distribution.
Model is trained on synthetic data of size 100 × 1000 Gaussian mixture data with
2 non-overlapping classes.

Nearest Neighbour Model Epoch
10000 15000 20000 25000

k = 5 0.46 0.35 0.33 0.45
k = 10 1.09 0.89 0.83 0.82
k = 15 LSH-GAN 1.36 0.89 1.45 0.87
k = 20 1.53 1.35 1.19 0.83

GAN 1.71 1.73 1.75 1.70

6.3.5 LSH-GAN Improves Performance of Traditional GAN on Simu-
lated Data

First, we train the LSH-GAN on HDSS synthetic data and generate realistic samples
to compare against the traditional GAN model. For this, we create a 2-class non-
overlapping Gaussian mixture data consisting 100 samples and 1000 features by
taking the mean (µ) of the data in the range of 5 to 15 for class-1 and −15 to
−5 for class-2. The covariance matrix (Σ) is taken for all the samples using the
formula Σ = (ρ|i− j|), where i, j are row and column index, and ρ is equal to 0.5.
We calculate Wasserstein metric to estimate the quality of the generated data. The
Wasserstein distance between the real data distribution (pdata) and the generated
data distribution (pg) to estimate the quality of the generated data. We use different
settings of kth (k=5, 10, 15, 20) nearest neighbor to generate sub-sample of data from
LSH sampling procedure. In each case, the sampled data (pxs) is augmented with
prior noise (pz) and given to the G of LSH-GAN for model training.

For comparison with the traditional GAN model, we use the data with train: test
split of 80:20 and calculate the Wasserstein metric between the test sample and
the generated sample. Table 6.3 shows the values of the metric for LSH-GAN and
traditional GAN model in different range of epochs and nearest neighbors k. A
closer look into the Table 6.3 reveals that the performance of LSH-GAN (at 10000
epoch and k = 5) is far better than the traditional GAN model with 25000 epochs.
Notably, for less amount of sampling (larger k), LSH-GAN needs more iterations
for training. As for particular example, the performance of LSH-GAN achieved on
20000 epoch and k = 20 is rivaled only at 10000 epoch for k = 10. Thus it is evident
from the results that reducing the amount of sampling needs more epochs and
thus needs more training time for the LSH-GAN model to converge. Fig. 6.3 also
supports this statement. Here, the two models (LSH-GAN, and traditional GAN)
are trained to simulate a two dimensional synthetic data of known distribution,
for which the LSH-GAN can able to generate samples that are more real than the
traditional GAN, in a lesser number of iteration.
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Figure 6.3: Generation of two dimensional synthetic data using traditional GAN
(upper row, Panel-A) and LSH-GAN (lower row, Panel-B) model for different
epochs.

6.3.6 Comparison of LSH-GAN with Benchmarks in HDSS scRNA-seq
Data

We compare LSH-GAN with four existing benchmarks: cscGAN [72], splatter [1],
SUGAR [199] and traditional GAN [200]. Since the evaluation of the generative
model is notoriously difficult, we first use Wasserstein distance to compare the real
data distribution and generated data distribution coming from different competing
models. We also used UMAP visualization, and marker genes expression to visu-
alize the generated cell samples. Fig. 6.4, panel-A-C shows the two-dimensional
UMAP representation of generated and real cell sample from the test data for four
competing models. Melanoma data is utilized for this experiment. As can be seen
from this figure, LSH-GAN can able to retain the distribution of the original cell
samples. This can also be supported by the Wasserstein distance (see Fig. 6.4,
panel-F) measured between real data and generated data distribution. To know
how the expression of the marker genes are retained in the generated data, we plot
the expression of marker gene CD8A (marker for CD8T cell) and MS4A1 (marker
for B cell) in the two dimensional UMAP space for both the real and generated sam-
ples of LSH-GAN (see Fig. 6.4, panel-D-E). It reveals from the figure that marker
genes CD8A and MS4A1 show similar expression patterns (high expression) both
in real and generated cell samples.
We also validate the generated samples by training a classifier (random forest)
to see whether it can able to distinguish the samples coming from two different
distributions (real and generated). The aim is to see whether the model can
discriminate between the real and generated cell samples accurately. Table 6.4
shows the cross validation AUC score of the random forest classifier for five
scRNA-seq datasets. It reveals from the table that for LSH-GAN, the AUC scores
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Table 6.4: Table shows results of applying random forest classifier for discriminat-
ing real and generated samples coming from different competing methods. The
average AUC score (with 5-fold cross validation) is reported for each dataset.

AUC Score
Yan Darmanis Pollen Klein Melanoma

cscGAN 0.65 ±0.02 0.68 ±0.01 0.64 ±0.02 0.62 ±0.02 0.66 ±0.01
Splatter 0.69 ±0.01 0.69 ±0.02 0.67 ±0.03 0.65 ±0.01 0.72 ±0.02
SUGAR 0.67 ±0.02 0.66 ±0.03 0.61 ±0.02 0.64 ±0.02 0.68 ±0.01
GAN 0.72 ±0.02 0.71 ±0.02 0.73 ±0.02 0.72 ±0.02 0.76 ±0.03
LSH-GAN 0.59 ±0.01 0.60 ±0.02 0.58 ±0.02 0.57 ±0.01 0.60 ±0.01
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Figure 6.4: Panel–A-C: UMAP visualization of real and generated cell samples of
melanoma data. Panel-D shows real data with the original labels. Panel-E shows
the expression of two markers CD8A (marker of CD8 T cell) and MS4A1 (marker
of B cell) in real and generated data. Panel-F shows a barplot which describe the
Wasserstein distance between the generated and real cell sample.

hardly reach 0.6 (only for melanoma data) suggesting a chance-level performance
of RF model. This suggests the generated data obtained from LSH-GAN is highly
similar to the real data.

6.3.7 Gene Selection in HDSS scRNA-seq Data

Here, we aim to address the problem of gene selection in HDSS scRNA-seq data
using the generated samples. We augment the generated sample with original
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Table 6.5: Table shows the Adjusted Rand Index (ARI) scores of clustering results
on the cell samples generated by the five competing methods.

Data FS method LSH-
GAN

SUGAR cscGAN Splatter GAN without
model

GLM-PCA 0.634 0.413 0.531 0.420 0.129 0.4
Fano Factor 0.535 0.319 0.457 0.380 0.270 0.340

Darmanis CV2 index 0.598 0.420 0.510 0.481 0.461 0.457
M3Drop 0.648 0.513 0.580 0.507 0.480 0.460
HVG (Seurat V4) 0.680 0.510 0.556 0.539 0.460 0.430
GLM-PCA 0.895 0.709 0.798 0.715 0.62 0.66

Yan Fano Factor 0.821 0.790 0.801 0.768 0.730 0.713
CV2 index 0.891 0.801 0.825 0.793 0.719 0.70
M3Drop 0.898 0.802 0.796 0.790 0.761 0.71
HVG (Seurat V4) 0.910 0.811 0.891 0.802 0.810 0.80
GLM-PCA 0.835 0.780 0.819 0.793 0.788 0.780
Fano Factor 0.933 0.878 0.916 0.880 0.815 0.712

Pollen CV2 index 0.94 0.906 0.908 0.890 0.831 0.81
M3Drop 0.918 0.864 0.897 0.790 0.758 0.735
HVG (Seurat V4) 0.958 0.916 0.897 0.868 0.801 0.820
GLM-PCA 0.815 0.769 0.784 0.731 0.581 0.66
Fano Factor 0.8 0.742 0.782 0.770 0.669 0.796

Klein CV2 index 0.82 0.710 0.761 0.709 0.690 0.680
M3Drop 0.837 0.794 0.769 0.718 0.61 0.607
HVG (Seurat V4) 0.898 0.861 0.857 0.785 0.730 0.739

data to make the sample to feature ratio as 1.5. The augmented data is utilized for
gene selection. Here, we have employed five feature selection methods (Highly
Variable Gene (HVG) selection of Seurat V3/V4, M3Drop, GLM-PCA and Fano
Factor, CV2-index), widely used for the gene selection task in scRNA-seq data and
one single cell clustering method (SC3) technique to validate the selected genes
from the augmented data.
LSH-GAN is compared with five other state-of-the-arts in four HDSS scRNA-seq
datasets (Darmanis, Yan, Pollen, and Klein datasets). We exclude Melanoma data
for this analysis as it already has larger sample size compared to the feature size
(sample:feature is 3.46). The aim is to know whether the selected features/genes
from the generated combined data can lead to a pure clustering of cells. Table 6.5
shows the comparisons of the Adjusted Rand Index (ARI) values resulting from
the cell clustering. It is evident from the table that features/genes selected from the
generated combined data of the LSH-GAN model produce better clustering results
than the other competing models. The last column of the Table 6.5 shows the ARI
scores of clustering results with the original feature (gene) set.

6.3.8 Selected Genes using LSH-GAN can Effectively Predict Cell Clus-
ters

Here we provide the detailed results of clustering on four datasets using the genes
selected from the generated samples. For this, we adopted a widely used single
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A Pollen

B Yan

Figure 6.5: Figure shows the clustering results of Pollen and Yan data sets. Panel-A
shows the t-SNE visualization of clustering results (original and predicted labels),
whereas panel-B shows the consensus clustering plots of obtained clusters.

cell clustering method SC3 [131]. Fig. 6.5 panel- A, depicts the t-SNE visualization
of predicted clusters and their original labels for Yan and Pollen datasets. Panel-B
of Fig. 6.5 represents heatmaps of cell × cell consensus matrix. Each heatmap
signifies the number of times a pair of cells is appearing in the same cluster [131].
Here two cells are said to be in different clusters if the score is zero (blue color).
Similarly, a score ‘1’ (red) signifies two cells are belonging to the same class. Thus
completely red diagonals and blue off-diagonals represent a perfect clustering. A
careful notice on the Fig. 6.5, panel-A and -B reveals a perfect match between the
original and predicted labels for YAN and Pollen datasets.

6.4 Conclusions

In this paper, we present a novel and faster way of generating cell samples of
HDSS single cell RNA-seq data using a generative model called LSH-GAN. We
update the training procedure of generative adversarial network (GAN) using
LSH which can produce realistic samples in a lesser number of iterations than the
traditional GAN model. We utilized the generated data in the standard procedure
of downstream analysis for analyzing real life scRNA-seq data. Particularly, we
demonstrated that the recent and benchmark approaches of gene selection and cell
clustering produce excellent results on the generated cell samples of LSH-GAN.
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CHAPTER 6. GENERATING REALISTIC CELL SAMPLES FOR GENE
SELECTION IN SCRNA-SEQ DATA: A NOVEL GENERATIVE FRAMEWORK

Our preliminary simulation experiment also suggests that for a fixed number of
training iterations the proposed model can generate more realistic samples than
the traditional GAN model. This observation is also established theoretically by
proving that the cost of value function is less than −log4 which is the cost for
traditional GAN at the global minimum of virtual training criterion (pg = pdata).
We demonstrated that the generated samples of LSH-GAN are useful for gene
selection and cell clustering in HDSS scRNA-seq data. particularly the excellent
results of LSH-GAN over the recent benchmark methods support its usability for
generating realistic cell samples. For validation of the generated cell samples,
we use the conventional steps of downstream analysis for scRNA-seq data. We
employ five widely used gene selection techniques and one single cell clustering
technique for gene selection and grouping of cells. The precise clustering of cells
demonstrates the quality of generated cell samples using the LSH-GAN model.
One limitation of our method is that for feature selection we hardly found any
linear relationship between the clustering results with the sample size of generated
scRNA-seq data. The correct sample size should be selected by using a different
range of values between 0.25p to 1.5p, where p is the feature size. There may be
some effects of different parameters related to single cell clustering (SC3 method)
and feature selection (e.g. different FS methods, number of selected features, etc.)
which may play a critical role in the clustering performance. However, we found
clustering results are always better for the generated data with more than 1p (p is
the feature size) sample size. This observation suggests that for feature selection in
HDSS data, whenever we produce samples larger than the feature size we will end
up with a better clustering. The feasibility of generating such samples is justified
by the faster training procedure of LSH-GAN model.
It may interesting to speculate how well LSH-GAN can be useful for generating
data from other biological domains, particularly data generated from spatial tran-
scriptomics. The obtained data from this technology has a spatial arrangement
of cell types within a tissue and is thus extremely useful to understand normal
development and disease pathology. In-silico generation of this data may find
great interest to the machine learning researcher as the model should capture the
location-wise heterogeneity of the real samples.
Taken together, the proposed model can generate good quality cell samples from
HDSS scRNA-seq data in a lesser number of iteration than the traditional GAN
model. Results show that LSH-GAN not only leads over the benchmarks in the cell
sample generation of scRNA-seq data but also accelerates the way of gene selection
and cell clustering in the downstream analysis. We believe that LSH-GAN may be
an important tool for computational biologists to explore the realistic cell samples
of HDSS scRNA-seq data and its application in the downstream analysis.
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7
Conclusions and Future Scope of Research

Developing novel computational methods and algorithms for feature/gene selec-
tion in large biological datasets (mainly for bulk/single cell expression data) is
the main focus of the thesis. The most relevant features/genes from the dataset
are further analyzed through classification/clustering techniques to establish the
efficacy of the selected feature subset.
In this thesis, first, we proposed Locality Sensitive PCA (LSPCA), a scalable variant
of PCA equipped with structure aware data sampling at its core. LSPCA is applica-
ble for all types of applications where PCA can be used, more specifically for large
datasets like single-cell expression matrices. It is fast and produces components
almost identical to the vanilla PCA components. The method provides flexibility
to a user to adjust the number of samples to train the PCA. Compared to random
sampling, structure aware sampling is a more effective way to sample from a large
dataset. LSPCA performs dimension reduction by operating on a subset of less
redundant samples without significantly altering the performance of the classic
PCA.
We have also proposed CBFS, a multivariate copula based approach for feature
selection which leverages the advantages of copula, namely scale invariance and
ability to model multivariate dependencies. CBFS algorithm is applied on syn-
thetic Gaussian Mixture datasets and real-life datasets where it is found to out-
perform other competing methods in most of the cases. This makes CBFS well
accepted in a large domain of datasets (text, image, and biological).
We have extended this copula based dependency measure for the selection of in-
formative genes in scRNA-seq data. The proposed method RgCop addressed this
gene selection problem by employing a robust and equitable dependence mea-
sure called copula-correlation (Ccor). It can accurately measure relevance and
redundancy simultaneously between two sets of genes. RgCop also adds simple l1
regularization technique with its objective function to control the large coefficients
of relevancy terms. RgCop provides a stable feature/gene selection which is robust
to noise in the data due to scale invariant property of copula.
RgCop is a supervised feature/gene selection method for single cell RNA-seq data.
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In some applications where the class labels are not available, unsupervised feature
selection methods are the only way to reduce the dimensionality of the data.
We have developed a Graph Convolution Network(GCN) based feature (gene)
selection method called sc-CGconv for scRNA-seq data which leverages the Copula
dependency measure. Copula is utilized to generate a cell-cell dependency graph
from large single cell data. Graph convolution network is utilized to extract the
low dimensional embedding from the constructed graph which is utilized as the
extracted features from the data. There are two striking characteristics of sc-
CGconv: i) It can capture the cell-to-cell variability of the single cell RNA-seq data.
ii) GCN utilizes a dependency graph and extracts a low dimensional embedding.

We also developed another application of copula in the domain of unsupervised
feature selection from the bulk microarray data. We developed CODC, a copula
based unsupervised model to detect differential coexpression of genes in two dif-
ferent samples. CODC seeks to identify the dependency between the expression
patterns of a gene pair in two different conditions. Copula is used to model the
dependency in the form of two joint distributions. Kolmogorov-Smirnov distance
between two joint distributions is treated as the differential coexpression score of
a gene pair. The scale invariant property of copula is inherited into CODC to make
it robust against noisy expression data. It is advantageous for detecting a minor
change in correlation across two different conditions which is the most desirable
feature of any differential coexpression analysis. We have also analyzed the iden-
tified modules enriched with different biological pathways and highlighted gene
pairs such as ‘POSTN-KONK5’, ‘ALPL-RDH16’, ‘LPO-LEMP2’ ’KONK5-GPX2 as
highly differentially coexpressed which would be potential biomarkers for the
corresponding disease.

Owing to the large feature/gene set of scRNA-seq data, the selection of most
variable genes is crucial in the preprocessing step, which has an immense effect
on the later stage of downstream analysis. We have developed sc-REnF (Robust
entropy based feature selection on single cell RNA seq data) to address this issue
by using an entropy (Renyi, Tsallis) based feature selection method for identifying
possible informative genes in the preprocessing steps. sc-REnF has the advantage
over the conventional statistical approach in that it can consider the cell-to-cell
dependency based on generalized and wide spectrum entropy measures Renyi and
Tsallis. We demonstrated that sc-REnF using Renyi and Tsallis entropies introduces
major advantages both in terms of clustering accuracy and in terms of marker gene
detection in the downstream analysis of scRNA-seq data.

A fundamental problem of downstream analysis of scRNA-seq data is the un-
availability of enough cell samples compared to the feature size. This is mostly
due to the budgetary constraint of single cell experiments or simply because of
the small number of available patient samples. In this thesis, we presented a
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novel and fast way of generating cell samples of High dimensional Small Sample
(HDSS) single cell RNA-seq data using a generative model called LSH-GAN. We
update the training procedure of generative adversarial network (GAN) using
locality-sensitive hashing which can produce realistic samples in smaller number
of iterations than the traditional GAN model. We utilized the generated data
in the standard procedure for analyzing real-life scRNA-seq data. Particularly,
we demonstrated that the recent and benchmark approaches of gene selection and
cell clustering produce excellent results on the generated cell samples of LSH-GAN.

Single cell technology provides an exciting opportunity to analyze data at the
cell level and can be useful for different bioinformatic analyses which were not
possible in the era of bulk sequencing. On the other hand, this also gives us
numerous challenges for analyzing the data computationally, most important for
small sample data, a researcher trying to utilize several machine learning and
deep learning models to fix the problem in the analysis of the data. Most of the
devised methods like RgCop, sc-REnF, CBFS, LSH-GAN are wrapper based feature
selection techniques. So it may consume more time than any other filter based
method. For the future direction, it may be a good idea to use generative models
for simulating spatial transcriptomic data which is a recently groundbreaking
molecular profiling method that allows scientists to measure all the gene activity
in a tissue sample and map where the activity is occurring. It may be interesting
to speculate how well LSH-GAN can be useful for generating data from other
biological domains, particularly data generated from spatial transcriptomics. The
obtained data from this technology has spatial arrangement of cell types within a
tissue and is thus extremely useful to understand normal development and disease
pathology. In-silico generation of this data may find great interest to the machine
learning researcher as the model should capture the location-wise heterogeneity
of the real samples.
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