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## Abstract

This thesis is a compilation of various message authentication codes having beyond the birthday bound (BBB) security. Kicking off with preliminary development in chapter 1, it proceeds to introduce the nEHtM (nonce-based Enhanced Hash-then-Mask) MAC in chapter 2, which is BBB-secure when nonce misuse occurs, through the concept of faulty nonces. The construction is based on a single block cipher, used on the inputs after they undergo a domain-separation. Next, chapter 3 tackles the security and cryptanalysis of MAC constructions that use pseudorandom permutations as primitives by introducing the construction PDMMAC (Permutation-based Davies-Meyer MAC) and its variants. The work on obtaining pseudorandom functions from PRPs by [53] lead to our exploration of PRP-based MACs, and one of our constructions was inspired by the DWCDM of [62]. This was instrumental in the search for an inverse-free permutation-based MAC with a single instance of permutation. This is addressed in chapter 4 through the p-EDM (permutation-based Encrypted Davies-Meyer), which follows the trend of constructing $n$-bit to $n$-bit PRFs by summing smaller constructions such as the Even-Mansour and the Davies-Meyer, like the SoEM and SoKAC constructions of [53] and the PDMMAC and variant constructions of [47] before it. The BBB security is again tight.

Two interesting treatments of the DbHtS construction [61] can be found in chapters 5 and 6 . A permutation-based version, dubbed p-DbHtS (permutationbased Double-block Hash-then-Sum) is proven to possess BBB security and a matching attack provided. Finally, a block cipher-based version of the original construction is shown to have BBB security in the multi-user setting for underlying hash functions that are constructed without the use of block ciphers.

Furthermore, each chapter extends Patarin's Mirror Theory to provide partial bounds for solutions to a system of affine bivariate equations and non-equations satisfying certain conditions.
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## 1. Introduction

### 1.1. Background

A Pseudo-Random Function (PRF) is a fundamental primitive in symmetric key cryptography. It is useful in providing solutions like authentication of messages, encryption of any arbitrary-length messages, etc. Most PRFs are built on top of a block cipher in some mode of operation. Some commonly used block cipher-based PRFs are CBC-MAC [13], PMAC [35], OMAC [89], LightMAC [10o], etc. However, all of these block cipher-based PRF constructions only provide security up to around $2^{n / 2}$ adversarial queries (where $n$ is the block size of the block cipher). This bound is typically known as the birthday bound.

Birthday bound-secure constructions are often acceptable in practice when they are instantiated with block ciphers having a large block size (e.g., AES-128). For example, consider PMAC, whose PRF advantage is roughly $5 \ell q^{2} / 2^{n}$ [117], where $\ell$ is the upper limit on message size in terms of the number of blocks. When it is instantiated with AES-128, it gives a security of roughly up to $2^{48}$ adversarial queries, provided the longest message size is $2^{16}$ blocks and the success probability of breaking the scheme is restricted to $2^{-10}$. However, with the growing trend of designing and standardizing lightweight block ciphers (NIST lightweight competition) like PRESENT [38], GIFT [7], LED [82, 81], etc. that are particularly suitable for a resource-constrained environment, birthday bound-secure constructions are no longer as suitable for use in practice. For example, PMAC instantiated with the PRESENT block cipher (a 64-bit block cipher) gives security up to $2^{16}$ adversarial queries when the longest message size is $2^{16}$ blocks and the success probability of breaking the scheme is $2^{-10}$. Thus, it is not safe to use birthday bound-secure PRFs when they are instantiated with lightweight block ciphers. Although using AES-128 in a birthday bound-secure mode provides 64-bit security (which is adequate for the present-day), it may not be so in the future due to technological advancement. In such a situation, the feasible option would be to use a mode that gives higher security instead of replacing the underlying cipher with a larger block size.

An authenticated encryption (AE) mode is a cryptographic scheme that guarantees the privacy and authenticity of a message concurrently. Authenticated encryption has received much attention from the cryptographic community mostly due to its application to TLS and many other protocols. The recently concluded CAESAR competition [43] which aimed to identify a portfolio of authenticated encryption schemes drafted three use cases, namely lightweight, high-performance, and defense-in-depth. The competition considered GCM [101] as the baseline algorithm as it is widely adopted (e.g. in TLS 1.2 and in its variant RGCM [18], which shall soon be considered in TLS 1.3 [5]) and standardized. ChaCha20+Poly1305 [19] is a popular alternative for settings where AES-NI is not implemented.

Encrypt-then-MAC. Both ChaCha20+Poly1305 and GCM follow the Encrypt-then-MAC (EtM) paradigm [15]. Some other popular AE designs following the same paradigm are CWC [93], OGCM2 [3], CHM [88], CIP [87], GCMRUP [4], OGCM1 [137], OGCM2 [137] etc. The authenticated encryption of this paradigm is described as follows. Let $\mathcal{E}$ be a nonce-based encryption scheme and $\mathcal{I}$ be a message authentication code. Given a nonce $N$, a message $M$ and an associated data $A$, the ciphertext $C=\mathcal{E}^{N}(M)$ is first computed, which is then used to compute the tag $T=\mathcal{I}(N, A, C)$. All the aforementioned algorithms can be described by an encryption $\mathcal{E}^{N}$ (involving stream cipher encryptions) and a MAC $\mathcal{I}$ (all constructions are algebraic hash functionbased and most of them uses Wegman-Carter MAC (WC MAC) [133]). EtM is a popular design paradigm due to its generic security guarantee. Authors of [44] showed that (stating informally) if $\mathcal{E}$ is a secure symmetric encryption scheme and $\mathcal{I}$ is a secure MAC family then this method of implementing EtM results in secure channels. This was later also analyzed by [15, 116].

Chapter 2 introduces the block-cipher based n-EHtM (nonce-based Enhanced Hash-then-Mask) MAC, which follows the EtM paradigm. It is shown to have beyond the birthday bound security that degrades gracefully with increasing number of faulty nonces. An AE instantiation of n-EHtM with CWC is also described. Chapter 3 tackles the security and cryptanalysis of MAC constructions that use pseudorandom permutations as primitives by introducing the construction PDMMAC (Permutation-based Davies-Meyer MAC) and its variants, while chapter 4 follows through with the inversefree p-EDM (permutation-based Encrypted Davies-Meyer) - both shown to possess tight BBB security.

Hash-then-PRF [129]. HtP is a well-known paradigm for designing variable input-length PRFs, in which an input message of arbitrary length is hashed and the hash value is encrypted through a PRF to obtain a short tag. Most popular MACs including the CBC-MAC [13], PMAC [35], OMAC [89] and LightMAC [100] are designed using the HtP paradigm. Although the method is simple, in particular being deterministic and stateless, the security of MACs following the HtP paradigm is capped at the birthday bound due to the collision probability of the hash function. Birthday bound-secure constructions are acceptable in practice when any of these MACs are instantiated with a block cipher of moderately large block size. For example, instantiating PMAC with AES-128 permits roughly $2^{48}$ queries (using $5 \ell q^{2} / 2^{n}$ [117] bound) when the longest message size is $2^{16}$ blocks, and the success probability of breaking the scheme is restricted to $2^{-10}$. However, the same construction becomes vulnerable if instantiated with some lightweight (smaller block size) block ciphers, whose number has grown tremendously in recent years, e.g. PRESENT [38], GIFT [7], LED [81], etc. For example, PMAC, when instantiated with the PRESENT block cipher (a 64-bit block cipher), permits
only about $2^{16}$ queries when the longest message size is $2^{16}$ blocks, and the probability of breaking the scheme is $2^{-10}$. Therefore, it becomes risky to use birthday bound-secure constructions instantiated with lightweight block ciphers. In fact, in a large number of financial sectors, web browsers still widely use 64-bit block ciphers 3-DES instead of AES in their legacy applications with backward compatibility feature, as using the latter in corporate mainframe computers is more expensive. However, it does not give adequate security if the mode in which 3-DES is used provides only birthday bound security, and hence a beyond birthday secure mode solves the issue. Although many secure practical applications use the standard AES-128, which provides 64-bit security in a birthday bound-secure mode, which is adequate for the current technology, it may not remain so in the near future. In such a situation, using a mode with beyond the birthday bound security instead of replacing the cipher with a larger block size is a better option. ${ }^{1}$
Double-Block Hash-then-Sum. Many studies tried to tweak the HtP design paradigm to obtain beyond the birthday bound-secure MACs; while they possess a similar structural design, the internal state of the hash function is doubled and the two $n$-bit hash values are first encrypted and then XORed together to produce the output. In [135], Yasuda proposed a beyond the birthday bound-secure deterministic MAC called SUM-ECBC, a rate- $1 / 2$ sequential mode of construction with four block cipher keys. Followed by this work, Yasuda [134] came up with another deterministic MAC called PMAC_Plus, but unlike SUM-ECBC, PMAC_Plus is a rate-1 parallel mode of construction with three block cipher keys. Zhang et al. [136] proposed another rate-1 beyond the birthday bound-secure deterministic MAC called $3 \mathrm{kf9}$ with three block cipher keys. In [114], Naito proposed LightMAC_Plus, a rate $(1-s / n)$ parallel mode of operation, where $s$ is the size of the block counter. The structural design of all these constructions first applies a $2 n$ bit hash function on the message, then the two $n$-bit output values are encrypted and XORed together to produce the tag, where $n$ is the block size of the block cipher. Moreover, all of them also give $2 n / 3$-bit security. In FSE 2019, Datta et al. [61] proposed a generic design paradigm dubbed as the double-block hash-then-sum or DbHtS, defined as follows:

$$
\operatorname{DbHtS}(M):=\mathrm{E}_{K_{1}}(\Sigma) \oplus \mathrm{E}_{K_{2}}(\Theta), \quad(\Sigma, \Theta) \leftarrow \mathrm{H}_{K_{h}}(M),
$$

where $\mathrm{H}_{K_{h}}$ is a double-block hash function that maps an arbitrary-length string to a $2 n$-bit string. Within this unified framework, they revisited the security proof of existing DbHtS constructions, including PolyMAC [92], SUMECBC [135], PMAC_Plus [134], 3kf9 [136] and LightMAC_Plus [114] and also their two-keyed versions [61] and confirmed that all the constructions are

[^0]secure up to $2^{2 n / 3}$ queries when they are instantiated with an $n$-bit block cipher.

In CRYPTO 2018, Leurent et al. [95] proposed a generic attack on all these constructions using $2^{3 n / 4}$ (short message) queries, leaving a gap between the upper and the lower bounds for the provable security of DbHtS constructions. Recently, Kim et al. [92] have improved the bound of DbHtS constructions from $2^{2 n / 3}$ to $2^{3 n / 4}$. They have shown that if the underlying $2 n$-bit hash function is the concatenation of two independent $n$-bit-universal hash functions ${ }^{2}$, then the resulting DbHtS paradigm is secure up to $2^{3 n / 4}$ queries. They have also improved the security bound of PMAC_Plus, $3 \mathrm{kf9}$ and LightMAC_Plus from $2^{2 n / 3}$ to $2^{3 n / 4}$ and hence closed the gap between the upper and the lower bounds of the provable security of DbHtS constructions.

Chapters 5 and 6 give tight security bounds for two different versions of the DbHtS construction. First, chapter 5 proposes the $\mathrm{p}-\mathrm{DbHtS}$ (permutationbased Double-block Hash-then-Sum), which is proven BBB secure in the random oracle model, along with a matching attack that proves tightness of the bound. Next, chapter 6 considers a version of the original (block cipher-based) construction in the ideal cipher model and proves tight BBB multi-user security (with matching attack) for cases when the underlying hash function is not constructed from block ciphers.

### 1.2. Preliminaries and Notation

The set of all $n$-bit binary strings is denoted by $\{0,1\}^{n}$, for an integer $n \in \mathbb{N}$. The empty set shall be denoted by $\phi$. For a set $\mathcal{X}, X \stackrel{\$}{\leftarrow} \mathcal{X}$ means $X$ is sampled uniformly at random from $\mathcal{X}$, independently of all other random variables defined so far. The set of all functions from $\mathcal{X}$ to $\mathcal{Y}$ is denoted as $\operatorname{Func}(\mathcal{X}, \mathcal{Y})$ and the set of all permutations over $\mathcal{X}$ is denoted as $\operatorname{Perm}(\mathcal{X})$. Func $(\mathcal{X})$ denotes the set of all functions from $\mathcal{X}$ to $\{0,1\}^{n}$ and Perm denotes the set of all permutations over $\{0,1\}^{n}$. We often write Func instead of Func $(\mathcal{X})$ when the domain of functions is understood from the context. Let $\mathcal{Z}_{1}=\left(z_{1}^{1}, \ldots, z_{q}^{1}\right)$ and $\mathcal{Z}_{2}=\left(z_{1}^{2}, \ldots, z_{q}^{2}\right)$ be two finite $q$-tuples containing $n$-bit strings $z_{i}^{b}(b \in\{1,2\}, i \in[q])$. When an $n$-bit permutation $\pi \in \operatorname{Perm}(n)$ maps $\mathcal{Z}_{1}$ to $\mathcal{Z}_{2}$, we shall write $\mathcal{Z}_{1} \xrightarrow{\pi} \mathcal{Z}_{2}$ if $\forall i \in[q], \pi\left(z_{i}^{1}\right)=z_{i}^{2}$. We say $\mathcal{Z}_{1}$ is permutation compatible with $\mathcal{Z}_{2}$ if there exists at least one $\pi \in \operatorname{Perm}(n)$ such that $\mathcal{Z}_{1} \xrightarrow{\pi} \mathcal{Z}_{2}$. For integers $1 \leq b \leq a$, the notation $(a)_{b}$ means $a(a-1) \ldots(a-b+1)$, and $(a)_{0}:=1$. $[q]$ refers to the set $\{1, \ldots, q\}$ and $\left[q_{1}, q_{2}\right]$ to the set $\left\{q_{1}, q_{1}+1 \ldots, q_{2}-1, q_{2}\right\}$.

[^1]Given a tuple of ordered pairs $\mathcal{Q}=\left(\left(x_{1}, y_{1}\right), \ldots,\left(x_{q}, y_{q}\right)\right)$ with pairwise distinct $n$-bit strings $\left\{x_{i}\right\}_{i=1}^{q}$ and $\left\{y_{i}\right\}_{i=1}^{q}, \operatorname{Dom}(\mathcal{Q}):=\left\{x_{i} \in\{0,1\}^{n}\right.$ : $\left.\left(x_{i}, y_{i}\right) \in \mathcal{Q}\right\}$ and $\operatorname{Ran}(\mathcal{Q}):=\left\{y_{i} \in\{0,1\}^{n}:\left(x_{i}, y_{i}\right) \in \mathcal{Q}\right\}$. Clearly, $|\operatorname{Dom}(\mathcal{Q})|$ $=|\operatorname{Ran}(\mathcal{Q})|=q$. We say that an $n$-bit permutation $\pi \in \operatorname{Perm}(n)$ extends $\mathcal{Q}$ (i.e. $\pi \longrightarrow \mathcal{Q}$ ) if $\forall i \in[q], \pi\left(x_{i}\right)=y_{i}$. We say that $\mathcal{Q}$ is extendable if there exists at least one $\pi \in \operatorname{Perm}(n)$ such that $\pi \longrightarrow \mathcal{Q}$.

We generalize this notion for more than one tuple of ordered pairs. Let $\widetilde{\mathcal{Q}}=\left(\mathcal{Q}_{1}, \ldots, \mathcal{Q}_{s}\right)$ such that for each $j \in[s], \mathcal{Q}_{j}=\left(\left(x_{1}^{j}, y_{1}^{j}\right), \ldots,\left(x_{q_{j}}^{j}, y_{q_{j}}^{j}\right)\right)$, where each $x_{i}^{j}$ and each $y_{i}^{j}$ is an $n$-bit string pairwise distinct from all others. Now for each $j \in[s]$, we define the following two sets: $\operatorname{Dom}\left(\mathcal{Q}_{j}\right)=\left\{x_{i}^{j}\right.$ : $\left.\left(x_{i}^{j}, y_{i}^{j}\right) \in \mathcal{Q}_{j}\right\}$ and $\operatorname{Ran}\left(\mathcal{Q}_{j}\right)=\left\{y_{i}^{j}:\left(x_{i}^{j}, y_{i}^{j}\right) \in \mathcal{Q}_{j}\right\}$. Clearly, $\left|\operatorname{Dom}\left(\mathcal{Q}_{j}\right)\right|=$ $\left|\operatorname{Ran}\left(\mathcal{Q}_{j}\right)\right|=q_{j} \forall j \in[s]$. Moreover, for all $j \neq j^{\prime} \in[s], \operatorname{Dom}\left(\mathcal{Q}_{j}\right)$ is disjoint from $\operatorname{Dom}\left(\mathcal{Q}_{j^{\prime}}\right)$ and $\operatorname{Ran}\left(\mathcal{Q}_{j}\right)$ is disjoint from $\operatorname{Ran}\left(\mathcal{Q}_{j^{\prime}}\right)$. Hence, $\mathfrak{X}=$ $\left(\operatorname{Dom}\left(\mathcal{Q}_{1}\right), \ldots, \operatorname{Dom}\left(\mathcal{Q}_{s}\right)\right)$ and $\mathfrak{Y}=\left(\operatorname{Ran}\left(\mathcal{Q}_{1}\right), \ldots, \operatorname{Ran}\left(\mathcal{Q}_{s}\right)\right)$ are two disjoint collections of finite sets. An $n$-bit permutation $\pi \in \operatorname{Perm}(n)$ thus extends $\widetilde{\mathcal{Q}}$, denoted $\pi \longrightarrow \widetilde{\mathcal{Q}}$, if $\pi \longrightarrow \mathcal{Q}_{j} \forall j \in[s]$. As an alternative notation of $\pi \longrightarrow \widetilde{\mathcal{Q}}$, we also write $\mathfrak{X} \xrightarrow{\pi} \mathfrak{Y}$.
We write $x \leftarrow y$ to represent the value $y$ being assigned to the variable $x$. We say two sets $\mathcal{X}$ and $\mathcal{Y}$ are disjoint if $\mathcal{X} \cap \mathcal{Y}=\phi$. We denote their union as $\mathcal{X} \sqcup \mathcal{Y}$ (i.e. the disjoint union of $\mathcal{X}$ and $\mathcal{Y}$ ). Let $\mathfrak{X}=\left(\mathcal{X}_{1}, \ldots, \mathcal{X}_{s}\right)$ be a finite collection of finite sets. $\mathfrak{X}$ is called a disjoint collection if for each $j \neq j^{\prime} \in[s]$, $\mathcal{X}_{j}$ and $\mathcal{X}_{j^{\prime}}$ are disjoint. The size of $\mathfrak{X}$, denoted as $|\mathfrak{X}|$, is $\left|\mathcal{X}_{1}\right|+\ldots+\left|\mathcal{X}_{s}\right|$. For a disjoint collection $\mathfrak{X}=\left(\mathcal{X}_{1}, \ldots, \mathcal{X}_{s}, \mathcal{X}_{s+1}\right)$, we write $\mathfrak{X} \backslash \mathcal{X}_{s+1}$ to denote the collection $\left(\mathcal{X}_{1}, \ldots, \mathcal{X}_{s}\right)$. For two disjoint collections $\mathfrak{X}=\left(\mathcal{X}_{1}, \ldots, \mathcal{X}_{s}\right)$ and $\mathfrak{Y}=\left(\mathcal{Y}_{1}, \ldots, \mathcal{Y}_{s^{\prime}}\right)$, we say $\mathfrak{X}$ is inter-disjoint with $\mathfrak{Y}$ if for all $j \in[s], j^{\prime} \in\left[s^{\prime}\right], \mathcal{X}_{j}$ is disjoint from $\mathcal{Y}_{j^{\prime}}$. If $\mathfrak{X}$ is inter-disjoint from $\mathfrak{Y}$, then we denote their union as $\mathfrak{X} \sqcup \mathfrak{Y}$. Moreover, $|\mathfrak{X} \sqcup \mathfrak{Y}|=|\mathfrak{X}|+|\mathfrak{Y}|$. For a set $\mathcal{S}$ and for a finite disjoint collection of finite sets $\mathfrak{X}=\left(\mathcal{X}_{1}, \ldots, \mathcal{X}_{s}\right), \mathcal{S} \backslash \mathfrak{X}$ means $\mathcal{S} \backslash\left(\mathcal{X}_{1} \sqcup \ldots \sqcup \mathcal{X}_{s}\right)$. For a finite subset $\mathcal{S}$ of $\mathbb{N}$, max $\mathcal{S}$ denotes the maximum-valued element of $\mathcal{S}$. For a finite set $\mathcal{X} \subseteq\{0,1\}^{n}$ and for an arbitrary non-zero element $a \in\{0,1\}^{n}, \mathcal{X} \oplus a$ denotes the set $\{x \oplus a: x \in \mathcal{X}\}$.

A function $\Phi$ is said to be a block function if it maps elements from an arbitrary domain to $\{0,1\}^{n}$. The set of all block functions with domain $\mathcal{X}$ is denoted as $\operatorname{Func}(\mathcal{X}) .{ }^{3}$ We call $\Phi$ to be a double-block function if it maps elements from an arbitrary set $\mathcal{X}$ to $\left(\{0,1\}^{n}\right)^{2}$. For a given double-block function $\Phi: \mathcal{X} \rightarrow\{0,1\}^{2 n}$, we write $\Phi_{\ell}: \mathcal{D} \rightarrow\{0,1\}^{n}$ such that for every $x \in \mathcal{X}, \Phi_{\ell}(x)=\operatorname{left}(\Phi(x))$. Similarly, we write $\Phi_{\mathbf{r}}: \mathcal{X} \rightarrow\{0,1\}^{n}$ such that for every $x \in \mathcal{X}, \Phi_{\mathbf{r}}(x)=\operatorname{right}(\Phi(x))$. For two block functions $\Phi_{\ell}: \mathcal{X} \rightarrow\{0,1\}^{n}$ and $\Phi_{\mathrm{r}}: \mathcal{X} \rightarrow\{0,1\}^{n}$, one can naturally define a double-block function

[^2]$\Phi: \mathcal{X} \rightarrow\{0,1\}^{2 n}$ such that $\Phi(x)=\left(\Phi_{\ell}(x), \Phi_{\mathbf{r}}(x)\right)$, which we write as $\Phi=\left(\Phi_{\ell}, \Phi_{\mathbf{r}}\right)$.
$\{0,1\}^{n}$ denotes the set of all binary strings of length $n$ and $\{0,1\}^{*}$ denotes the set of all binary strings of arbitrary finite length. This text may sometimes denote $\left|\{0,1\}^{n}\right|$ by $N$. We denote $0^{n}$ (i.e., the $n$-bit string of zeroes) by $\mathbf{0}$. For any element $X \in\{0,1\}^{*},|X|$ denotes the number of bits in $X$. For any two elements $X, Y \in\{0,1\}^{*}, X \| Y$ denotes the concatenation of $X$ to $Y$. For $X, Y \in\{0,1\}^{n}, X \oplus Y$ denotes the addition of $X$ and $Y$, modulo 2 . For any $X \in\{0,1\}^{*}$, parse $X$ as $X=X_{1}\left\|X_{2}\right\| \ldots \| X_{l}$, where for each $i=1, \ldots, l-1$, $X_{i}$ is an element of $\{0,1\}^{n}$ and $1 \leq\left|X_{l}\right| \leq n$. We call each $X_{i}$ a block. For a pair of blocks $x=\left(x_{\ell}, x_{\mathbf{r}}\right) \in\{0,1\}^{2 n}$, we write left $(x)$ to denote $x_{\ell}$ and $\operatorname{right}(x)$ to denote $x_{\mathrm{r}}$. For $x \in\{0,1\}^{n}$, where $x=x_{n-1}\|\ldots\| x_{0}, \operatorname{lsb}(x)$ denotes the least significant bit $x_{0}$ of $x$. A function chop ${ }_{\text {LSB }}:\{0,1\}^{n} \rightarrow\{0,1\}^{n-1}$ removes the least significant bit of a string $X \in\{0,1\}^{n}$. For a given bit $b$, fix ${ }_{b}$ is a function from $\{0,1\}^{n}$ to $\{0,1\}^{n}$ that takes an $n$-bit binary string $x=x_{n-1}\|\ldots\| x_{0}$ and returns an another binary string $x^{\prime}=\left(x_{n-1}\|\ldots\| b\right)$, where $\operatorname{lsb}(x)$ is fixed to bit $b$. For a tuple $X:=\left(X_{1}, \ldots, X_{q}\right)$ of length $q$, an element $X_{i}$ of $X$ is called fresh if for all $j \neq i, X_{i} \neq X_{j}$. Otherwise, we say $X_{i}$ is not fresh or repeated in $X$. Sometimes we denote tuple $X$ as $\left(X_{i}\right)_{i \in[q]}$. $X$ is said to be distinct if each of its elements is fresh. Otherwise, we say it is not a fresh tuple.
Lazy Sampling of Random Permutations. Consider a distinguisher A interacting with an $n$-bit random permutation $\pi \stackrel{\$}{\leftarrow}\{0,1\}^{n}$. We simulate this interaction by a simulator $\mathcal{S}$ that maintains a partial function $\Psi . \Psi$ is initially defined to be an empty function (a function with empty domain), i.e., $\operatorname{Dom}(\Psi) \leftarrow \phi$. We consider two dynamically growing sets $\operatorname{Dom}(\Psi)$ and $\operatorname{Ran}(\Psi)$ associated to $\Psi$, such that the points at which $\Psi$ has already been defined gets included in $\operatorname{Dom}(\Psi)$ and their respective defined values get included in $\operatorname{Ran}(\Psi)$. Initially, $\operatorname{Dom}(\Psi), \operatorname{Ran}(\Psi) \leftarrow \phi$. On the $i^{\text {th }}$ query $x_{i}$, the simulator checks whether $x_{i} \in \operatorname{Dom}(\Psi)$. If so, the corresponding response is $y_{i} \leftarrow \Psi\left(x_{i}\right)$. Else, the response is sampled uniformly from $\{0,1\}^{n} \backslash \operatorname{Ran}(\Psi)$ and $x_{i}, y_{i}$ are added to $\operatorname{Dom}(\Psi)$ and $\operatorname{Ran}(\Psi)$ respectively, i.e.
$$
\operatorname{Dom}(\Psi) \leftarrow \operatorname{Dom}(\Psi) \cup\left\{x_{i}\right\}, \operatorname{Ran}(\Psi) \leftarrow \operatorname{Ran}(\Psi) \cup\left\{y_{i}\right\}
$$

Note that at any point, $\operatorname{Dom}(\Psi), \operatorname{Ran}(\Psi) \subseteq\{0,1\}^{n}$.

### 1.2.1. Cryptographic Security Models

## The Standard Model

In the standard model, no special Mathematical objects such as infinite random strings or random oracles are used, and communication systems
are usually abstracted into a reliable but insecure channel. Even the most common encryption goals require some complexity-theoretic hardness assumptions in the standard model [34].

## The Random Oracle Model

The random oracle model formalized by Bellare and Rogaway [16] assumes that a hash function is replaced by a publicly accessible random function (the random oracle). This means that the adversary cannot compute the result of the hash function by itself, and must query the random oracle [57]. This model often allows one to design very simple, intuitive and efficient protocols for many tasks, while simultaneously providing a seemingly convincing security guarantee for such practical constructions [66]. Thus, a proof in the random oracle model does not imply that the scheme will remain secure when the random oracle is replaced by a concrete hash function.

## Upper Bound on AdvMAC (Page 5, [68])

To get an upper bound for $\operatorname{Adv}_{f}^{\mathrm{MAC}}$, we consider a random oracle $\psi \stackrel{\$}{\leftarrow}$ $\operatorname{Func}(\mathcal{K} \times \mathcal{N} \times \mathcal{M}, \mathcal{T})$ and reject oracle Rej $: \mathcal{N} \times \mathcal{M} \times \mathcal{T} \rightarrow\{0\}$. The advantage $A d v v_{f}^{M A C}$ is bounded above by

$$
\left.\max _{\mathcal{D}} \left\lvert\, \operatorname{Pr}\left[\mathcal{D}^{\left(f_{K}^{\pi}, \operatorname{Ver}\right.}, \frac{\pi}{\pi}, \pi, \pi^{-1}\right)=1\right.\right]-\operatorname{Pr}\left[\mathcal{D}^{\left(\psi, \operatorname{Rej}, \pi, \pi^{-1}\right)}=1\right] \mid .
$$

## The Ideal Permutation and Ideal Cipher Models

Instead of a publicly accessible random function, the ideal permutation model assumes the adversary's access to a random permutation in addition to the construction (or random) oracle(s). On the other hand, the ideal cipher model provides a publicly accessible random block cipher (or ideal cipher) with a $k$-bit key and an $n$-bit input. All parties including the adversary can make both encryption and decryption queries to the ideal block cipher, for any given key $[57,66]$. [66] and [57] are works that relate the random oracle and ideal cipher models.

### 1.2.2. Security Definitions

Distinguishing Advantage An adversary A is modeled as a randomized algorithm with access to an external oracle $\mathcal{O}$. Such an adversary is called an oracle adversary. An oracle $\mathcal{O}$ is an algorithm that may be a cryptographic scheme being analyzed. The interaction between A and $\mathcal{O}$,
denoted by $A^{\mathcal{O}}$, generates a transcript $\tau=\left\{\left(x_{1}, y_{1}\right),\left(x_{2}, y_{2}\right), \ldots,\left(x_{q}, y_{q}\right)\right\}$, where $x_{1}, x_{2}, \ldots, x_{q}$ are $q$ queries of $A$ to oracle $\mathcal{O}$ and $y_{1}, y_{2}, \ldots, y_{q}$ be the corresponding responses, where $y_{i}=\mathcal{O}\left(x_{i}\right)$. We assume that A is adaptive, which means that $x_{i}$ is dependent on the previous $i-1$ responses.
Distinguishing Game. Let $F$ and $G$ be two random systems and an adversary $A$ is given oracle access to either of $F$ or $G$. After interaction with an oracle $\mathcal{O} \in\{F, G\}$, A outputs 1 , which is denoted as $A^{\mathcal{O}} \Rightarrow 1$. Such an adversary is called a distinguisher and the game is called a distinguishing game. The task of the distinguisher in a distinguishing game is to tell with which of the two systems it has interacted. The advantage of the distinguisher $A$ in distinguishing the random system $F$ from $G$ is defined as

$$
\operatorname{Adv}_{G}^{F}(A):=\left|\operatorname{Pr}\left[A^{F} \Rightarrow 1\right]-\operatorname{Pr}\left[A^{G} \Rightarrow 1\right]\right|
$$

here the above probability is defined over the probability spaces of A and $\mathcal{O}$. The maximum advantage in distinguishing $F$ from $G$ is defined as

$$
\max _{A \in \mathcal{A}} \operatorname{Adv}_{G}{ }_{G}(\mathrm{~A}),
$$

where $\mathcal{A}$ is the class of all possible distinguishers. One can easily generalize this setting when the distinguisher interacts with multiple oracles, which are separated by commas. For example, $\operatorname{Adv}_{\mathrm{G}_{1}, \ldots, \mathrm{G}_{m}}^{\mathrm{F}_{1}, \ldots, \mathrm{~F}_{m}}(\mathrm{~A})$ denotes the advantage of $A$ in distinguishing $\left(F_{1}, \ldots, F_{m}\right)$ from $\left(G_{1}, \ldots, G_{m}\right)$.
Pseudo Random Function (PRF) and Psuedo Random Permutation (PRP). A keyed function $\mathrm{F}: \mathcal{K} \times \mathcal{X} \rightarrow \mathcal{Y}$ with key space $\mathcal{K}$, domain $\mathcal{X}$ and range $\mathcal{Y}$ is a function for which $\mathrm{F}(K, X)$ shall be denoted by $\mathrm{F}_{K}(X)$. Given an algorithm $A$ that has oracle access to a function from $\mathcal{X}$ to $\mathcal{Y}$, makes at most $q$ queries in time at most $t$, and returns a single bit, the prf advantage of $A$ against the family of keyed functions $F, \operatorname{Adv}_{F}^{P R F}(A)$, is defined as

$$
\left|\operatorname{Pr}\left[K \stackrel{\$}{\leftarrow} \mathcal{K}: \mathrm{A}^{\mathrm{F}_{K}(\cdot)}=1\right]-\operatorname{Pr}\left[\operatorname{RF} \stackrel{\$}{\leftarrow} \operatorname{Func}(\mathcal{X}, \mathcal{Y}): \mathrm{A}^{\mathrm{RF}(\cdot)}=1\right]\right| .
$$

$F$ is said to be a $(q, \ell, \sigma, t, \epsilon)$-secure PRF if

$$
\operatorname{Adv}_{F}^{P R F}(q, \ell, \sigma, t):=\max _{A} \operatorname{Adv}_{F}{ }_{F}^{\mathrm{PRF}}(\mathrm{~A}) \leq \epsilon
$$

where the maximum is taken over all adversaries A that make $q$ queries, with a maximum of $\ell$ data blocks in a single query and the total number of data blocks at most $\sigma$, with maximum running time $t$. Similarly, the prp-advantage of A against a family of keyed permutations $E$ is defined as

$$
\operatorname{Adv}_{\mathrm{E}}^{\mathrm{PRP}}(\mathrm{~A}):=\left|\operatorname{Pr}\left[K \stackrel{\$}{\leftarrow} \mathcal{K}: \mathrm{A}^{\mathrm{E}_{K}(\cdot)}=1\right]-\operatorname{Pr}\left[\Pi \stackrel{\$}{\leftarrow} \operatorname{Perm}(\mathcal{X}): \mathrm{A}^{\Pi(\cdot)}=1\right]\right| .
$$

E is said to be a $(q, t, \epsilon)$-secure $\operatorname{PRP}$ if $\operatorname{Adv}_{\mathrm{E}}^{\operatorname{PRP}}(q, t):=\max _{\mathrm{A}} \operatorname{Adv}_{\mathrm{E}}^{\mathrm{PRP}}(\mathrm{A}) \leq \epsilon$, where maximum is taken over all adversaries $A$ that make $q$ queries and have running time at most $t$.
PrF Security in the Random Permutation Model. Consider a function $f: \mathcal{K} \times \mathcal{M} \rightarrow \mathcal{T}$, where $\mathcal{K}, \mathcal{M}$ and $\mathcal{T}$ are the key space, message space and the tag space respectively. We discuss the pseudorandom security of $f$ under the random permutation model. We assume that $f$ makes internal public-random-permutation calls to $\pi$ and $\pi^{-1}$ ( $f$ can make calls to multiple random permutations when all of them are independent and uniform on the set of message blocks $\operatorname{Perm}(\mathcal{B})$ ). For simplicity, we use $f_{K}^{\pi}$ to denote $f$ with uniform $K$ and uniform $\pi$. The distinguisher $\mathcal{D}$ is given access to either $\left(f_{K}^{\pi}, \pi, \pi^{-1}\right)$ for $K \stackrel{\$}{\left.\stackrel{\$}{\leftarrow}\{0,1\}^{k} \text { or }\left(\psi, \pi, \pi^{-1}\right) \text { where } \psi \stackrel{\$}{\leftarrow} \operatorname{Func}(\mathcal{K} \times \mathcal{M}, \mathcal{T}), ~\right) ~}$ is a random oracle. The distinguishing probability of $\mathcal{D}$ is represented by $\operatorname{Adv}_{f}^{\text {prf }}(\mathcal{D})$, such that

$$
\operatorname{Adv}_{f}^{\mathrm{prf}}(\mathcal{D})=\left|\operatorname{Pr}\left[\mathcal{D}^{\left(f_{K}^{\pi}, \pi, \pi^{-1}\right)}=1\right]-\operatorname{Pr}\left[\mathcal{D}^{\left(\psi, \pi, \pi^{-1}\right)}=1\right]\right|
$$

To be precise, we call $f$ an $\epsilon$-PRF against $\left(q_{m}, p\right)$-adversaries if $\operatorname{Adv}_{F}^{P R F}(D) \leq$ $\epsilon$ for all distinguishers $\mathcal{D}$ making $q_{m}$ queries to $f_{K}^{\pi}$ and $p$ offline queries to $\pi$.
MAC Security in the Random Permutation Model. Consider $f$ and another function Ver: $\mathcal{K} \times \mathcal{M} \times \mathcal{T} \rightarrow\{0,1\}$ (similar to $f_{K}^{\pi}$, we use the notation $\operatorname{Ver}_{K}^{\pi}$ ) such that for $(M, T)$, if $f_{K}^{\pi}(M)=T$ then $\operatorname{Ver}_{K}^{\pi}(M, T)=1$ (otherwise $\operatorname{Ver}_{K}^{\pi}(M, T)=0$ ). Consider a $\left(q_{m}, p, q_{v}\right)$ adversary $\mathcal{A}$ making $q_{m}$ queries to $f_{K}^{\pi}, p$ queries to $\pi$ and $q_{v}$ queries to $\operatorname{Ver}_{K}^{\pi}$. We say that $\mathcal{A}$ forges if any of its queries $(M, T)$ to $\operatorname{Ver}_{K}^{\pi}$ returns 1 , such that $M$ has not been queried to $f_{K}^{\pi}$ before. The advantage of $\mathcal{A}$ against the MAC security of $f$ is defined as

$$
\operatorname{Adv}_{f}^{\operatorname{MAC}}(\mathcal{A})=\operatorname{Pr}[K \stackrel{\$}{\leftarrow} \mathcal{K}, \pi \stackrel{\$}{\leftarrow} \operatorname{Perm}(\mathcal{B}): \mathcal{A} \text { forges }] .
$$

To be precise, we call $f$ an $\epsilon$-MAC against $\left(q_{m}, p, q_{v}\right)$-adversaries if $\operatorname{Adv}_{f}^{\operatorname{MAC}}(\mathcal{A}) \leq$ $\epsilon$ for all adversaries $\mathcal{A}$ making $q_{m}$ queries to $f_{K}^{\pi}, p$ queries to $\pi$ and $q_{v}$ queries to $\operatorname{Ver}_{K}^{\pi}$.
Nonce-Based MAC Security in the Random Permutation Model. Consider nonce based versions of $f$ and $\operatorname{Ver}$ (takes an additional input $N \in \mathcal{N}$.) such that for an input $(N, M, T)$, $\operatorname{Ver}_{K}^{\pi}(N, M, T)=1$ if $f_{K}^{\pi}(N, M)=T$ and 0 otherwise. Consider a $\left(q_{m}, p, q_{v}\right)$ adversary $\mathcal{A}$ making $q_{m}$ queries to $f_{K}^{\pi}$ without repeating the nonce, $p$ queries to $\pi$ and $q_{v}$ queries to $\operatorname{Ver}_{K}^{\pi}$. We say that $\mathcal{A}$ forges if any of its queries $(N, M, T)$ to $\operatorname{Ver}_{K}^{\pi}$, such that $(N, M)$ has not been queried to $f_{K}^{\pi}$, returns 1 . The advantage of $\mathcal{A}$ against the MAC security of $f$ is defined as

$$
\operatorname{Adv}_{f}^{\mathrm{MAC}}(\mathcal{A})=\operatorname{Pr}[K \stackrel{\$}{\leftarrow} \mathcal{K}, \pi \stackrel{\$}{\leftarrow} \operatorname{Perm}(\mathcal{B}): \mathcal{A} \text { forges }] .
$$

We call $f$ an $\epsilon$-MAC against $\left(q_{m}, p, q_{v}\right)$-adversaries if $\operatorname{Adv}_{f}^{\mathrm{MAC}}(\mathcal{A}) \leq \epsilon$ for all $\left(q_{m}, p, q_{v}\right)$-adversaries $\mathcal{A}$.
PRF Security in the Ideal-Cipher Model A keyed function with the key space $\mathcal{K}$, domain $\mathcal{X}$ and range $\mathcal{Y}$ is a function $\mathrm{F}: \mathcal{K} \times \mathcal{X} \rightarrow \mathcal{Y}$. We denote $\mathrm{F}(k, x)$ by $\mathrm{F}_{k}(x)$. A random function RF from $\mathcal{X}$ to $\mathcal{Y}$ is a uniform random
 pseudorandom security of F under the ideal-cipher model. We assume that F makes internal calls to a publicly evaluated block cipher E with a randomly sampled block cipher key $K \stackrel{\$}{\leftarrow} \mathcal{K}$ (F can make calls to multiple block ciphers when all of them are independent and uniform over the set $B C\left(\mathcal{K},\{0,1\}^{n}\right)$ ). For simplicity, we write $\mathrm{F}_{\mathrm{K}}^{\mathrm{E}}$ to denote F with a uniformly sampled block cipher $\mathrm{E} \stackrel{\$}{\leftarrow} \mathrm{BC}\left(\mathcal{K},\{0,1\}^{n}\right)$, which is keyed by a randomly sampled $K \stackrel{\$}{\leftarrow} \mathcal{K}$. The distinguisher A is given access to either $\left(\mathrm{F}_{\mathrm{K}}^{\mathrm{E}}, \mathrm{E}^{ \pm}\right)$for $K \stackrel{\$}{\leftarrow} \mathcal{K}$ or $\left(\mathrm{RF}, \mathrm{E}^{ \pm}\right)$, where $\mathrm{E} \stackrel{\$}{\leftarrow} \mathrm{BC}\left(\mathcal{K},\{0,1\}^{n}\right)$ is a uniformly sampled $n$-bit block cipher such that $A$ can make forward or inverse queries to $E$, which is denoted as $E^{ \pm}$. We define the PRF advantage of $A$ against a keyed function $F$ in the ideal cipher model as

$$
\operatorname{Adv}_{\mathrm{F}}^{\mathrm{PRF}}(\mathrm{~A}):=\operatorname{Adv}_{\left(\mathrm{RF}, \mathrm{E}^{ \pm}\right)}^{\left(\mathrm{F}_{K}^{\mathrm{E}}, \mathrm{E}^{ \pm}\right)}(\mathrm{A})
$$

We say $F$ is a $(q, p, \epsilon, t)$-PRF if $\operatorname{Adv}_{F}^{P R F}(A) \leq \epsilon$ for all adversaries $A$ that make $q$ queries to $F, p$ forward and inverse offline queries to $E$ and run for time at most $t$.

Multi-User PRF Security in Ideal Cipher Model We assume there are $u$ users in the multi-user setting, such that the $i^{\text {th }}$ user executes $\mathrm{F}_{\mathrm{K}_{i}}^{\mathrm{E}}$. Furthermore, the $i^{\text {th }}$ user key $K_{i}$ is independent of the keys of all other users. An adversary A has access to all the $u$ users as oracles. A make queries to the oracles in the form of $(i, M)$ to the $i^{\text {th }}$ user and obtains $T \leftarrow \mathrm{~F}_{K_{i}}^{\mathrm{E}}(M)$. We call these construction queries. For $i \in[u]$, we assume A makes $q_{i}$ queries to the $i^{\text {th }}$ oracle. We also assume that A make queries to the underlying block cipher E and its inverse with some chosen keys $k^{j}$. We call these primitive queries. Suppose $A$ chooses $s$ distinct block cipher keys $\left(k^{1}, \ldots, k^{s}\right)$ and makes $p_{j}$ primitive queries to the block cipher E with chosen keys $k^{j}$ for $1 \leq j \leq s$. Let A be a ( $u, q, p, \mathrm{t}$ )-adversary against the PRF security of F for all $u$ users such that $q=q_{1}+\ldots+q_{u}$ is the total number of construction queries and $p=p_{1}+\ldots+p_{s}$ is the total number of primitive queries to the block cipher E with the total running time A being at most t . We assume that for any $i \in[u]$, A does not repeat any construction query to the $i^{\text {th }}$ user. Similarly, A does not repeat any primitive query for any chosen block cipher key $k^{j}$ to the block cipher E . The advantage of A in distinguishing $\left(\mathrm{F}^{\mathrm{E}}, \mathrm{E}^{ \pm}\right)$ from $\left(R F, \mathrm{E}^{ \pm}\right)$in the multi-user setting, where $\mathrm{RF} \stackrel{\$}{\leftarrow} \operatorname{Func}(\mathcal{X}, \mathcal{Y})$, is defined
as

$$
\operatorname{Adv}_{\mathrm{F}}^{\mathrm{mu}-\mathrm{PRF}}(\mathrm{~A}):=\left|\operatorname{Pr}\left[\mathrm{A}^{\left(\left(\mathrm{F}_{\mathrm{K}_{1}}^{\mathrm{E}}, \ldots, \mathrm{~F}_{\mathrm{K}_{u}}\right), \mathrm{E}^{ \pm}\right)} \Rightarrow 1\right]-\operatorname{Pr}\left[\mathrm{A}^{\left((\mathrm{RF}, \ldots, \mathrm{RF}), \mathrm{E}^{ \pm}\right)} \Rightarrow 1\right]\right|
$$

where the randomness is defined over $K_{1}, \ldots, K_{u} \stackrel{\$}{\leftarrow} \mathcal{K}, \mathrm{E} \stackrel{\$}{\leftarrow} \mathrm{BC}\left(\mathcal{K},\{0,1\}^{n}\right)$ and the randomness of the adversary (if any). We write

$$
\operatorname{Adv}_{F}^{\operatorname{mu}-P R F}(u, q, p, t):=\max _{A} \operatorname{Adv}_{F}^{\operatorname{mu}-P R F}(\mathrm{~A}),
$$

where the maximum is over all $(u, q, p, \mathrm{t})$-adversaries A . In this chapter, we skip the time parameter of the adversary as we shall assume that the adversary is computationally unbounded. This also leads to the assumption that the adversary is deterministic. When $u=1$, it makes $\operatorname{Adv}_{\mathrm{F}}^{\mathrm{mu}-\operatorname{PRF}}(u, q, p, \mathrm{t})$ the single-user distinguishing advantage.

### 1.2.3. Keyed Hash

Security of a Keyed Hash Function Let $\mathcal{K}_{h}$ and $\mathcal{X}$ be two non-empty finite sets. A keyed function $\mathrm{H}: \mathcal{K}_{h} \times \mathcal{X} \rightarrow\{0,1\}^{n}$ is $\epsilon$-almost-XOR universal (AXU) if for any distinct $x, x^{\prime} \in \mathcal{X}$ and for any $\Delta \in\{0,1\}^{n}$,

$$
\operatorname{Pr}\left[K_{h} \stackrel{\$}{\leftarrow} \mathcal{K}_{h}: \mathrm{H}_{K_{h}}(x) \oplus \mathrm{H}_{K_{h}}\left(x^{\prime}\right)=\Delta\right] \leq \epsilon_{\mathrm{axu}} .
$$

Moreover, H is an $\epsilon$-universal hash function if for any distinct $x, x^{\prime} \in \mathcal{X}$,

$$
\operatorname{Pr}\left[K_{h} \stackrel{\left.\$ \mathcal{K}_{h}: \mathrm{H}_{K_{h}}(x)=\mathrm{H}_{K_{h}}\left(x^{\prime}\right)\right] \leq \epsilon_{\text {univ }} .}{ } .\right.
$$

A keyed hash function is said to be $\epsilon$-regular if for any $x \in \mathcal{X}$ and for any $\Delta \in\{0,1\}^{n}$,

$$
\operatorname{Pr}\left[K_{h} \stackrel{\$}{\left.\stackrel{ }{\leftarrow} \mathcal{K}_{h}: \mathrm{H}_{K_{h}}(x)=\Delta\right] \leq \epsilon_{\text {reg. }} . ~}\right.
$$

Regular Hash. A function $\mathcal{H}: \mathcal{K} \times \mathcal{D} \rightarrow \mathcal{R}$ is said to be an $\epsilon$-regular hash function if $\forall d \in \mathcal{D}$ and $r \in \mathcal{R}$,

$$
\underset{K_{h} \stackrel{\Phi}{\stackrel{\Phi}{\mathcal{L}}} \boldsymbol{\operatorname { P r }}}{ }\left[\mathcal{H}\left(K_{h}, d\right)=r\right] \leq \epsilon .
$$

AXU Hash. A function $\mathcal{H}: \mathcal{K} \times \mathcal{D} \rightarrow \mathcal{R}$ is said to be an $\epsilon$-AXU hash function if for two distinct $d$ and $d^{\prime}$ from $\mathcal{D}$ and $r \in \mathcal{R}$,

$$
\underset{K_{h} \stackrel{\leftrightarrow}{\leftarrow} \mathcal{K}}{\operatorname{Pr}}\left[\mathcal{H}\left(K_{h}, d\right) \oplus \mathcal{H}\left(K_{h}, d^{\prime}\right)=r\right] \leq \epsilon .
$$

$\left(d, d^{\prime}\right)$ is called a colliding pair for a function $\mathcal{H}\left(K_{h}, *\right)\left(\right.$ or $\left.\mathcal{H}_{K_{h}}(*)\right)$ if $\mathcal{H}\left(K_{h}, d\right)=$ $\mathcal{H}\left(K_{h}, d^{\prime}\right)$.
3-Way Regular Hash. A function $\mathcal{H}: \mathcal{K} \times \mathcal{D} \rightarrow \mathcal{R}$ is said to be an $\epsilon$-3-way regular hash function if for three distinct $d, d^{\prime}$ and $d^{\prime \prime}$ from $\mathcal{D}$ and for any non-zero $r$ from $\mathcal{R}$,

$$
\underset{K_{h}}{\operatorname{Pr}} \underset{\leftarrow}{\stackrel{\oplus}{\mathcal{L}}}\left[\mathcal{H}\left(K_{h}, d\right) \oplus \mathcal{H}\left(K_{h}, d^{\prime}\right) \oplus \mathcal{H}\left(K_{h}, d^{\prime \prime}\right)=r\right] \leq \epsilon .
$$

An example of 3 -way regular hash is Poly hash (with the secret key $K_{h}$ ) where the padded message $x^{*}=x_{1}\|\cdots\| x_{\ell}$ is processed as

$$
\operatorname{Poly}_{K_{h}}\left(x^{*}\right)=x_{\ell} \cdot K_{h} \oplus x_{\ell-1} \cdot K_{h}^{2} \oplus \cdots \oplus x_{1} \cdot K_{h}^{\ell}
$$

### 1.3. Cryptographic Encryption and Authentication

### 1.3.1. Message Encryption

The process of message encryption converts the original plaintext into an incomprehensible ciphertext. Ideally, only authorized parties should be able to decrypt the ciphertext back into plaintext and gain access to the original data. Thus, encryption serves as a mechanism to ensure confidentiality. A pseudorandom encryption key produced by a key-generation algorithm is typically used in an encryption system. The encryption and decryption keys are identical in symmetric-key schemes. This secret key must be held by the sender as well as the receiver in order to achieve secure communication. The sender uses this key in an encryption algorithm to generate the ciphertext from the plaintext and send it to the receiver. Then the receiver uses it in a decryption algorithm to again obtain the plaintext. Some typical examples of symmetric-key encryption schemes include AES, 3-DES, and SNOW.

### 1.3.2. Message Authenticated Codes

Let $\mathcal{K}, \mathcal{N}, \mathcal{M}$ and $\mathcal{T}$ be four non-empty finite sets and $\mathrm{F}: \mathcal{K} \times \mathcal{N} \times \mathcal{M} \rightarrow \mathcal{T}$ a nonce-based MAC. For $K \in \mathcal{K}$, let Auth $_{K}$ be the authentication oracle (which takes as input $(N, M) \in \mathcal{N} \times \mathcal{M}$ and outputs $T=\mathrm{F}(K, N, M)$ ) and let $\mathrm{Ver}_{K}$ be the verification oracle (which takes as input $(N, M, T) \in \mathcal{N} \times \mathcal{M} \times \mathcal{T}$ and outputs 1 if $\mathrm{F}(K, N, M)=T$ and 0 otherwise). An authentication query $(N, M)$ by an adversary A is called a faulty query if A has already queried to the first oracle with the same nonce and a different message.

A $\left(\mu, q_{m}, q_{v}, t\right)$-adversary against the unforgeability of F is an adversary A with oracle access to Auth ${ }_{K}$ and Ver $_{K}$ such that it makes at most $\mu$ faulty authentication queries out of at most $q_{m}$ authentication queries, and $q_{v}$
verification queries, with running time at most $t$. The adversary is said to be nonce respecting if $\mu=0$ and nonce misusing if $\mu \geq 1$; any number of nonce repetitions in verification queries is allowed. A is said to forge $F$ if for any of its verification queries (not obtained through a previous authentication query), the verification oracle returns 1 . The forging advantage of $A$ against $F$ is defined as

$$
\operatorname{Adv}_{\mathrm{F}}^{\mathrm{MAC}}(\mathrm{~A}):=\operatorname{Pr}\left[K \stackrel{\$}{\leftarrow} \mathcal{K}: \mathrm{A}^{\operatorname{Auth}_{K}(\cdot, \cdot), \operatorname{Ver}_{K}(\cdot, \cdot,)} \text { forges }\right] .
$$

We write $\operatorname{Adv}_{\mathrm{F}}^{\mathrm{MAC}}\left(\mu, q_{m}, q_{v}, t\right):=\max _{\mathrm{A}} \operatorname{Adv}_{\mathrm{F}}^{\mathrm{MAC}}(\mathrm{A})$, where the maximum is taken over all $\left(\mu, q_{m}, q_{v}, t\right)$-adversaries. In all of these definitions, we skip the parameter $t$, whenever we maximize over all unbounded adversaries.

### 1.3.3. Authenticated Encryption

An authenticated encryption (AE) mode is a cryptographic scheme that guarantees the privacy and authenticity of a message concurrently. Authenticated encryption has received much attention from the cryptographic community mostly due to its application to TLS and many other protocols. The recently concluded CAESAR competition [43], which aimed to identify a portfolio of authenticated encryption schemes, had drafted three use cases namely lightweight, high-performance, and defense-in-depth. The competition considered GCM [101] as the baseline algorithm as it is widely adopted (e.g. in TLS 1.2 and in its variant RGCM [18], which shall soon be considered in TLS 1.3 [5]) and standardized. ChaCha20+Poly1305 [19] is a popular alternative for settings where AES-NI is not implemented.

Encrypt-then-MAC. Both ChaCha20+Poly1305 and GCM follow the Encrypt-then-MAC (EtM) paradigm [15]. Some other popular AE designs following the same paradigm are CWC [93], GCM / $2^{+}$[3], CHM [88], CIP [87], GCM-RUP [4], OGCM1 [137], OGCM2 [137], etc. The authenticated encryption of this paradigm is described as follows: Let $\mathcal{E}$ be a nonce-based encryption scheme and $\mathcal{I}$ be a message authentication code. Given a nonce $N$, a message $M$ and an associated data $A$, the ciphertext $C=\mathcal{E}^{N}(M)$ is first computed, which is then used to compute the tag $T=\mathcal{I}(N, A, C)$. All the aforementioned algorithms can be described by an encryption $\mathcal{E}^{N}$ (involving stream cipher encryptions) and a MAC $\mathcal{I}$ (all constructions are algebraic hash functionbased and most of them use the Wegman-Carter MAC (WC) [133]). EtM is a popular design paradigm due to its generic security guarantee. Informally stating a result in [44], if $\mathcal{E}$ is a secure symmetric encryption scheme and $\mathcal{I}$ is a secure MAC family then this method of implementing EtM results in secure channels. This was later also analyzed by [15, 116].

### 1.4. Cryptographic Primitives

### 1.4.1. PRPs and PRFs

In their seminal work, Luby and Rackoff [97] showed how to construct a keyed pseudorandom permutation (PRP) - i.e. a block cipher - from secret keyed pseudorandom functions (PRFs). Their work was a theoretical model for formally arguing the security of the DES block cipher, which consists of $r$ rounds of Feistel constructions invoking independent instances of keyed functions.
PRP-Based PRFs. The most obvious way a PRF can be constructed is to consider a PRP $\pi$ (a popular choice is an $n$-bit block cipher with a uniformly sampled key $e_{K}$ for some integer $n$ ) itself as a PRF. However, this leads to an $n / 2$-bit secure PRF. This result comes from the fact that $2^{n / 2}$ evaluations of the PRF will lead to a collision with significant probability while the collision probability in case of a PRP will be zero. This is also termed the PRP-PRF switching lemma [13, 17, 49, 84]. In light of the recent research in lightweight cryptography, this bound may not be acceptable to designers. The value of $n$ is generally chosen to be small because the state size of the PRF directly depends on $n$ and lightweight designs aim to optimize it. For example, several lightweight block ciphers [8,41, 9, 38, 7] that are proposed with a 64 -bit state (i.e, $n=64$ ) achieve only 32 -bit security and can be broken with practical query complexity. This idea has resulted in several attempts to design a PRF from a PRP with more than $n / 2$-bit security. They are popularly known as Beyond-the-Birthday-bound (BBB)-secure PRFs.

A first attempt to construct such a BBB-secure PRF denoted by $\operatorname{Trunc}_{m}\left(e_{K}(x)\right)$ was proposed by Hall et al. [84], where $m<n$ (note that a block cipher is a popular candidate for a PRP), and its security was bounded by $2^{n-m / 2}$ queries [10, 77]. Later in [14], Bellare et al. proposed $n$ bit security $[10,60,98]$ of $e_{K_{1}}(x) \oplus e_{K_{2}}(x)$ where $K_{1}$ and $K_{2}$ are independently sampled. Seurin et al. proposed a $2^{2 n / 3}$ query-secure PRF, which they called EDM [55],

$$
e_{K_{2}}\left(e_{K_{1}}(x) \oplus x\right) .
$$

The security of this construction has been improved by Mennink [103] using Patarin's mirror theory [113, 122, 120, 121]. Note that all constructions are deterministic (no use of nonce) and are instantiated with block ciphers with inputs considered to be of fixed length. However, there are a number of BBB-secure constructions that deal with arbitrary length inputs.

The usual technique is to incorporate a nonce and a keyed hash. The nonce is processed with a deterministic PRF and the output is properly integrated with the hashed value of the arbitrary length message. Excepting a few, most PRFs do not allow nonce misuse. The WC-MAC [45, 133] (WegmanCarter MAC) is one such construction, where the nonce is processed with
a PRP-based PRF and a universal hash processes the message. Next, both the outputs are added and passed through another instance of a PRP to generate the output. This design is vulnerable to nonce misuse but secure only up to the birthday bound when respecting the nonce. Later, Cogliati and Seurin updated the WC MAC and designed the EWC-MAC [55] (Encrypted Wegman-Carter): $e_{K_{2}}\left(f_{K_{1}}(x) \oplus \mathcal{H}_{K_{h}}(x)\right)$ ( $f$ is a deterministic PRF, $\mathcal{H}$ is a key universal hash and $K_{1}, K_{2}$ and $K_{h}$ are uniform and independent), which is birthday bound secure under both nonce misuse and respect scenario (can be proved using the PRP-PRF switching lemma). The most important question that arises is "How can a BBB secure PRF be designed?" The first prominent design in this area is the EWCDM construction:

$$
e_{K_{2}}\left(\left(e_{K_{1}}(N) \oplus N\right) \oplus \mathcal{H}_{K_{h}}(x)\right)
$$

by Cogliati et al. [55], where the PRF is instantiated by Davis-Meyer and is used in the EWC mode. This design achieves BBB security of $2 n / 3$-bits (though $n$-bit security was conjectured and proved by Mennink et al. [103] using mirror theory) under nonce respect and birthday bound under nonce misuse. However, this construction is not minimal in structure as it uses two independent instances of keys $K_{1}$ and $K_{2}$. Datta et al. in [62] proposed DWCDM, which is a BBB secure construction (under nonce respect), and uses only one instance of the PRP (where $e_{K_{2}}$ is replaced by $e_{K_{1}}^{-1}$ ). In the security proof, the authors extended mirror theory and provided a concrete proof of security up to $2^{2 n / 3}$ queries under nonce respecting conditions and birthday bound complexity under nonce misuse. Nevertheless, the bound is not tight as there does not exist any attack below $2^{n}$ queries. In fact the design is conjectured to have $n$-bit security.

### 1.4.2. Block Ciphers

A block cipher $\mathrm{E}: \mathcal{K} \times\{0,1\}^{n} \rightarrow\{0,1\}^{n}$ is a function that takes a key $k \in \mathcal{K}$ and an $n$-bit input data $x \in\{0,1\}^{n}$ and produces an $n$-bit output $y$ such that for each key $k \in \mathcal{K}, \mathrm{E}(k, \cdot)$ is a permutation over $\{0,1\}^{n} . \mathcal{K}$ is called the key space of the block cipher and $\{0,1\}^{n}$ is its input-output space. In shorthand notation, we write $\mathrm{E}_{k}(x)$ to represent $\mathrm{E}(k, x)$. Let $\mathrm{BC}\left(\mathcal{K},\{0,1\}^{n}\right)$ denotes the set of all $n$-bit block ciphers with key space $\mathcal{K}$. We say that a block cipher E is an $(q, \epsilon, t)$-secure strong pseudorandom permutation, if for all distinguishers $A$ that make a total of $q$ forward and inverse queries with run time at most $t$, the following holds:

$$
\operatorname{Adv}_{\Pi}^{\mathrm{E}}(\mathrm{~A}):=\left|\operatorname{Pr}\left[K \stackrel{\$}{\leftarrow} \mathcal{K}: \mathrm{A}^{\mathrm{E}_{K}} \Rightarrow 1\right]-\operatorname{Pr}\left[\Pi \stackrel{\$}{\leftarrow} \operatorname{Perm}: \mathrm{A}^{\Pi} \Rightarrow 1\right]\right| \leq \epsilon
$$

### 1.4.3. Block cipher-based PRFs

EDM: Encrypted Davis-Meyer. It encrypts the output of Davis-Meyer:

$$
\operatorname{EDM}_{K_{1}, K_{2}}[e]:=e_{K_{2}}\left(\operatorname{DM}_{K_{1}}[e](x)\right)
$$

EDM is a $2 n / 3$-bit $\operatorname{BBB}$ secure PRF. The query complexity of the attack against EDM is $\mathcal{O}\left(2^{n}\right)$ query complexity. Hence, the security bound is not tight. Later, Mennink proposed the dual of EDM defined as $\mathrm{DM}_{K_{2}}[e]\left(e_{K_{1}}(x)\right)$. This design achieves the same security bound as EDM but the bound is not tight. It has even been proven to be $n$-bit secure using mirror theory. The proof is not verified and the attack complexity is again up to $\mathcal{O}\left(2^{n}\right)$ queries. DDM: Decrypted Davis Meyer. DDM optimizes EDM in the number of block cipher instances. In other words DDM replaces the outer $e_{K_{2}}$ by $e_{K_{1}}^{-1}$. Formally,

$$
\operatorname{DDM}_{K}[e]:=e_{K}^{-1}\left(\operatorname{DM}_{K}(x)\right) .
$$

The proven security bound of DDM is exactly the same as EDM. However, this bound is not known to be tight and is accompanied by an attack with $\mathcal{O}\left(2^{n}\right)$ queries.
EWCDM: All the constructions above can handle fixed length inputs. EWCDM [56] extends the input domain of EDM to handle multi-block inputs. It takes a nonce $N \in \mathcal{N}$ and an input $x \in \mathcal{M}$ (where $\mathcal{M}$ is the set of all multi-block inputs) to generate a tag $T \in \mathcal{T}$. $\operatorname{EWCDM}_{K_{1}, K_{2}, K_{h}}[e, \mathcal{H}]$ with $N$ and $x$ as the inputs is defined as

$$
T=e_{K_{2}}\left(e_{K_{1}}(N) \oplus N \oplus \mathcal{H}_{K_{h}}(x)\right) .
$$

Here, $\mathcal{H}$ is $\epsilon_{1}$-regular hash, $\epsilon_{2}$ - AXU hash and $\epsilon_{3}$-3-way regular hash. For Poly hash, we have $\epsilon_{1}=\epsilon_{2}=\epsilon_{3}=\frac{\ell}{2^{n}}$.
DWCDM: In CRYPTO 2018 [62], Datta et al. proposed DWCDM which optimizes EWCDM the number of block cipher instances to one without any compromise in the security level.

It takes a nonce $N \in \mathcal{N}$ and an input $x \in \mathcal{M}(\mathcal{M}$ is the set of all multiblock inputs) to generate a tag $T \in \mathcal{T}$. $\operatorname{DWCDM}_{K, K_{h}}\left[e, e^{-1}, \mathcal{H}\right]$ with $N$ and $x$ is defined as

$$
T=e_{K}^{-1}\left(e_{K}(N) \oplus N \oplus \mathcal{H}_{K_{h}}(x)\right)
$$

Here, the last $n / 3$-bits of $N$ are 0 and $\mathcal{H}$ is $\epsilon_{1}$-regular hash, $\epsilon_{2}$-AXU hash and $\epsilon_{3}$-3-way regular hash. For Poly hash, we have $\epsilon_{1}=\epsilon_{2}=\epsilon_{3}=\frac{\ell}{2^{n}}$.

### 1.4.4. Permutation-Based Cryptography

All the PRFs discussed so far are built using block ciphers as their underlying primitive. As block ciphers are designed to be efficient in the forward as
well as the inverse direction, they are over-engineered as primitives for such purposes [53]. At the other extreme, cryptographic public permutations are particularly designed to be fast in the forward direction, but not necessarily in the inverse. Examples of such permutations include Keccak [23], Gimli [20], SPONGENT [40], etc. In most cases, evaluating an unkeyed public permutation is faster than evaluating a keyed block cipher, as the latter involves evaluating the underlying key scheduling algorithm each time the block cipher is invoked in the design. ${ }^{4}$ Moreover, we do not need to store the round keys in permutation-based designs, and designing a permutation is usually simpler than designing a block cipher. In this regard, we quote Bertoni et al. [22]:
" ... the inverse mapping of block ciphers imposes a separation of the processing of the $n+k$ bits of the input. The key is processed in a key schedule and the data in the data path, and there can be no diffusion from the data path to the key schedule, which strongly limits the potential diffusion ...Such a restriction is not present in the design of cryptographic permutations as they do not make a distinction between the processing of key and data input as there is no specific key input."

Numerous public permutation-based inverse-free hash and authenticated encryption designs were proposed [ $127,46,115,64,20,65,48,59$ ] with the advent of public permutation-based designs and the advantage of their efficient evaluation in the forward direction. The use of cryptographic permutations gained momentum during the SHA-3 competition [127]. The selection of the permutation-based Keccak sponge function as the SHA-3 standard further gave the community a high level of confidence in this primitive. Permutation-based sponge constructions have presently become a successful and full-fledged alternative to the block cipher-based modes. In fact, in the first round of the ongoing NIST lightweight competition [119], 24 out of 57 submissions are based on cryptographic permutations. Of these 24, 16 permutation-based proposals have qualified for the second round. These statistics depict the wide adoption of permutation-based designs [46, 20, 26, $48,59,64$ ] in the community.

The necessity of designing PRFs using PRPs as primitives of cryptographic designs [14] was therefore realized because we usually seek PRF security from a mode of operation and it is generally easier to design PRPs than PRFs. Designing a secure non-invertible round function that can be iterated multiple times to produce a secure PRF is also a big challenge. As collision probabilities are amplified with each iteration [30, 105], it is hard to correctly iterate a non-invertible round function multiple times. Although Mennink and Neves [105] designed a dedicated PRF called FastPRF from scratch, their

[^3]design is based on grouping the round functions of a PRP. Moreover, there are plenty of cryptographic modes that do not require the invertibility of its underlying primitives $[101,35,88,133,46,26,64,61,62,56,100]$. As PRFs are designed to be efficient in both forward and inverse directions, the choice to use them over PRPs as the underlying primitive for realizing the PRF security of a mode of operation is a more economical one in such cases. The fact that the counter mode of encryption generally offers a better security guarantee when instantiated with a PRF over a PRP (one can distinguish the PRP-based counter mode from the random encryption with $2^{n / 2}$ queries, where $n$ is the block size of the PRP, while the PRF-based the counter mode behaves identically with the random encryption scheme modulo the PRF advantage of the keyed function) is substantial evidence of our argument.

Due to the classical PRF-PRP switching lemma [49, 12, 17], a PRP $E_{k}$ can be replaced with a PRF $F_{k}$ until the number of invocations to the primitive exceeds $2^{n / 2}$, where $n$ is the block size of the permutation. Such a solution is adequate when the block size of the permutation is large (e.g. AES 128). This may however, not be a good solution when the block size is small (e.g. 64 bits). This is particularly relevant when instantiating cryptographic schemes using lightweight block ciphers like PRESENT [38], GIFT [7], etc., whose block size is typically 64 bits. Consequently, using them as PRFs in cryptographic designs can ensure only 32 bits of security, which is not practical in terms of the present computational power. As a remedy, exploration of cryptographic designs that retain security even after invoking the primitive more than $2^{n / 2}$ times ensued. Such designs are popularly known as beyond the birthday bound (BBB) secure designs. Wherefore, Hall et al. [84] proposed a BBB secure PRF called Truncation that takes an $n$-bit block cipher $\mathrm{E}_{k}$ and truncates the result to $a$ bits. This construction was later proven secure up to $2^{n-a / 2}$ queries [10, 77]. Bellare et al. [14] proposed the Sum of Permutations (SoP) construction that returns the XOR of the outputs of two $n$-bit independent permutations:

$$
\text { So } \mathrm{P}^{\pi_{1}, \pi_{2}}(x):=\pi_{1}(x) \oplus \pi_{2}(x) .
$$

This construction was proven secure up to $2^{2 n / 3}$ queries [98], and was recently shown as secure up to $2^{n}$ queries [6o]. Cogliati and Seurin [56] proposed another candidate for a beyond the birthday bound secure PRF, which they call Encrypted Davis Meyer (EDM) and have shown to achieve 2n/3-bit security:

$$
\mathrm{EDM}^{\pi_{1}, \pi_{2}}(x):=\pi_{2}\left(\pi_{1}(x) \oplus x\right)
$$

Later in [103], Mennink and Neves showed an optimal security of the construction. In the same paper, they also proposed a dual variant of EDM, which they called EDMD:

$$
\operatorname{EDMD}^{\pi_{1}, \pi_{2}}(x):=\pi_{2}\left(\pi_{1}(x)\right) \oplus \pi_{1}(x)
$$

and proved its optimal PRF security. However, both proofs of security are inherently based on a debated result of Mirror theory for a general $\xi_{\max }[71]$. Guo et al. [79] proposed SUMPIP, a contender of SoP:

$$
\operatorname{SUMPIP}^{\pi}(x):=\pi(x) \oplus \pi^{-1}(x)
$$

Unlike the single permutation variant of SoP that takes an $n$-1-bit input, SUMPIP is the first single permutation-based PRF that takes an $n$-bit input and returns an $n$-bit output. Authors also show in this paper that the single permutation variants of EDM and EDMD achieve $2 n / 3$-bit security. Concurrently, Cogliati and Seurin [55] too showed 2n/3-bit security for the single-keyed EDM construction. Very recently, Gunsing and Mennink [78] proposed a new approach to designing a block cipher-based PRF, called the Summation-Truncation Hybrid (STH) technique. STH takes an ( $n-1$ )bit input $x$, truncates the leftmost $a$ bits of $\mathrm{E}(x \| 0), \mathrm{E}(x \| 1)$, and sums the discarded $n-a$ bits of $\mathrm{E}(x \| 0)$ and $\mathrm{E}(x \| 1)$ to produce an $(n+a)$-bit output. They showed $2^{n-a / 2}$ bits of security for the construction, where $n-a$ is the number of discarded bits.

### 1.4.5. Public Permutation-Based Pseudorandom Functions

Let $\mathrm{F}: \mathcal{K} \times \mathcal{X} \rightarrow \mathcal{Y}$ be a keyed function with $\mathcal{K}, \mathcal{X}$ and $\mathcal{Y}$ respectively the key space, input space and output space. We assume that F makes internal calls to the public random permutations $\mathbf{P}=\left\{\pi_{1}, \ldots, \pi_{d}\right\}$ for $d \geq 1$, where all of the $d$ permutations are independent and uniformly sampled from $\operatorname{Perm}(n)$ for some $n \in \mathbb{N}$. We write $\mathbf{P}^{-1}=\left\{\pi_{1}^{-1}, \ldots, \pi_{d}^{-1}\right\}$ to denote the $d$-tuple of inverse permutations. For simplicity, $\mathrm{F}_{k}^{\mathbf{P}}$ denotes F with uniform $k$ and uniform $\mathbf{P}$.

A distinguisher $D$ is given access to either the oracle $F_{k}^{\mathbf{P}}$ in the real world or a random function RF that maps elements from $\mathcal{X}$ to $\mathcal{Y}$ in the ideal world. Apart from querying to either of these two oracles, D can also make queries to the permutations $\mathbf{P}$ and $\mathbf{P}^{-1}$ in both of these worlds. Queries of the former type, where the distinguisher is interacting with either $\mathrm{F}_{k}^{\mathbf{P}}$ or RF , are called construction queries, and queries of the latter type are called primitive queries. A primitive query to a permutation is called a forward primitive query and to the inverse of a permutation is called an inverse primitive query. The prf advantage of $D$ against $F$ in the public permutation model is defined as follows:

$$
\operatorname{Adv}_{\mathrm{F}}^{\mathrm{prf}}(\mathrm{D}):=\left|\operatorname{Pr}\left[\mathrm{D}^{\left(\mathrm{F}_{k}^{\mathbf{P}}, \mathbf{P}, \mathbf{P}^{-1}\right)} \Rightarrow 1\right]-\operatorname{Pr}\left[\mathrm{D}^{\left(\mathrm{RF}, \mathbf{P}, \mathbf{P}^{-1}\right)} \Rightarrow 1\right]\right| .
$$

Here, $\mathrm{D}^{\mathbf{O}} \Rightarrow 1$ represents the distinguisher D being given access to the oracle $\mathbf{O}$, with which it interacts and then outputs 1 . This probability is over the
randomness of $k \stackrel{\$}{\leftarrow} \mathcal{K}, \pi_{1}, \ldots, \pi_{d} \stackrel{\$}{\leftarrow} \operatorname{Perm}(n)$ and that of the distinguisher (if any). We say that D is a $(q, p, t)$-distinguisher if D makes a total of $q$ construction queries and $p$ primitive queries, and runs in at most $t$ steps.

$$
\mathbf{A d v}_{\mathrm{F}}^{\mathrm{prf}}(q, p, \mathrm{t}):=\max _{\mathrm{D}} \mathbf{A} \mathbf{d} \mathbf{v}_{\mathrm{F}}^{\mathrm{prf}}(\mathrm{D}),
$$

where the maximum is taken over all ( $q, p, \mathrm{t}$ )-distinguishers D. This text skips the time parameter of the distinguisher as the assumption throughout shall be that the distinguisher is computationally unbounded, and hence deterministic.

### 1.4.6. Some More Examples of Permutation-based PRFs

SoEM: Sum of Even-Mansour. It is a permutation based PRF that uses two instances of EM to simply add them up to output the sum. Precisely,

$$
\operatorname{SoEM}_{K_{1}, K_{2}}\left[\pi_{1}, \pi_{2}\right](x):=\mathrm{EM}_{K_{1}}\left[\pi_{1}\right](x) \oplus \mathrm{EM}_{K_{2}}\left[\pi_{2}\right](x)
$$

SOEM has three instances denoted by

- SoEM1 with $\pi_{1}=\pi_{2}$ and $K_{1}, K_{2}$ are independent,
- SoEM21 with $\pi_{1}, \pi_{2}$ are independent with $K_{1}=K_{2}$ and
- SoEM22 with $\pi_{1}, \pi_{2}$ are independent and $K_{1}, K_{2}$ are independent.

Security of SoEM: Both SoEM1 and SoEM21 achieves the birthday bound security and associated with matching birthday attacks in query complexity. SoEM22 achieves BBB security of $2 n / 3$-bits with a matching attack in query complexity. Below, we will briefly discuss about the birthday bound attack on SoEM with a single random permutation (i.e, SoEM1). Note that, we use $\mathcal{O}(f(n))$ to denote $c \cdot f(n)$ computations, where $c$ is a small constant. From now on, we use this notation throughout the chapter when needed.
Attack Idea: The attack exploits the parallel structure of SoEM as well the usage of the same permutation in both the branches. In other words, if the inputs to the two branches swap then the final outputs will collide. Such a structure of inputs ( $M, M^{\prime}$ ) can be obtained using $\mathcal{O}\left(2^{n / 2}\right)$ queries by adjusting the left and the right half of the inputs. The condition on the choice of $\left(M, M^{\prime}\right)$ is $M \oplus M^{\prime}=K_{1} \oplus K_{2}$. This condition can be easily detected as the output of the messages $M$ and $M^{\prime}$ would be same (see Fig.1.1).
SoKAC: These are mainly Even-Mansour followed by Davis-Meyer type of constructions. More precisely,

$$
\begin{aligned}
\operatorname{SoKAC1}_{K_{1}, K_{2}}\left[\pi_{1}\right](x) & :=\operatorname{DM}_{K_{1}}[e]\left(\operatorname{EM}_{K_{1}, K_{2}}\left[\pi_{1}\right](x)\right) \\
\operatorname{SoKAC} 21(x) & :=\operatorname{DM}_{K}\left[e^{\prime}\right]\left(\operatorname{EM}_{K}\left[\pi_{1}\right](x)\right)
\end{aligned}
$$



Figure 1.1.: SoEMI - Swapping $x$ and $x^{\prime}$.
where $e_{K}(x)=\pi_{1}(x) \oplus K$ and $e_{K}^{\prime}(x)=\pi_{2}(x) \oplus K$.
Proposition 5 in [53] claims that the same birthday bound attack as on SoEM1 can be applied to SoKAC1. Also, Proposition 6 of the same paper claims that the same beyond birthday bound attack as on SoEM21 can be applied to SoKAC21. We observe that the attacks possibly do not work with the claimed complexities. The main reason is the serial structure of SoKAC, wherein a fresh input to the first permutation $\pi_{1}$ makes the internal state random. Hence, an extended attack on SoKAC is unknown to us. Recently, Nandi proposed a birthday bound attack on SoKAC21 in [118], giving SoKAC21 a birthday bound security; a $2 n / 3$-bit security was claimed in Theorem 2 of [53]. Additionally, Fig. 1.3 presents an independent attack against SoKAC1 with $\mathcal{O}\left(2^{2 n / 3}\right)$ query complexity.


Figure 1.2.: SoKAC1 - One permutation instance $\pi\left(=\pi_{1}=\pi_{2}\right)$, two key instances $K_{1}$ and $K_{2}$.

Analysis of the attack: Observe that for the values $q=p_{1}=p_{2}=2 \cdot 2^{2 n / 3}$, the set $\operatorname{Ext}_{K}$ has size $\mathcal{O}(1)$ with high probability, for each value $K \in \mathcal{K}$. Furthermore, if $K^{\star}$ denotes the true key of the construction, then $\operatorname{Pr}\left[K^{\star} \in\right.$ $\hat{\mathcal{K}}]=\operatorname{Pr}\left[\left|\operatorname{Ext}_{K^{\star}}\right| \geq 2\right] \geq \frac{1}{4}$, and thus, the expected size, $\mathrm{E}[|\hat{\mathcal{K}}|]$, of the guesskey set $\hat{\mathcal{K}}$ is $\mathcal{O}(1)$.

## $5 \cdot 2^{2 n / 3}$-Query Attack on SoKACi

1: Make queries $M_{1}, \ldots, M_{q} \leftarrow\{0,1\}^{n}$ to the authentication oracle $\mathbf{O}$
with $q=2 \cdot 2^{2 n / 3}\left(\right.$ say $M_{i}=\langle i\rangle_{2 n / 3} \| 0^{n / 3}$ for $i<2^{2 n / 3}$,
$M_{i}=\left\langle i-2^{2 n / 3}+1\right\rangle_{2 n / 3}\|1\| 0^{n / 3-1}$ for $\left.2^{2 n / 3} \leq i<2 \cdot 2^{2 n / 3}\right)$.
2: Make $\tilde{u}_{1}, \ldots, \tilde{u}_{p_{1}}$ with $p_{1}=2 \cdot 2^{2 n / 3}$ forward queries to the primitive $\pi$ (say $\tilde{u}_{a}=0^{n / 3} \|\langle a\rangle_{2 n / 3}$ for $a<2^{2 n / 3}$,
$\tilde{u}_{a}=0^{n / 3-1}\|1\|\left\langle a-2^{2 n / 3}+1\right\rangle_{2 n / 3}$ for $\left.2^{2 n / 3} \leq a<2 \cdot 2^{2 n / 3}\right) ;$
receive responses $\tilde{v}_{a}=\pi\left(\tilde{u}_{a}\right), a \in\left[p_{1}\right]$.
3: Make $\tilde{y}_{1}, \ldots, \tilde{y}_{p_{2}} \underset{\text { wor }}{\stackrel{\$}{4}}\{0,1\}^{n}$ with $p_{2}=2 \cdot 2^{2 n / 3}$ backward primitive queries to the primitive $\pi$; receive responses $\tilde{x}_{b}, b \in\left[p_{2}\right]$.
4: Set $\operatorname{Ext}_{K}:=\left\{(i, a, b) \in[q] \times\left[p_{1}\right] \times\left[p_{2}\right]:\right.$
$\left.\left(M_{i} \oplus \tilde{u}_{a}=K_{1}\right) \wedge\left(C_{i} \oplus \tilde{x}_{b} \oplus \tilde{y}_{b}=K_{1}\right)\right\}$ and set $\hat{\mathcal{K}}=\phi$.
5: For all $K \in \mathcal{K}$ with $\left|\operatorname{Ext}_{K}\right| \geq 2$, check whether :
For all pairs of tuples $(i, a, b) \neq\left(i^{\prime}, a^{\prime}, b^{\prime}\right)$ in $\operatorname{Ext}_{K}$,
if ( $\tilde{v}_{a} \oplus \tilde{x}_{b} \oplus \tilde{v}_{a^{\prime}} \oplus \tilde{x}_{b^{\prime}}=0$ ), then add $K$ to $\hat{\mathcal{K}}$.
Figure 1.3.: Interaction of the adversary with $(\mathbf{O}, \pi)$, where $\mathbf{O}$ is either the random oracle or the real construction oracle SoKAC1 $1_{K}^{\pi}$ and the primitive $\pi$.

### 1.5. The Coeffients-H Technique

System and Distinguisher. Consider a computationally unbounded distinguisher A (hence assumed deterministic) that interacts with either of the possibly randomized stateful systems $\mathbf{S}_{\mathrm{re}}$ or $\mathbf{S}_{\mathrm{id}}$, after which it returns a single bit 0 or 1 . For any such system $\mathbf{S}_{\mathrm{re}}$ or $\mathbf{S}_{\mathrm{id}}$, the interaction between A and the system defines an ordered sequence of queries and responses, $\tau=\left(\left(X_{1}, Y_{1}\right),\left(X_{2}, Y_{2}\right), \ldots,\left(X_{q}, Y_{q}\right)\right)$ called a transcript, where $X_{i}$ is the $i^{\text {th }}$ query of A and $Y_{i}$ is the corresponding response from the system. Let $X_{\text {re }}$ (resp. $X_{\mathrm{id}}$ ) be the random variable that takes a transcript resulting from the interaction between $A$ and $\mathbf{S}_{\text {re }}$ (resp. A and $\mathbf{S}_{\mathrm{id}}$ ). Then the advantage of A in distinguishing $\mathbf{S}_{\mathrm{re}}$ from $\mathbf{S}_{\mathrm{id}}$ is bounded from above by the statistical distance
between the two random variables $X_{\mathrm{re}}$ and $X_{\mathrm{id}}$, which is

$$
\Delta\left(X_{\mathrm{re}}, X_{\mathrm{id}}\right):=\sum_{\tau} \max \left\{0, \operatorname{Pr}\left[X_{\mathrm{id}}=\tau\right]-\operatorname{Pr}\left[X_{\mathrm{re}}=\tau\right]\right\} .
$$

### 1.5.1. Revisiting the Expectation Method

In the following, we briefly state the main result of the Expectation Method and show that the coefficients-H technique [124] is a special case of the expectation method. Both these techniques are used for bounding the information theoretic distinguishing advantage of two random systems as defined above. expectation method. The expectation method was introduced by Hoang and Tessaro to derive a tight multi-user security bound of the key-alternating cipher [85]. Subsequently, this technique has been used for proving the multiuser security of the double encryption method in [86] and recently by Bose et al. to bound the multi-user security of AES-GCM-SIV [42]. This method is a generalization of coefficients-H technique. Let $\phi: \Theta \rightarrow[0, \infty)$ be a nonnegative function which maps any attainable transcript to a non-negative real value. Suppose there is a set of good transcripts such that for any good transcript $\tau$,

$$
\begin{equation*}
\frac{\operatorname{Pr}\left[X_{\mathrm{re}}=\tau\right]}{\operatorname{Pr}\left[X_{\mathrm{id}}=\tau\right]} \geq 1-\phi(\tau) \tag{1.1}
\end{equation*}
$$

The statistical distance between the two random variables $X_{\mathrm{re}}$ and $X_{\mathrm{id}}$ can then be bounded as

$$
\begin{equation*}
\Delta\left(X_{\mathrm{re}}, X_{\mathrm{id}}\right) \leq \mathbf{E}\left[\phi\left(X_{\mathrm{id}}\right)\right]+\operatorname{Pr}\left[X_{\mathrm{id}} \in \Theta_{\mathrm{bad}}\right], \tag{1.2}
\end{equation*}
$$

where $\Theta_{\text {bad }}$ is the set of all bad transcripts. In other words, the advantage of A in distinguishing $\mathbf{S}_{\mathrm{re}}$ from $\mathbf{S}_{\mathrm{id}}$ is bounded by $\mathbf{E}\left[\phi\left(X_{\mathrm{id}}\right)\right]+\operatorname{Pr}\left[X_{\mathrm{id}} \in \Theta_{\mathrm{bad}}\right]$. coefficients-H technique can be seen as a simple corollary of the expectation method when $\phi$ is taken to be a constant function.
Coefficients-H Technique. Consider two oracles $\mathbf{O}_{0}=(\$, \perp)$ (the ideal oracle for the relaxed ${ }^{5}$ game) and $\mathbf{O}_{1}$ (real, i.e. our construction in the same relaxed game). Let $\mathcal{T}$ denote the set of all possible transcripts an adversary can obtain (i.e. the set of all attainable transcripts in the ideal world). We let $\mathrm{X}_{\mathrm{re}}$ be the random variable that takes values $\tau \in \mathcal{T}$ when the adversary interacts with the real world and $X_{i d}$ to be the random variable that takes values $\tau \in \mathcal{T}$ when it interacts with the ideal world. Without loss of generality, we assume that the adversary is deterministic and fixed. Then the sample space for $X_{\text {re }}$ and $X_{i d}$ is uniquely determined by the underlying oracle. As we deal with stateless oracles, these probabilities are independent

[^4]of the order of query responses in the transcript. Suppose we have a set of transcripts, $\mathcal{T}_{\text {good }} \subseteq \mathcal{T}$, which we call good transcripts, and the following conditions hold:

1. In the game involving the ideal oracle $\mathbf{O}_{0}$ (and the fixed adversary), the probability of getting a transcript in $\mathcal{T}_{\text {good }}$ is at least $1-\epsilon_{1}$.
2. For any transcript $\tau \in \mathcal{T}_{\text {good }}, \operatorname{Pr}\left[\mathrm{X}_{\text {re }}=\tau\right] \geq\left(1-\epsilon_{2}\right) \cdot \operatorname{Pr}\left[\mathrm{X}_{\mathrm{id}}=\tau\right]$.

Then $\left|\operatorname{Pr}\left[\mathcal{D}^{\mathbf{O}_{0}}=1\right]-\operatorname{Pr}\left[\mathcal{D}^{\mathbf{O}_{1}}=1\right]\right| \leq \epsilon_{1}+\epsilon_{2}$. The proof can be found in (say) [132].

### 1.5.2. Coefficients-H Technique in the Multi-user Setting

Even in a multi-user setting in the ideal cipher model (see Chapter 6 for a detailed description), one may consider $X_{\text {re }}$ to denote the random variable that takes a transcript $\tau$ realized in the real world and $X_{i d}$ to denote the random variable that takes a transcript $\tau$ realized in the ideal world. The probability of realizing a transcript $\tau$ in the ideal (resp. real) world is called the ideal (resp. real) interpolation probability. A transcript $\tau$ is said to be attainable with respect to an adversary A if its ideal interpolation probability is non-zero, and $\Theta$ shall denote the set of all such attainable transcripts. Following these notations, we now state the main theorem of the Coefficients-H technique [124] for the multi-user setting:

Theorem 1 (Coefficients-H Technique). Let $\Theta=$ GoodT $\sqcup$ Bad-Tag be a partition of the set of attainable transcripts. Suppose there exists $\epsilon_{\text {ratio }} \geq 0$ such that for any $\tau=\left(\tau_{c}, \tau_{p}\right) \in \operatorname{GoodT}$,

$$
\frac{\operatorname{pre}(\tau)}{\operatorname{pid}_{\mathrm{id}}(\tau)}:=\frac{\operatorname{Pr}\left[\mathrm{X}_{\mathrm{re}}=\tau\right]}{\operatorname{Pr}\left[\mathrm{X}_{\mathrm{id}}=\tau\right]} \geq 1-\epsilon_{\text {ratio }}
$$

and there exists $\epsilon_{\text {bad }} \geq 0$ such that $\operatorname{Pr}\left[\mathrm{X}_{\mathrm{id}} \in \operatorname{Bad}-\mathrm{Tag}\right] \leq \epsilon_{\text {bad }}$. Then

$$
\begin{equation*}
\operatorname{Adv}_{\Pi}^{\mathrm{mPRF}}(\mathrm{~A}) \leq \epsilon_{\text {ratio }}+\epsilon_{\text {bad }} . \tag{1.3}
\end{equation*}
$$

## 2. A Beyond the Birthday Bound Secure MAC in the Faulty Nonce Model


#### Abstract

Although Encrypt-then-MAC (EtM) is a popular mode for authenticated encryption (AE), almost all designs following this paradigm (including the AE suites for TLS) are unfortunately vulnerable against nonce misuse: a single repetition of the nonce value reveals the hash key, leading to a universal forgery attack. There are only two authenticated encryption schemes following the EtM paradigm that can resist nonce misuse attacks - the GCM-RUP (CRYPTO-17) and the GCM/2+ (INSCRYPT-12). However, they are secure only up to the birthday bound in the nonce respecting setting, resulting in a restriction on the data limit for a single key. This chapter introduces $n E H t M$, which is a nonce-based variant of EHtM (FSE-10) constructed using a block cipher, and which has a beyond the birthday bound (BBB) unforgeable security that gracefully degrades under nonce misuse. It also combines $n E H t M$ with the CENC (FSE-06) mode of encryption using the EtM paradigm to realize a nonce-based AE, CWC+. CWC+ is very close to the CWC AE scheme (FSE-04) (requiring only a few more XOR operations); not only does it provide BBB security, but also gracefully degrading security on nonce misuse.
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### 2.1. Introduction

### 2.1.1. Nonce Misuse Resistance Security

A nonces is a random or pseudorandom string that may be attached to a Cryptographic protocol. The term stands for "number once" and is commonly referred to as a cryptographic nonce. It can be in the form of a timestamp, a visit counter on a webpage or a special marker intended to limit or prevent the unauthorized replay or reproduction of a file. Typically, a nonce is a value that varies with time to verify that specific values are not reused.

Attacks similar to Joux's forbidden attack [1] (which demonstrates how GCM leaks the hash key on execution of an encryption query with a repeated nonce) can be applied against most popular AEs such as ChaCha20+Poly1305, GCM, CWC, CHM, CIP, OGCM1, OGCM2, etc. that follow the EtM paradigm. GCM-RUP and GCM/2+ are two exceptions, as they use variants of the WC MAC:

- GCM-RUP resists this attack as it uses the XEX [126] construction to define the tag, which is computed for a data $D$ as $\mathrm{E}_{\mathbf{k}}\left(\mathrm{H}_{\mathbf{k}_{h}}(D) \oplus N\right) \oplus$ $\mathrm{H}_{\mathbf{k}_{h}}(D)$. However, the following attack ensures only a nonce-respecting birthday bound security for XEX.

1. Make $2^{n / 2}$ nonce-respecting queries $\left(D_{i}, N_{i}\right)$ and receive tags $T_{i}$ for each $i \in\left[2^{n / 2}\right]$, where $n$ is the block size of the underlying block cipher.
2. A collision amongst the values of $\mathrm{H}_{\mathbf{k}_{h}}\left(D_{i}\right) \oplus N_{i}$ is expected and can be detected through a collision amongst the values of $N \oplus T$.
3. Whenever $N_{i} \oplus T_{i}=N_{j} \oplus T_{j}$ for $i \neq j$, the difference between the hash outputs may be computed as $N_{i} \oplus N_{j}$, which eventually leaks the hash key.

Figure 2.1.: Birthday bound attack on XEX

- GCM $/ 2^{+}$resists the attack as it uses the Encrypted Wegman-CarterShoup (EWCS) [130] construction to define the tag. The tag of EWCS for a data $D$ is computed as $\mathrm{E}_{\mathbf{k}_{2}}\left(\mathrm{E}_{\mathbf{k}_{1}}(N) \oplus \mathrm{H}_{\mathbf{k}_{h}}(D)\right)$. However, a noncerespecting adversary can make $2^{n / 2}$ queries with the same message and observe no collision in the tag, thus reducing the PRF security to the birthday bound.

Challenges in maintaining the uniqueness of the nonce may arise on implementations in a stateless device or in cases where the nonce is chosen
randomly from a small set. Faults in implementation of the cipher, accidental nonce-resets, etc. may also cause repetition of the nonce. In fact, the internetwide scan by Böck et al. [36] finding 184 devices that used a duplicate nonce makes a convincing case for security against nonce misuse in MAC and AE constructions.

### 2.1.2. Beyond the Birthday Bound Security with Graceful Degradation on Nonce Misuse

GCM-RUP possesses a forging advantage bounded by $\ell q_{m}^{2} / 2^{n}$ in the noncerespecting model (where a message and its associated data can consist of at most $\ell$ data blocks and an adversary can make at most $q_{m}$ encryption queries). This only allows the AES-based GCM-RUP (say) to process no more than $q_{m} \leq 2^{32}$ queries of size at most $\ell=2^{32}$ blocks with a maximum advantage of $2^{-32}$, a tolerance level much smaller than BBB security.

Achieving BBB security primarily equips a construction with a larger data limit for a single key. Furthermore, the PRF security of a MAC contributes to the privacy of the EtM encryption. Encrypted Wegman-Carter with DaviesMeyer [56] (or EWCDM) and Decrypted Wegman-Carter with Davies-Meyer [62] (or DWCDM) are two constructions that were proposed with an objective of achieving security beyond the birthday bound in a nonce respecting setting. However, these constructions only provided a birthday bound security with even a single misuse of the nonce. There are other known constructions such as Dual Encrypted Wegman-Carter with Davies-Meyer (or EWCDMD) [103, 117], Encrypted Wegman-Carter-Shoup [56] (or EWCS) and single hash-key variants of CLRW2 [94] possessing beyond the birthday bound nonce-respecting security but these too immediately degrade to a birthday bound PRF security whenever the nonce is not respected.

Goal of the chapter. The main goal of this chapter is to find an efficient $M A C$ which is BBB secure both as a PRF and a MAC. It must provide graceful degradation of security in the nonce-misuse setting. Deterministic MACs (not requiring any nonce) that provide BBB security and mainly follow a doubleblock hash-then-sum approach $[61,63$ ] and thus require the computation of two blocks of algebraic hashes (or one pass of block cipher or tweakable block cipher executions) notwithstanding, a single-block hash (which is certainly faster than two blocks of hash and requires a smaller hash key) is undeniably a better option. This motivates the chapter to focus on constructing a singleblock algebraic hash-based design (e.g., a single call of the polynomial hash [108]).

Graceful Degradation of Security on Nonce Misuse. The most popular metric to measure nonce misuse is the maximum number of multicollisions
in nonce values amongst all queries [125]. To the best of our knowledge, none of the existing block cipher-based nonce-based MACs adhere to this notion with BBB security guarantee. We have also explored many other variants of MAC constructions using at most two block cipher calls and a single hash function call. Unfortunately, we found that none of them give beyond the birthday bound security in terms of multicollision nonce misuse, even with multicollisions of size 2.

This chapter instead considers another natural definition of nonce misuse, called the number of faulty nonces. An authentication query is said to be a faulty query if there exists a previous MAC query such that their corresponding nonces match. The nonce in a faulty query is called a faulty nonce. The notion of a faulty nonce is weaker than multicollision. When a counter is implemented in an aperiodic manner (e.g., timely nonce [36] used in TLS 1.2), a simple reset does not give a large number of faulty nonces; there are easy countermeasures to prevent a large number of faulty nonce encryptions.

### 2.1.3. Our Contribution

Our contribution in this chapter is threefold:

1. Multicollision on the Universal Hash. We study the probability of occurrence of multicollisions in a universal hash function. In particular, we show the probability of obtaining a $(\xi+1)$-multicollision tuple amongst $q$ inputs to be at most $q^{2} \epsilon / \xi$ (see Sect. 2.4). This is clearly an improved bound as compared to a straightforward application of the union bound. We believe this problem can generate an independent interest and can also be used to get improved bounds for other constructions.
2. BBB Secure MAC with Graceful Security. [107] analyzes a probabilistic MAC called EHtM and shows a roughly $3 n / 4$-bit tight MAC security (tightness shown in [68]). This chapter analyzes a construction denoted as nEHtM, where
3. the random salt is replaced by the nonce and
4. the two independent pseudorandom functions are replaced by a singlekeyed block cipher.

Given a data $D$ and a nonce $N$, the tag is computed as follows (see Fig. 2.2(b)):

$$
\mathrm{nEHtM} \mathbf{M}_{\mathbf{k}, \mathbf{k}_{h}}(N, D):=\mathrm{E}_{\mathbf{k}}(0 \| N) \oplus \mathrm{E}_{\mathbf{k}}\left(1 \| \mathrm{H}_{\mathbf{k}_{h}}(D) \oplus N\right)
$$

We show that nEHtM is secure roughly up to $2^{2 n / 3}$ authentication queries and $2^{n}$ verification queries in the nonce-respecting setting. Moreover, this security


Figure 2.2.: (a) On the left is the CWC MAC (MAC algorithm used in CWC); (b) on the right is the domain separation variant of nonce-based Enhanced Hash-then-Mask.
degrades gracefully on the introduction of faults in the nonce. An extended distinguishing game shows the unforgeability of this construction. We apply the expectation method (as it shall later be shown to give a better bound than the coefficients-H technique) to bound the distinguishing advantage of two worlds. In the ideal world, once we realize the random tags $T_{i}$, we need to sample the hash key so as to determine all inputs of the underlying block cipher. The equality patterns amongst the nonce values are deterministic and we bound the number of faulty nonces by a parameter $\mu$. However, the equality patterns amongst other inputs of the form $X:=\mathrm{H}_{\mathbf{k}_{h}}(D) \oplus N$ are probabilistic due to the randomness of the hash key. As there may not be sufficient entropy in the hash key (which could be $n$-bit for say, the polynomial hash), the number of multicollisions amongst the values of $X$ may not be easy to compute. We tackle this problem using the multicollision result (as stated in the first contribution) of the underlying hash function.

Limiting multicollisions in the values of both $X$ and $N$ allows us to apply mirror theory to show a beyond the birthday bound security on the distinguishing advantage of nEHtM . Note that mirror theory cannot give a beyond the birthday bound security without restricting the number of multicollisions.

It must be noted here that nEHtM (like all other candidates) is not secure beyond the birthday bound under the notion of multicollision nonce misuse
security and the corresponding attack is discussed in Sect. 2.2.6.
3. Application to a CWC-like AE Construction. We propose CWC+, which is an instance of the EtM composition based on the CENC type encryption with a maximum width parameter and the $n E H t M$ MAC. Moreover, we apply an appropriate domain separation to make it a single-keyed construction (even the hash key is generated from the the block cipher). The construction is a very close variant of CWC as it requires only a few additional XOR computations and no extra calls to the block cipher. Furthermore, CWC+ gives both (1) BBB security and (2) graceful security degradation in the faulty nonce misuse model. In particular, we have the following forging advantage of CWC + :

$$
\operatorname{Adv}_{\mathrm{CWC}+}^{\mathrm{auth}}=\frac{105 \sigma^{3} \ell}{2^{2 n}}+\frac{6 \sigma \ell}{2^{n}}+\frac{2 q_{d}}{2^{\rho}}+\frac{2 q_{d} \ell}{2^{n}}+\frac{\left(2 q_{e}+q_{d}\right) 2 \ell \mu}{2^{n}}+\left(\frac{5 \sigma \ell \mu}{2^{n}}\right)^{2}
$$

where $q_{e}$ and $q_{d}$ is the number of encryption and decryption queries, $\rho$ is the tag size, $\ell$ is the maximum number of message blocks queried including the associated data blocks, $\sigma$ is the total number of message blocks queried and $\mu$ is the total number of faulty queries. Moreover, the security of CWC + gracefully drops to the birthday bound when $\ell \mu$ is about $2^{n / 2}$. However, when $\ell \leq 2^{n / 4}$, then the security bound of CWC + caps at roughly $2^{7 n / 12}$, which is strictly greater than the birthday bound. A better bound can be obtained if we assume some restrictions over all the message lengths.
(3) Another notable feature of CWC+ is that the scheme remains secure even with short tag lengths. In GCM, if the tag length is only 32 bits, then an adversary forges the construction with just 1024 verification attempts by querying with a single message consisting of $2^{22}$ blocks. However, for the same tag size, the authenticity advantage of CWC + is $2^{-21}$ when the adversary forges the construction with 1024 verification attempts.

### 2.2. Design and Security of nEHtM and CWC+

This section discusses the design and security results of our proposed noncebased message authentication code, which we call $n E H t M$, and a nonce-based authenticated encryption scheme called CWC + . We begin our discussion with a result on EtM composition that combines a standard encryption and a MAC scheme to achieve authenticated encryption.

### 2.2.1. Encrypt-then-MAC: Generic Composition Result

Bellare and Namprempre in [15] and Canetti and Krawczyk in [44] explored ways to combine standard encryption schemes with MACs to achieve authenticated encryption schemes. Their results yield three different types of
combinations: (a) Encrypt-and-MAC (E\&M), (b) MAC-then-Encrypt (MtE) and (c) Encrypt-then-MAC (EtM). This chapter focuses only on EtM.

Let $\mathcal{E}=(\mathcal{E} . K G e n, \mathcal{E}$.Enc, $\mathcal{E}$.Dec) be a nonce-based symmetric key encryption scheme and $\mathcal{I}=(\mathcal{I} . K G e n, \mathcal{I} . T a g, \mathcal{I} . V e r)$ be a nonce-based message authentication code. The function $\mathcal{E}$.Enc : $\mathbf{k}_{e} \times \mathcal{N} \times \mathcal{M} \rightarrow \mathcal{C}$ maps a tuple $\left(\mathbf{k}_{e}, N, M\right)$ to a ciphertext $C$ and the decryption function $\mathcal{E}$.Dec : $\mathcal{K}_{e} \times \mathcal{N} \times \mathcal{C} \rightarrow \mathcal{M} \cup\{\perp\}$ either maps a tuple $\left(\mathbf{k}_{e}, N, C\right)$ - if legitimate - to the corresponding message $M$ or otherwise returns the error symbol $\perp$. For the message authentication code $\mathcal{I}$, the function $\mathcal{I}$. Tag : $\mathcal{K}_{m} \times \mathcal{N} \times \mathcal{D} \rightarrow \mathcal{T}$ maps a tuple $\left(\mathbf{k}_{m}, N, D\right)$ to a tag $T$, and the verification function $\mathcal{I}$.Ver : $\mathcal{K}_{m} \times \mathcal{N} \times \mathcal{M} \times \mathcal{T} \rightarrow\{T, \perp\}$ maps a quadruple $\left(\mathbf{k}_{e}, N, D, T\right)$ to one of the two symbols $T$ (i.e. accept), $\perp$ (i.e. reject) according to whether $T$ is a valid tag for the tuple $\left(\mathbf{k}_{n}, N, D\right)$ or not, respectively.

Based on these two schemes, we define the EtM authenticated encryption scheme $A E_{\mathcal{E}, \mathcal{I}}=$ (AE.KGen, $\left.\mathrm{AE} . E n c, A E . D e c\right)$, where the key-generation algorithm AE.KGen generates a random pair of keys $\left(\mathbf{k}_{e}, \mathbf{k}_{m}\right) \in \mathcal{K}_{e} \times \mathcal{K}_{m}$. The encryption and decryption algorithms are defined as follows:

$$
\begin{gathered}
\operatorname{AE} \cdot \operatorname{Enc}\left(\mathbf{k}_{e} \| \mathbf{k}_{m}, N, A, M\right)=\left\{\begin{array}{l}
C \leftarrow \mathcal{E} \cdot \operatorname{Enc}\left(\mathbf{k}_{e}, N, M\right) \\
T \leftarrow \mathcal{I} \cdot \operatorname{Tag}\left(\mathbf{k}_{m}, N, A \| C\right)
\end{array}\right. \\
\mathrm{AE} . \operatorname{Dec}\left(\mathbf{k}_{e} \| \mathbf{k}_{m}, N, A, C, T\right)=\left\{\begin{array}{l}
M \leftarrow \mathcal{E} \cdot \operatorname{Dec}\left(\mathbf{k}_{e}, N, C\right), \text { if } Z=\top \\
\perp, \text { if } Z=\perp,
\end{array}\right.
\end{gathered}
$$

for $Z \leftarrow \mathcal{I}$. $\operatorname{Ver}\left(\mathbf{k}_{m}, N, A \| C, T\right)$. We consider two security notions for the AE scheme: privacy and authenticity. The privacy advantage of the AE is defined as follows:

$$
\operatorname{Adv}_{\mathrm{AE}}^{\text {priv }}(\mathrm{A}):=\operatorname{Pr}\left[\left(\mathbf{k}_{e}, \mathbf{k}_{m}\right) \stackrel{\$}{\leftarrow}\left(\mathcal{K}_{e} \times \mathcal{K}_{m}\right): \mathrm{A}^{\left.\mathrm{AE} \cdot \mathrm{Enc}_{\left(\mathbf{k}_{e}, \mathbf{k}_{m}\right)}=1\right]-\operatorname{Pr}\left[\mathrm{A}^{\$}=1\right], ~}\right.
$$

where the random oracle $\$$ takes $(N, A, M)$ as input and returns $(C, T) \stackrel{\$}{\leftarrow}$ $\{0,1\}^{|M|+\rho}$. We assume that the adversary $A$ is nonce respecting i.e. it does not make two queries with the same nonce.

We say that the adversary A forges if the oracle AE.Dec returns a bit string (which is not $\perp$ ) for a query ( $N, A, C, T$ ) such that for no message $M$ does the encryption query $(N, A, M)$ to the oracle $A E$.Enc return $(C, T)$. If an adversary $A$ interacts with the encryption and decryption oracles of the $A E$, then the authenticity advantage of the AE is defined as follows:

$$
\operatorname{Adv}_{\mathrm{AE}}^{\mathrm{auth}}(\mathrm{~A}):=\operatorname{Pr}\left[\left(\mathbf{k}_{e}, \mathbf{k}_{m}\right) \stackrel{\$}{\leftarrow}\left(\mathcal{K}_{e} \times \mathcal{K}_{m}\right): \mathrm{A}^{\mathrm{AE} \cdot \operatorname{Enc}_{\left(\mathbf{k}_{e}, \mathbf{k}_{m}\right)}, \mathrm{AE}^{2} \cdot \operatorname{Dec}_{\left(\mathbf{k}_{e}, \mathbf{k}_{m}\right)}} \text { forges }\right],
$$

where we assume that $A$ can repeat nonces in decryption queries and can also use the nonces used in encryption queries.

The security of an AE scheme refers to the sum of its privacy and authenticity advantages. The privacy advantage of a nonce-based encryption scheme $\mathcal{E}$ that forms an AE with a MAC $\mathcal{I}$ is bound by the PRF advantages of $\mathcal{E}$ and $\mathcal{I}$, while its authenticity advantage is bound by the forging advantage of $\mathcal{I}$. The achievement of a beyond the birthday bound secure nonce-based AE scheme following the EtM paradigm thus requires a nonce respecting BBB secure nonce-based encryption scheme and a MAC mode that gives beyond the birthday bound security for PRF-distinguishability and unforgeability (possibly in the nonce misuse model).

### 2.2.2. Encryption Modes used in Encrypt-then-MAC-Based AEs

A symmetric encryption scheme is generally defined through a pseudorandom number generator (PRNG) that takes a short master key $\mathbf{k}$ and an initial value or nonce $N$ that generates a keystream $\left(S_{1}, S_{2}, \ldots\right)$. Then the ciphertext is generated from the plaintext and the keystream by applying the one-time padding technique.

The counter mode of encryption (CTR) is a popular symmetric key encryption scheme, which gives birthday bound security in terms of the number of blocks and is used as the underlying encryption scheme in AE constructions such as CWC [93], GCM [101], GCM/2+ [3] and GCM-RUP [4]. On the other hand Multi-EDM [137] and Multi-EDMD [137], which give an almost $n$-bit security, are used as underlying encryption schemes in OGCM1 [137] and OGMC2 [137] respectively.
Cipher-Based Encryption. The cipher-based encryption [88] (CENC) is parametrized by a fixed non-negative integer $w$ and so can be denoted as $\mathrm{CENC}_{w}$. The PRNG of $\mathrm{CENC}_{w}$ takes a key $\mathbf{k}$, a nonce ctr and a length $l$ as its inputs and gives a sequence of fixed length keystream blocks as output, where the $i^{\text {th }}$ keystream block is defined as

$$
S_{i}:=\mathrm{E}_{\mathbf{k}}(\operatorname{ctr}+j(w+1)) \oplus \mathrm{E}_{\mathbf{k}}(\operatorname{ctr}+j(w+1)+i), j \in\left[0, \frac{l}{w}-1\right], i \in[1, w] .
$$

The optimal security of $\mathrm{CENC}_{w}$ is shown in [27]. It is used as the underlying encryption scheme of the CHM and CIP AEs. An optimally secure noncebased encryption mode $\mathrm{CENC}_{\text {max }}$ [27], in which $w$ is set to the maximum number of message blocks, is applied as the underlying encryption scheme of mGCM [27].

### 2.2.3. MACs used in Encrypt-then-MAC-Based AEs

Wegman-Carter MAC. The Wegman-Carter (WC) MAC [133] is an early and popular nonce-based MAC that authenticates a message by masking
its hash value with a random number generated through a pseudorandom function applied on a nonce i.e.

$$
\mathrm{WC}[\mathrm{~F}, \mathrm{H}](N, M):=\mathrm{F}_{\mathbf{k}}(N) \oplus \mathrm{H}_{\mathbf{k}_{h}}(M)
$$

If $\epsilon$ is the hash differential probability and $q_{v}$ is the number of verification attempts, then the WC MAC provides $O\left(\epsilon q_{v}\right)$ security when nonces are never reused. However, the construction has no security when the nonce repeats even once. For some constructions, the hash key is revealed and for others, a simple forgery is possible. Different instantiations of the pseudorandom function and hash function give different instances of the WC MAC. The Wegman-Carter-Shoup (WCS) MAC [130] is a popular instantiation of the WC MAC in which the pseudorandom function is replaced by a block cipher. WCS is used as the underlying MAC in GCM, CHM and CIP. EDM and EDMD are used as instantiations of the PRF in the WC MAC and the resultant MACs are used as underlying MAC algorithms in OGCM1 and OGCM2, respectively. CWC MAC [93] (used as the MAC function in the CWC AE construction) is another variant of the WC MAC, in which the pseudorandom function is replaced by a block cipher and the hash function is defined as $E_{\mathbf{k}_{2}}\left(\mathrm{H}_{\mathbf{k}_{h}}(M)\right)$.

Encrypted Wegman-Carter-Shoup. The Encrypted Wegman-Carter-Shoup (EWCS) MAC [56] was proposed as a remedy to the problem of nonce misuse security over the WC MAC. The EWCS MAC encrypts the output of the WCS MAC to generate the tag. This tag is then used as the underlying MAC of the GCM/2+ construction. EWCS gives a security of around $2^{n / 2}$ when nonces do not repeat. An attacker can make approximately $2^{n / 2}$ queries with distinct nonces but the same message and observe no collisions in the tag.
XOR-Encrypt-XOR. XOR-Encrypt-XOR (XEX) was originally proposed as a mode of designing a tweakable block cipher [126]. Luykx et al. [4] used it as the underlying MAC in GCM-RUP. For a nonce $N$ and a message $M$, XEX works as follows:

$$
\operatorname{XEX}[\mathrm{E}, \mathrm{H}](N, M):=\mathrm{E}_{\mathbf{k}}\left(N \oplus \mathrm{H}_{\mathbf{k}_{h}}(M)\right) \oplus \mathrm{H}_{\mathbf{k}_{h}}(M) .
$$

XEX is secure up to the birthday bound when nonces do not repeat. It is easy to see that a collision amongst the values of $N \oplus \mathrm{H}_{\mathbf{k}_{h}}(M)$ leads to a forgery, which can be readily detected by finding collisions in the values of $N \oplus T$.

EWCDM [56] and a single-keyed hash variant of CLRW2 [94] are some possible alternatives of nonce-based MACs that can be potentially applied as the MAC function of any EtM-based AE mode. EWCDM is proven secure up to approximately $2^{2 n / 3}$ queries when nonces do not repeat [56], and the
single-keyed hash variant of CLRW2 is also birthday bound secure in the nonce respecting setting.

All these constructions have a birthday bound PRF security as an attacker can make $2^{n / 2}$ queries with the same message but distinct nonces and observe no collision in the tag.

### 2.2.4. Security of nEHtM: A Nonce-Based Version of EHtM

The previous section demonstrates how the MACs used in the existing AE modes are not secure beyond the birthday bound when nonces repeat just once, making them unsuitable for use in designing an AE that is resilient in the faulty nonce model. This section introduces the nonce-based Enhanced Hash-then-Mask (nEHtM) and gives upto $2 n / 3$-bit unforgeability in the faulty nonce model. The Enhanced Hash-then-Mask (EHtM) proposed by Minematsu [107] is the first BBB secure PRF-based probabilistic MAC that uses only an $n$-bit random salt and an $n$-bit PRF. nEHtM is structurally similar to EHtM, except that the random salt is replaced by a nonce and the PRF by a block cipher. For the purpose of domain separation, we consider an ( $n-1$ )-bit nonce and an $(n-1)$-bit keyed hash function. For any message $M$ and nonce $N, \mathrm{nEHtM}$ is defined as follows:

$$
\mathrm{nEHtM}\left[\mathrm{E}, \mathrm{H}_{\mathbf{k}_{h}}\right](N, M):=E_{\mathbf{k}}(0 \| N) \oplus \mathrm{E}_{\mathbf{k}}\left(1 \|\left(N \oplus \mathrm{H}_{\mathbf{k}_{h}}(M)\right)\right) .
$$

We now state Theorem 2, which bounds the unforgeability of nEHtM in the faulty nonce model. We also demonstrate a birthday bound forging attack on $n E H t M$ when the number of faulty nonces reaches an order of $2^{n / 2}$. The underlying idea of the attack is to form an alternating cycle of length 4 in the input of the block cipher; details may be found in Sect. 2.2.6.

Theorem 2. Let $\mathcal{M}, \mathbf{k}$ and $\mathbf{k}_{h}$ be finite and non-empty sets. Let $\mathrm{E}: \mathcal{K} \times\{0,1\}^{n} \rightarrow$ $\{0,1\}^{n}$ be a block cipher and $\mathrm{H}: \mathcal{K}_{h} \times \mathcal{M} \rightarrow\{0,1\}^{n-1}$ be an $(n-1)$-bit $\epsilon$-AXU hash function. Let $\mu$ be a fixed parameter. Then the forging advantage for any $\left(\mu, q_{m}, q_{v}, t\right)$-adversary against $\mathrm{nEHtM}[\mathrm{E}, \mathrm{H}]$ that makes $q_{m}$ authentication queries with at most $\mu$ faulty nonces and $q_{v}$ verification queries in time $t$ is given by

$$
\begin{aligned}
& \operatorname{Adv}_{\mathrm{nEHtM}[\mathrm{E}, \mathrm{H}]}^{\mathrm{MAC}}\left(\mu, q_{m}, q_{v}, t\right) \leq \operatorname{Adv}_{\mathrm{E}}^{\operatorname{prp}}\left(\mu, q_{m}+q_{v}, t^{\prime}\right)+\frac{48 q_{m}^{3}}{2^{2 n}}+\frac{12 q_{m}^{4} \epsilon}{2^{2 n}} \\
&+\frac{12 \mu^{2} q_{m}^{2}}{2^{2 n}}+\frac{q_{m}+2 q_{v}}{2^{n}}+\frac{4 q_{m}^{3} \epsilon}{2^{n}}+\left(2 q_{m}+q_{v}\right) \mu \epsilon+q_{v} \epsilon
\end{aligned}
$$

where the time parameter $t^{\prime}$ is of the order of $t+\left(q_{m}+q_{v}\right) t_{\mathrm{H}}$ and $t_{\mathrm{H}}$ is the time required for computing the hash function. Assuming $\epsilon \approx 2^{-(n-1)}$ and $q_{m} \leq \epsilon^{-1}$
simplifies this bound to

$$
\begin{array}{r}
\operatorname{Adv}_{\mathrm{nEHtM}[\operatorname{Perm}, \mathrm{H}]}^{\mathrm{MAC}}\left(\mu, q_{m}, q_{v}, t\right) \leq \frac{72 q_{m}^{3}}{2^{2 n}}+\left(\frac{12 \mu^{2} q_{m}^{2}}{2^{2 n}}+\frac{\left(4 q_{m}+2 q_{v}\right) \mu}{2^{n}}\right) \\
+\left(\frac{q_{m}+4 q_{v}}{2^{n}}\right) .
\end{array}
$$

The proof of this theorem is deferred to Sect. 2.5. The forging advantage of nEHtM for $\mu \leq 2^{n / 3}$ and $q_{m} \leq 2^{2 n / 3}$ is thus

$$
\operatorname{Adv}_{\mathrm{nEHtM}[\operatorname{Perm}, \mathrm{H}]}^{\mathrm{MAC}}\left(q_{m}, q_{v}, t\right) \leq \frac{13 q_{m}}{2^{2 n / 3}}+\frac{4 q_{v}}{2^{2 n / 3}}
$$

Remark 1. EHtM offers 3n/4-bit security [68], whereas its nonce-based variant offers $2 n / 3$-bit security. This is because while EHtM also involves the random salts as an additional source of entropy, the number of multicollisions in the underlying hash function of nEHtM must be bound, for which the only source of randomness is the hash key.

### 2.2.5. Security of CWC+: A Beyond the Birthday Bound Variant of CWC

We have already seen that $\mathrm{CENC}_{\text {max }}$ is a highly efficient optimally secure nonce respecting encryption scheme and that $n E H t M$ is a nonce-based MAC that is secure beyond the birthday bound in the faulty nonce model. Gluing them together using the EtM paradigm, we realize CWC+, a beyond the birthday bound secure AE in the faulty nonce model. The encryption and decryption functions of CWC + are shown in Fig. 2.3. The privacy and the authenticity advantages of CWC+ are stated in the following theorem, the proof of which is deferred to Sect. 2.6.

Theorem 3. Let $\mathrm{E}: \mathcal{K} \times\{0,1\}^{n} \rightarrow\{0,1\}^{n}$ be a block cipher and Poly : $\{0,1\}^{n} \times\{0,1\}^{*} \rightarrow\{0,1\}^{n-1}$ be the $(n-1)$-bit truncated PolyHash function (which truncates the first bit of the PolyHash output). Let $\rho$ and $\mu$ be two fixed parameters. Then the privacy advantage for any $\left(q_{e}, q_{d}, \ell, \sigma, t\right)$-nonce respecting adversary against $\mathrm{CWC}+[\mathrm{E}, \rho]$ is given by

$$
\begin{aligned}
\operatorname{Adv}_{\mathrm{CWC}+[\mathrm{E}, \rho]}^{\mathrm{priv}}\left(q_{e}, q_{d}, \ell, \sigma, t\right) \leq \operatorname{Adv}_{\mathrm{E}}^{\mathrm{PRP}}(\sigma & \left.+2 q, t^{\prime}\right) \\
& +\frac{105 \sigma^{3} \ell}{2^{2 n}}+\frac{6 \sigma \ell}{2^{n}}+\frac{2 q_{d}}{2^{\rho}}+\frac{2 q_{d} \ell}{2^{n}} .
\end{aligned}
$$

The authenticity advantage for any $\left(\mu, q_{e}, q_{d}, \ell, \sigma, t\right)$-adversary against $\mathrm{CWC}+[\mathrm{E}, \rho]$
is given by

$$
\begin{array}{r}
\mathbf{A d v}_{\mathrm{CWC}+[\mathrm{E}, \rho]}^{\mathrm{auth}}\left(\mu, q_{e}, q_{d}, \ell, \sigma, t\right) \leq \operatorname{Adv}_{\mathrm{E}}^{\mathrm{PRP}}\left(\sigma+2 q, t^{\prime}\right)+\frac{105 \sigma^{3} \ell}{2^{2 n}}+\frac{6 \sigma \ell}{2^{n}}+\frac{2 q_{d}}{2^{\rho}} \\
+\frac{2 q_{d} \ell}{2^{n}}+\frac{\left(2 q_{e}+q_{d}\right) 2 \ell \mu}{2^{n}}+\left(\frac{5 \sigma \ell \mu}{2^{n}}\right)^{2}
\end{array}
$$

We denote $q_{e}+q_{d}$ by $q$ - the total number of encryption and decryption queries, and $O\left(t+q t_{\mathrm{H}}+\sigma+2 q\right)$ by $t^{\prime}$, where $t_{\mathrm{H}}$ denotes the time required for computing the hash function and $\mu$ denotes the total number of encryption queries with faulty nonces.

$$
\left.\begin{array}{ll}
C W C+. \operatorname{Enc}_{\mathbf{k}}(N, A, M) \\
\hline 1: & L \leftarrow \mathrm{E}_{\mathbf{k}}(\mathbf{0}), N^{\prime} \leftarrow N \| 0^{n / 4-1} . \\
2: & l \leftarrow\lceil|M| / n\rceil . \\
3: & S \leftarrow \operatorname{CENC} C_{\max }\left(\mathbf{k}, 0 \| N^{\prime}, l\right) . \\
4: & C \leftarrow M \oplus \operatorname{first}(S,|M|) . \\
5: & \widetilde{T} \leftarrow \mathrm{nEHtM}\left[\mathrm{E}, \operatorname{Poly} \mathrm{E}_{\mathbf{k}}(\mathbf{0})\right]\left(N^{\prime}, C \| A\right) . \\
6: & T \leftarrow \operatorname{chop}_{\rho}(\widetilde{T}) . \\
7: & \text { return }(C, T) . \\
& \\
\mathrm{CWC}^{2}+\operatorname{Dec}_{\mathbf{k}}(N, A, C, T) \\
\hline 1: & L=\mathrm{E}_{\mathbf{k}}(\mathbf{0}), N^{\prime} \leftarrow N \| 0^{n / 4-1} . \\
2: & l \leftarrow\lceil|C| / n\rceil . \\
3: & \widetilde{T^{\prime}} \leftarrow \mathrm{nEHtM}[\mathrm{E}, \operatorname{Poly} \\
\mathrm{E}_{\mathbf{k}}(\mathbf{0})
\end{array}\right]\left(N^{\prime}, C \| A\right) . .
$$

Figure 2.3.: Encryption and Decryption functions of CWC+. Poly $\mathrm{E}_{\mathrm{E}_{\mathrm{k}}(0)}$ denotes the PolyHash function with its $n$-bit hash key set to the encrypted value of 0 . first $(S,|M|)$ denotes the first $|M|$ bits in the sequence $S$. chop ${ }_{\rho}$ is a function that truncates the last $n-\rho$ bits of its input.

### 2.2.6. Nonce Misuse Attack on nEHtM

In the following, we discuss a birthday bound forging attack on nEHtM when the number of faulty queries is roughly $2^{n / 2}$. The underlying idea
of the attack is to form an alternating cycle of length 4 in the input of the block cipher. For this, an adversary A makes two sets of $2^{n / 2}$ MAC queries - one with message $M$ and another with message $M^{\prime}(\neq M)$ - and finds four queries such that the sum of their tag becomes zero. A mounts the attack in two phases: (a) In the first phase, it finds a quadruple that makes the tag-sum zero. (b) In the second phase, it forges the MAC. The attack is described algorithmically in part (b) of Fig. 2.4.

## First Phase of the Аttack.

1. A makes $q^{*}=2^{n / 2}$ MAC queries $\left(N_{i}, M\right), i \in\left[q^{*}\right]$ and receives responses $T_{i} \leftarrow \mathrm{nEHtM}\left(N_{i}, M\right) \forall i \in\left[q^{*}\right]$.
2. A makes $q^{*}=2^{n / 2}$ MAC queries $\left(N_{q^{*}+i}, M^{\prime}\right), i \in\left[q^{*}\right]$ and receives responses $T_{q^{*}+i} \leftarrow \mathrm{nEHtM}\left(N_{q^{*}+i}, M\right) \forall i \in\left[q^{*}\right]$.
3. A finds two distinct query indices $i, j \in\left[q^{*}\right]$ such that $T_{i} \oplus T_{j} \oplus T_{q^{*}+i} \oplus$ $T_{q^{*}+j}=\mathbf{0}$.


Note that the event CollT : $\exists i, j \in\left[q^{*}\right]: T_{i} \oplus T_{j} \oplus T_{q^{*}+i} \oplus T_{q^{*}+j}=\mathbf{0}$ can take place either because of $(i)$ the collision of the hash i.e., $\mathrm{H}_{\mathbf{k}}(M) \oplus$ $\mathrm{H}_{\mathbf{k}}\left(M^{\prime}\right)=N_{i} \oplus N_{j}$ or (ii) the random output of the underlying permutation $\Pi$. The probability of occurrence of the second case is extremely low (we call it a false positive) and therefore, when CollT takes place, we can assume with high probability that the hash value collides. As a result, A obtains the hash difference $N_{i} \oplus N_{j}$.

Second Phase of the Attack. A chooses two distinct nonces $N_{2 q^{*}+1}, N_{2 q^{*}+2} \notin$ $\left\{N_{1}, \ldots, N_{q^{*}}\right\}$ such that $N_{2 q^{*}+1} \oplus N_{2 q^{*}+2}=N_{i} \oplus N_{j}$ and makes queries $T_{2 q^{*}+1} \leftarrow\left(N_{2 q^{*}+1}, M\right), T_{2 q^{*}+2} \leftarrow\left(N_{2 q^{*}+1}, M^{\prime}\right), T_{2 q^{*}+3} \leftarrow\left(N_{2 q^{*}+2}, M\right)$. This allows A to forge with $\left(N_{2 q^{*}+2}, M^{\prime}, T_{2 q^{*}+1} \oplus T_{2 q^{*}+2} \oplus T_{2 q^{*}+3}\right)$.

As step 3 of the first phase holds with probability $\left(q^{*}\right)^{2} / 2^{n}$, this attack holds for $q \approx 2^{n / 2+1}$ and $\mu=2^{n / 2}$, when $v=2$.

### 2.3. Mirror Theory

Introduced by Patarin in [120], mirror theory is a technique that provides a lower bound for the number of solutions to a given system of linear (more precisely, affine) bivariate equations and non-equations in a finite field (e.g., $\mathrm{GF}\left(2^{n}\right)$ ). Solving a system of linear or affine equations is a straightforward and common problem in linear algebra. However, complications arise when non-equations are involved. A special form of problems involving nonequations is to find distinct values for all the variables present in the system. If $Y_{1}, \ldots, Y_{s}$ are the variables, the system of non-equations $Y_{i} \oplus Y_{j} \neq \mathbf{0}$ for all $i \neq j$ essentially restricts the solutions to those in which all variables take distinct values. We call such a solution an injective solution. Patarin did not consider any other forms of non-equations [120, 123, 121]. Datta et al. [62] considered other forms and termed the results extended mirror theory - the authors provided a lower bound on the number of injective solutions when the maximum component size $w_{\max }$ (a parameter that shall be defined soon) is three or less. This chapter extends their analysis for an arbitrary $w_{\max }$.
Injective Solution of Equations. Let $G=\left(\mathcal{V}:=\left\{Y_{1}, \ldots, Y_{\alpha}\right\}, \mathcal{S}\right)$ be a simple acyclic graph with an edge-labelling function $\mathcal{L}: \mathcal{S} \rightarrow\{0,1\}^{n}$. For an edge $\left\{Y_{i}, Y_{j}\right\} \in \mathcal{S}$, we write $\mathcal{L}\left(\left\{Y_{i}, Y_{j}\right\}\right)=\lambda_{i j}$ (and so $\lambda_{i j}=\lambda_{j i}$ ). The system of equations induced by $G$, denoted $\mathcal{E}_{G}$, is then defined as:

$$
\begin{equation*}
\mathcal{E}_{G}:=\left\{Y_{i} \oplus Y_{j}=\lambda_{i j} ;\left\{Y_{i}, Y_{j}\right\} \in \mathcal{S}\right\} . \tag{2.1}
\end{equation*}
$$

Thus, each vertex of $G$ denotes a variable in the system of equations and each edge of $G$ denotes an equation in $\mathcal{E}_{G}$. We denote the set of components in $G$ by $\operatorname{comp}(G)=\left\{\mathcal{C}_{1}, \ldots, \mathcal{C}_{k}\right\}, k$ being the total number of components. $w_{i}$ denotes the size of (i.e. the number of vertices in) the component $\mathcal{C}_{i}$, $w_{\text {max }}$ denotes the quantity $\max \left\{w_{1}, \ldots, w_{k}\right\}$ (also commonly denoted as $\xi$ in Patarin's papers) and $\sigma_{i}$ the sum $\left(w_{1}+\cdots+w_{i}\right)$, with the convention $\sigma_{0}=0$.

Definition 1. With respect to the system of equations $\mathcal{E}_{G}$ (as defined above), an injective function $\Phi: \mathcal{V} \rightarrow\{0,1\}^{n}$ is said to be an injective solution if $\Phi\left(Y_{i}\right)+\Phi\left(Y_{j}\right)=\lambda_{i j}$ for all $\left\{Y_{i}, Y_{j}\right\} \in \mathcal{S}$.

As the graph $G$ is acyclic, there exists a unique path between any two vertices $Y_{s}$ and $Y_{t}$ in the same component, which shall be denoted by $P_{s t}$. Adding all equations induced by the edges of any such path $P_{s t}$ gives

$$
\mathcal{L}\left(P_{s t}\right):=\sum_{e \in P_{s t}} \mathcal{L}(e) .
$$

So, for an injective solution to exist, the graph $G$ (along with the label function $\mathcal{L}$ ) must satisfy the following property:

NPL (non-zero path label): For all paths $P$ in graph $G, \mathcal{L}(P) \neq \mathbf{0}$.
It may be noted here that the NPL condition formalizes the notion of nondegeneracy mentioned in [120, 104]. The restriction on the graph to be acyclic implies that the equations are linearly independent (since otherwise, there is a possibility that the system becomes inconsistent).

Having identified the necessary condition for the existence of an injective solution to $\mathcal{E}_{G}$ corresponding to any simple edge-labeled undirected acyclic graph $G$, we now state the following claim due to Patarin [120], which gives a lower bound on the number of injective solutions to $\mathcal{E}_{G}$ : Suppose $G$ has $\alpha$ vertices and $q$ edges. Then the number of injective solutions to $\mathcal{E}_{G}$ is at least $\frac{\left(2^{n}\right)_{\alpha}}{2^{n k}}$, provided $\sigma_{k}\left(w_{\max }-1\right) \leq 2^{n} / 64$. Unfortunately, the proof of this claim is unverifiable. [62] gives a detailed proof for the following lower bound on the number of injective solutions: $\frac{\left(2^{n}\right)_{\alpha}}{2^{n k}} \cdot(1-\epsilon)$, with $\epsilon \approx 0$ and $\sigma_{k}^{3} w_{\max }^{2} \ll 2^{2 n}$.
Injective Solution to a System of Equations and Non-Equations. We shall now examine an extended system involving a system of non-equations along with a system of equations. Let $G=\left(\mathcal{V}:=\left\{Y_{1}, \ldots, Y_{\alpha}\right\}, \mathcal{S} \sqcup \mathcal{S}^{\prime}, \mathcal{L}\right)$ be a simple undirected edge-labelled graph ( $\mathcal{L}$ is a label function), whose edge set is partitioned into two disjoint sets $\mathcal{S}$ and $\mathcal{S}^{\prime}$. As before, we simply write $\mathcal{L}\left(\left\{Y_{i}, Y_{j}\right\}\right)=\lambda_{i j}$ for all $\left\{Y_{i}, Y_{j}\right\} \in \mathcal{S}$ and $\mathcal{L}\left(\left\{Y_{i}, Y_{j}\right\}\right)=\lambda_{i j}^{\prime}$ for all $\left\{Y_{i}, Y_{j}\right\} \in \mathcal{S}^{\prime}$. Let such a graph $G$ induce a system of equations and nonequations $\mathcal{E}_{G}$ as follows:

$$
\begin{align*}
& Y_{i} \oplus Y_{j}=\lambda_{i j} \forall\left\{Y_{i}, Y_{j}\right\} \in \mathcal{S}  \tag{2.2}\\
& Y_{i} \oplus Y_{j} \neq \lambda_{i j}^{\prime} \forall\left\{Y_{i}, Y_{j}\right\} \in \mathcal{S}^{\prime} \tag{2.3}
\end{align*}
$$

For a system of equations and non-equations $\mathcal{E}_{G}$, an injective function $\Phi$ : $\mathcal{V} \rightarrow\{0,1\}^{n}$ is said to be an injective solution function if $\Phi\left(Y_{i}\right) \oplus \Phi\left(Y_{j}\right)=\lambda_{i j}$ for all $\left\{Y_{i}, Y_{j}\right\} \in \mathcal{S}$ and $\Phi\left(Y_{i}\right) \oplus \Phi\left(Y_{j}\right) \neq \lambda_{i j}^{\prime}$ for all $\left\{Y_{i}, Y_{j}\right\} \in \mathcal{S}^{\prime}$.
Good Graphs. We shall first investigate the case when $\mathcal{E}_{G}$ has at least one solution. To ensure this, the subgraph $G^{=}:=\left(\mathcal{V}, \mathcal{S}, \mathcal{L}_{\mid \mathcal{S}}\right)$, where $\mathcal{L}_{\mid \mathcal{S}}$ is the function $\mathcal{L}$ restricted over the set $\mathcal{S}$, must


Figure 2.5.: $\mathcal{E}_{G}:=\left\{Y_{1} \oplus Y_{2}=\lambda_{1}, Y_{1} \oplus Y_{3}=\lambda_{2}, Y_{2} \oplus Y_{3} \neq \lambda_{1} \oplus \lambda_{2}\right\}$. The continuous red edges represent equations and the dashed blue edge represents a non-equation. Clearly, the system of equations and non-equations is inconsistent.
(i) be acyclic (i.e. No Cycle or NC)
(ii) satisfy the NPL condition and
(iii) satisfy the NCL (non-zero cycle label) property: For all cycles $C$ in $G$ such that the edge set of $C$ contains exactly one non-equation edge $e^{\prime} \in \mathcal{S}^{\prime}$, $\mathcal{L}(C) \neq \mathbf{0}$ (see Fig.4.1 for an example).

If a graph $G$ satisfies the above three conditions $(i)-(i i i)$, it is said to be a good graph. In [62], authors have proved the following lower bound for $w_{\max }=3$. Let $G=\left(\mathcal{V}, \mathcal{S} \sqcup \mathcal{S}^{\prime}, \mathcal{L}\right)$ be a good graph with $|\mathcal{V}|=\alpha,|\mathcal{S}|=q_{m},\left|\mathcal{S}^{\prime}\right|=q_{v}$. Let $\operatorname{comp}\left(G^{=}\right)=\left\{\mathcal{C}_{1}, \ldots, \mathcal{C}_{k}\right\}$ with $\left|\mathcal{C}_{i}\right|=w_{i}(\leq 3)$ and $\sigma_{i}=\left(w_{1}+\cdots+w_{i}\right)$. Let $\mathcal{Z} \subseteq\{0,1\}^{n}$ such that $\left|\{0,1\}^{n} \backslash \mathcal{Z}\right|=c$. The total number of injective solutions (each solution chosen from the set $\mathcal{Z}$ ) for the induced system of equations and non-equations $\mathcal{E}_{G}$ is at least:

$$
\begin{equation*}
\frac{\left(2^{n}\right)_{\alpha}}{2^{n k}}\left(1-\frac{5 k^{3}}{2^{2 n}}-\frac{q_{v}+c \alpha}{2^{n-1}}\right) . \tag{2.4}
\end{equation*}
$$

Observe that $q_{v}+c \alpha$ is the number of non-equations, considering univariate non-equations arising from the constraint of each solution being from the set of size $2^{n}-c$. Now we state our theorem, which generalizes this result for any $w_{\max }$.

Theorem 4. Let $G=\left(\mathcal{V}, \mathcal{S} \sqcup \mathcal{S}^{\prime}, \mathcal{L}\right)$ be a good graph with $\alpha$ vertices such that $|\mathcal{S}|=q_{m}$ and $\left|\mathcal{S}^{\prime}\right|=q_{v}$. Let $\operatorname{comp}\left(G^{=}\right)=\left\{\mathcal{C}_{1}, \ldots, \mathcal{C}_{k}\right\}$ and $\left|\mathcal{C}_{i}\right|=w_{i}, \sigma_{i}=$ $\left(w_{1}+\cdots+w_{i}\right)$. Then the total number of injective solutions chosen from a set $\mathcal{Z}$ of size $2^{n}-c$, for some $c \geq 0$, for the induced system of equations and non-equations $\mathcal{E}_{G}$ is at least:

$$
\begin{equation*}
\frac{\left(2^{n}\right)_{\alpha}}{2^{n q_{m}}}\left(1-\sum_{i=1}^{k} \frac{6 \sigma_{i-1}^{2}\binom{w_{i}}{2}}{2^{2 n}}-\frac{2\left(q_{v}+c \alpha\right)}{2^{n}}\right), \tag{2.5}
\end{equation*}
$$

provided $\sigma_{k} w_{\max } \leq 2^{n} / 4$.

Idea of the Proof. The proof begins by counting the number of solutions in each of the $k$ components. Let $\tilde{w}_{i j}$ be the number of edges from $\mathcal{S}^{\prime}$ connecting vertices between the $i^{\text {th }}$ and $j^{\text {th }}$ components of $G^{=}$and $w_{i}^{\prime}$ the number of edges in $\mathcal{S}^{\prime}$ incident on $v_{i} \in \mathcal{V} \backslash G^{=}(\mathcal{V})$. It is easy to see that the number of solutions for the first component is exactly $\left(2^{n}-c w_{1}\right)$. We fix a solution and count the number of solutions for the second component, which is $\left(2^{n}-w_{1} w_{2}-\tilde{w}_{1,2}-c w_{2}\right)$ as it must discard (i) $w_{1}$ values $\left(y_{i_{1}}, \ldots, y_{i_{w_{1}}}\right)$ from the first component, (ii) $w_{1}\left(w_{2}-1\right)$ values $\left(y_{i_{1}} \oplus \mathcal{L}\left(P_{j}\right), \ldots, y_{i_{w_{1}}} \oplus \mathcal{L}\left(P_{j}\right)\right)$ for all possible paths $P_{j}$ from a fixed vertex to any other vertex in the second component and (iii) $c w_{2}+\tilde{w}_{12}$ values to compensate for the fact that the set of admissible values $\mathcal{Z}$ is no longer a group. In general, the total number of solutions for the $i^{\text {th }}$ component is at least $\prod_{i=1}^{k}\left(2^{n}-\sigma_{i-1} w_{i}-\sum_{j=1}^{i-1} \tilde{w}_{i j}-c w_{i}\right)$. Suppose there are $k^{\prime}$ vertices that do not belong to the set of vertices of the subgraph $G^{=}$. Fix such a vertex $Y_{\sigma_{k}+i}$ and let us assume that $w_{\sigma_{k}+i}^{\prime}$ blue dashed edges are incident on it. If $y_{\sigma_{k}+i}$ is a valid solution to the variable $Y_{\sigma_{k}+i}$, then (i) $y_{\sigma_{k}+i}$ should be distinct from the previous $\sigma_{k}$ assigned values, (ii) $y_{\sigma_{k}+i}$ should be distinct from the $(i-1)$ values assigned to the variables that do not belong to the set of vertices of the subgraph $G^{=}(\mathcal{V})$ and (iii) $y_{\sigma_{k}+i}$ should not take those $w_{\sigma_{k}+i}^{\prime}$ values.

Therefore, the total number of solutions is at least

$$
\begin{equation*}
\prod_{i=1}^{k}\left(2^{n}-\sigma_{i-1} w_{i}-\sum_{j=1}^{i-1} \tilde{w}_{i j}-c w_{i}\right) \cdot \prod_{i=1}^{k^{\prime}}\left(2^{n}-\sigma_{k}-i+1-w_{\sigma_{k}+i}^{\prime}\right) . \tag{2.6}
\end{equation*}
$$

The result follows after a few simple computations.
Let us first consider the same problem as Thm. 4, but with only a system of affine equations, and on the entire field $\{0,1\}^{n}$ :

Lemma 1. Let $G=(\mathcal{V}, \mathcal{S}, \mathcal{L})$ be a simple edge-labelled undirected acyclic graph that satisfies the NPL condition. Let $\operatorname{comp}(G)=\left\{\mathcal{C}_{1}, \ldots, \mathcal{C}_{k}\right\}$ be the set of components of $G$ such that $\left|\mathcal{C}_{i}\right|=w_{i}$ for each $i=1, \ldots, k$, and let the number of edges in $G$ be $q$. We denote by $\sigma_{i}=\left(w_{1}+\ldots, w_{i}\right)$, the number of vertices in the first $i$ components of $G$ (and $\sigma_{0}=0$ ). Then the total number of injective solutions for the induced system of equations $\mathcal{E}_{G}$, denoted by $h_{\alpha}$, is at least

$$
\frac{\left(2^{n}\right)_{\alpha}}{2^{n q}}\left(1-\sum_{i=1}^{k} \frac{6 \sigma_{i-1}^{2}\binom{w_{i}}{2}}{2^{2 n}}\right)
$$

provided $\sigma_{k} w_{\max } \leq 2^{n} / 4$, where $w_{\max }=\max \left\{w_{1}, \ldots, w_{k}\right\}$.

Proof. Consider the first component $\mathcal{C}_{1}$ of the graph G. Let $Y_{i_{1}} \in \mathcal{V}$ be an arbitrary vertex of $\mathcal{C}_{1}$. There are $2^{n}$ choices for assigning values to the variable $Y_{i_{1}}$. Let the value assigned to $Y_{i_{1}}$ be $y_{i_{1}}$. For any other variable $Y_{i_{2}}$ of $\mathcal{C}_{1}$, consider the path $P$ from $Y_{i_{1}}$ to $Y_{i_{2}}$ and assign the value $y_{i_{1}} \oplus \mathcal{L}(P)$ to the variable $Y_{i_{2}}$. Let this value be $y_{i_{2}}$. Since the acyclic graph ensures that the path $P$ is unique and $\mathcal{L}(P) \neq \mathbf{0}$ due to the NPL property, $y_{i_{1}} \neq y_{i_{2}}$. Therefore, assigned values to all other variables in $\mathcal{C}_{1}$ are different from $y_{i_{1}}$. Furthermore, if $P_{j}$ and $P_{k}$ are the paths from the vertex $Y_{i_{1}}$ to $Y_{j}$ and $Y_{k}$ respectively and $P$ is the (possibly empty) common prefix of $P_{j}$ and $P_{k}$, then we can write $P_{j}=P\left\|P_{j}^{\prime}, P_{k}=P\right\| P_{k}^{\prime}$, so that

$$
y_{j} \oplus y_{k}=\mathcal{L}\left(P_{j}\right) \oplus \mathcal{L}\left(P_{k}\right)=\mathcal{L}\left(P_{j}^{\prime}\right) \oplus \mathcal{L}\left(P_{k}^{\prime}\right)=\mathcal{L}\left(P_{j}^{\prime} \| P_{k}^{\prime}\right) \neq \mathbf{0},
$$

where the last equality holds due to the NPL condition. That for all edges $\{j, k\} \in \mathcal{S}, y_{j} \oplus y_{k}=\lambda_{j k}$ is also a straightforward verification. Therefore, $y_{i_{1}}$ sets the solution uniquely for all the variables in $\mathcal{C}_{1}$. Let $\left(y_{i_{1}}, \ldots, y_{i_{w_{1}}}\right)$ denote one such possible (hence injective) solution for the variables in the first component. Once such a value is fixed for $Y_{i_{1}}$, we consider the second component.

We proceed with a similar computation for the second component $\mathcal{C}_{2}$. Let $Y_{i_{w_{1}+1}} \in \mathcal{V}$ be a variable in $\mathcal{C}_{2}$. For any valid solution $y_{i_{w_{1}+1}}$ for $Y_{i_{w_{1}+1}}$, we set $y_{i_{w_{1}+1}} \oplus \mathcal{L}(P)$ as a solution to the variable $Y_{j} \in \mathcal{V}$, where $Y_{j}$ is an arbitrary vertex in $\mathcal{C}_{2}$ and $P$ is the unique path from $Y_{i_{w_{1}+1}}$ to $Y_{j}$. Therefore, $y_{i_{w_{1}+1}}$ uniquely determines the values of the remaining $w_{2}-1$ variables. If $y_{i_{w_{1}+1}}$ is a valid assignment for $Y_{i_{w_{1}+1}}$, then $y_{i_{w_{1}+1}}$ must be -

- distinct from the values $y_{i_{1}}, \ldots, y_{i_{w_{1}}}$ already assigned to the variables in $\mathcal{C}_{1}$ and
- distinct from any value in $\left\{y_{i_{1}} \oplus \mathcal{L}\left(P_{j}\right), \ldots, y_{i_{w_{1}}} \oplus \mathcal{L}\left(P_{j}\right)\right\}$, for all possible paths $P_{j}$ from the vertex $Y_{i_{w_{1}+1}}$ to any other vertex $Y_{j}$ in $\mathcal{C}_{2}$.

Thus, at most $w_{1} w_{2}$ values get discarded for assignment to the vertex $Y_{i_{w_{1}+1}}$, leaving at least $\left(2^{n}-w_{1} w_{2}\right)$ choices of values for this vertex, hence also for injective solutions to all vertices of the second component.

In general, for the $i^{\text {th }}$ component, once an injective solution is fixed for the previous $i-1$ components, there are at least $\left(2^{n}-w_{1} w_{i}-\cdots-w_{i-1} w_{i}\right)=$ $\left(2^{n}-\sigma_{i-1} w_{i}\right)$ ways for an injective solution to exist for the $i^{\text {th }}$ component (as vertices of the first $i-1$ components are already assigned values). Hence, the total number of possible injective solutions for the induced system of equations is at least

$$
\begin{equation*}
h_{\alpha} \geq \prod_{i=1}^{k}\left(2^{n}-\sigma_{i-1} w_{i}\right) \tag{2.7}
\end{equation*}
$$

Recall that $q$ and $\alpha$ are respectively the number of edges and vertices in $G$. Therefore,

$$
\begin{gather*}
h_{\alpha} \frac{2^{n q}}{\left(2^{n}\right)_{\alpha}} \geq \frac{2^{n q}}{\left(2^{n}\right)_{\alpha}} \prod_{i=1}^{k}\left(2^{n}-\sigma_{i-1} w_{i}\right)=\prod_{i=1}^{k} \frac{\left(2^{n}-\sigma_{i-1} w_{i}\right) 2^{n\left(w_{i}-1\right)}}{\left(2^{n}-\sigma_{i-1}\right)_{w_{i}}}, \text { where }  \tag{2.8}\\
\begin{array}{c}
\left(2^{n}-\sigma_{i-1}\right)_{w_{i}} \leq 2^{n w w_{i}}-2^{n\left(w_{i}-1\right)}\left(\sigma_{i-1} w_{i}+\binom{w_{i}}{2}\right)+2^{n\left(w_{i}-2\right)}\left(\binom{w_{i}}{2} \sigma_{i-1}^{2}\right. \\
\\
\left.+\binom{w_{i}}{2}\left(w_{i}-1\right) \sigma_{i-1}+\binom{w_{i}}{2} \frac{\left(w_{i}-2\right)\left(3 w_{i}-1\right)}{12}\right)
\end{array}
\end{gather*}
$$

Plugging this inequality into Eqn. (2.8) gives

$$
\begin{aligned}
& h_{\alpha} \frac{2^{n q}}{\left(2^{n}\right)_{\alpha}}
\end{aligned}
$$

$$
\begin{aligned}
& \geq \prod_{i=1}^{k}\left(1-\frac{2^{2}\binom{\left.\left.w_{i}\right) \sigma_{i-1}^{2}+\binom{w_{i}}{2}\left(w_{i}-1\right) \sigma_{i-1}+\binom{w_{i}}{2} \frac{\left(w_{i}-2\right)\left(3 w_{i}-1\right)}{12}\right)}{2^{2 n}}, ~}{\text { 2n }}\right. \\
& \text { since } 2^{n}\left(\sigma_{i-1} w_{i}+\binom{w_{i}}{2}\right)-\left(\binom{w_{i}}{2} \sigma_{i-1}^{2}+\binom{w_{i}}{2}\left(w_{i}-1\right) \sigma_{i-1}+\binom{w_{i}}{2} \frac{\left(w_{i}-2\right)\left(3 w_{i}-1\right)}{12}\right) \leq 2^{2 n} / 2 \\
& \text { when } \sigma_{k} w_{\text {max }} \leq 2^{n} / 4 \\
& \geq\left(1-\sum_{i=1}^{k} \frac{6 \sigma_{i-1}^{2}\binom{w_{i}}{2}}{2^{2 n}}\right), \\
& \text { since } \begin{array}{l}
\left.\binom{w_{i}}{2} \sigma_{i-1}^{2}+\binom{w_{i}}{2}\left(w_{i}-1\right) \sigma_{i-1}+\binom{w_{i}}{2} \frac{\left(w_{i}-2\right)\left(3 w_{i}-1\right)}{12}\right) \\
\quad \leq 3 \sigma_{i-1}^{2}\binom{w_{i}}{2}\binom{w_{i}}{2} \sigma_{i-1}^{2}+\binom{w_{i}}{2}\left(w_{i}-1\right) \sigma_{i-1}+\binom{w_{i}}{2} \frac{\binom{\left.w_{i}-2\right)\left(3 w_{i}-1\right)}{12} \leq 3 \sigma_{i-1}^{2}\binom{w_{i}}{2} .}{}
\end{array}
\end{aligned}
$$

Lemma 2 computes a bound on the total number of injective solutions when non-equation edges are incorporated:

Lemma 2. Let $G=\left(\mathcal{V}, \mathcal{S} \sqcup \mathcal{S}^{\prime}, \mathcal{L}\right)$ be a good graph such that $\mathcal{V}=\left\{Y_{1}, \ldots, Y_{\alpha}\right\}$, $|\mathcal{S}|=q_{m}$ and $\left|\mathcal{S}^{\prime}\right|=q_{v}$. Let $\operatorname{comp}\left(G^{=}\right)=\left(\mathcal{C}_{1}, \ldots, \mathcal{C}_{k}\right)$ be the set of components of $G^{=}$such that $\left|\mathcal{C}_{i}\right|=w_{i}$ for each $i=1, \ldots, k$ and $\sigma_{i}=\left(w_{1}+\ldots+w_{i}\right)$ the number of vertices in the first $i$ components of $G^{=}\left(\sigma_{0}:=0\right)$. For every $i \neq j \in[k]$, suppose there are $\tilde{w}_{i j}$ edges from $\mathcal{S}^{\prime}$ connecting vertices of the $i^{\text {th }}$ and $j^{\text {th }}$ components of $G^{=}$. Let $\left|\mathcal{V} \backslash G^{=}(\mathcal{V})\right|=k^{\prime}$ and for any vertex $v_{i} \in \mathcal{V} \backslash G^{=}(\mathcal{V})$, let $w_{i}^{\prime}$ be the
number of blue dashed edges incident on $v_{i}$. Then the total number of injective solutions for the induced system of equations and non-equations $\mathcal{E}_{G}$, chosen from a set $\mathcal{Z}$ of size $2^{n}-c(c \geq 0)$, denoted $h_{\alpha}$, is at least

$$
\begin{equation*}
\prod_{i=1}^{k}\left(2^{n}-\sigma_{i-1} w_{i}-\sum_{j=1}^{i-1} \tilde{w}_{i j}-c w_{i}\right) \cdot \prod_{i \in\left[k^{\prime}\right]}\left(2^{n}-\sigma_{k}-i-w_{i}^{\prime}\right) \tag{2.9}
\end{equation*}
$$

Proof. There are clearly $\left(2^{n}-c w_{1}\right)$ ways to assign values to any one of the vertices of the first component $\mathcal{C}_{1}$ of $G^{=}$, thus uniquely determining the values for the rest of the variables in $\mathcal{C}_{1}$. Thus, there are ( $2^{n}-c w_{1}$ ) ways for an injective solution to exist for the first component. Once such a solution is fixed for the first component, we consider the second component.

For any arbitrary vertex $Y_{i_{w_{1}+1}} \in \mathcal{V}$ in the second component $\mathcal{C}_{2}$ of $G^{=}$ a valid solution $y_{i_{w_{1}+1}}$ should not take the $w_{1} w_{2}$ values constrained by the vertices of the first component. Additionally, as there are $\tilde{w}_{12}$ blue dashed edges connecting the components $\mathcal{C}_{1}$ and $\mathcal{C}_{2}$, there are $\tilde{w}_{12}$ paths from the vertex $Y_{i_{w_{1}+1}}$ to the vertices of the component $\mathcal{C}_{1}$. The size of the domain set $\mathcal{Z}$ restricts another $c w_{2}$ values to the assignment of $y_{i_{w_{1}+1}}$. Thus, at most $w_{1} w_{2}+\tilde{w}_{12}+c w_{2}$ values get discarded for assignment to $Y_{i_{w_{1}+1}}$, and as a result there are at least $\left(2^{n}-w_{1} w_{2}-\tilde{w}_{1,2}-c w_{2}\right)$ valid choices for $Y_{i_{w_{1}+1}}$. Once this value is assigned to $Y_{i_{w_{1}+1}}$, the remaining variables in the second component are assigned uniquely. Thus, there are $\left(2^{n}-w_{1} w_{2}-\tilde{w}_{12}-c w_{2}\right)$ ways for an injective solution to exist for the second component.

In general, once the injective solution is fixed for the previous $i-1$ components, there are at least $\left(2^{n}-\sigma_{i-1} w_{i}-\tilde{w}_{i 1}-\ldots-\tilde{w}_{i, i-1}-c w_{i}\right)$ ways for an injective solution to exist for the $i^{\text {th }}$ component. Hence, the total number of possible injective solutions for the induced system of equations and non-equations is at least

$$
\prod_{i=1}^{k}\left(2^{n}-\sigma_{i-1} w_{i}-\sum_{j=1}^{i-1} \tilde{w}_{i j}-c w_{i}\right) .
$$

There may also exist vertices that do not belong to the set $G^{=}(\mathcal{V})$. Let there be $k^{\prime}$ such vertices. Fix such a vertex $Y_{\sigma_{k}+i}$ and assume that $w_{\sigma_{k}+i}^{\prime}$ blue dashed edges are incident on $Y_{\sigma_{k}+i}$. If $y_{\sigma_{k}+i}$ is a valid solution to the variable $Y_{\sigma_{k}+i}$, then it must -

- be distinct from the previous $\sigma_{k}$ assigned values,
- be distinct from the $(i-1)$ values assigned to variables of the set $\mathcal{V} \backslash G^{=}(\mathcal{V})$, and
- not take the $w_{\sigma_{k}+i}^{\prime}$ values that violates the non-equality conditions of the $w_{\sigma_{k}+i}^{\prime}$ blue dashed edges.

Therefore, the number of valid choices for $y_{\sigma_{k}+i}$ is at least $\left(2^{n}-\sigma_{k}-i+\right.$ $\left.1-w_{\sigma_{k}+i}^{\prime}\right)$. Summarizing the above, the total number of possible injective solutions for the induced system of equations and non-equations is at least

$$
\prod_{i=1}^{k}\left(2^{n}-\sigma_{i-1} w_{i}-\sum_{j=1}^{i-1} \tilde{w}_{i j}-c w_{i}\right) \cdot \prod_{i=1}^{k^{\prime}}\left(2^{n}-\sigma_{k}-i+1-w_{\sigma_{k}+i}^{\prime}\right)
$$

which proves the result.

## Proof of Theorem 4

Lemma 2 bounds the number of injective solutions to $\mathcal{E}_{G}$ to at least $\prod_{i=1}^{k}\left(2^{n}-\sigma_{i-1} w_{i}-\tilde{w}_{i 1}-\ldots-\tilde{w}_{i, i-1}-c w_{i}\right) \cdot \prod_{i \in\left[k^{\prime}\right]}\left(2^{n}-\sigma_{k}-i+1-w_{\sigma_{k}+i}^{\prime}\right)$, where $w_{i}$ is the size of the $i^{\text {th }}$ component $\mathcal{C}_{i}, \sigma_{i-1}=\left(w_{1}+\ldots+w_{i-1}\right), k^{\prime}$ is the number of vertices in $G \backslash G^{=}(\mathcal{V})$ and $w_{\sigma_{k}+i}^{\prime}$ is the number of blue dashed edges incident on the vertex $Y_{\sigma_{k}+i}$. Denoting ( $\tilde{w}_{i 1}+\ldots+\tilde{w}_{i, i-1}$ ) by $p_{i}$ for notational ease, a similar computation as in Lemma 1 gives

$$
\begin{align*}
& h_{\alpha} \frac{2^{n q_{m}}}{\left(2^{n}\right)_{\alpha}} \geq \frac{2^{n q_{m}}}{\left(2^{n}\right)_{\alpha}} \prod_{i=1}^{k}\left(2^{n}-\sigma_{i-1} w_{i}-p_{i}-c w_{i}\right) \prod_{i=1}^{k^{\prime}}\left(2^{n}-\sigma_{k}-i+1-w_{\sigma_{k}+i}^{\prime}\right) \\
& \quad=\prod_{i=1}^{k} \frac{\left(2^{n}-\sigma_{i-1} w_{i}-p_{i}-c w_{i}\right) 2^{n\left(w_{i}-1\right)}}{\left(2^{n}-\sigma_{i-1}\right)_{w_{i}}} \prod_{i=1}^{k^{\prime}} \frac{\left(2^{n}-\sigma_{k}-i+1-w_{\sigma_{k}+i}^{\prime}\right)}{\left(2^{n}-\sigma_{k}-i+1\right)} . \tag{2.10}
\end{align*}
$$

Now observe that

$$
\begin{aligned}
& \prod_{i=1}^{k} \frac{\left(2^{n}-\sigma_{i-1} w_{i}-p_{i}-c w_{i}\right) 2^{n\left(w_{i}-1\right)}}{\left(2^{n}-\sigma_{i-1}\right)_{w_{i}}} \\
& \geq \prod_{i=1}^{k}\left[1-\frac{\binom{\left.w_{i}\right)}{2} \sigma_{i-1}^{2}+\binom{w_{i}}{2}\left(w_{i}-1\right) \sigma_{i-1}+\binom{w_{i}}{2}\left(\begin{array}{c}
\left(w_{i}-2\right)\left(3 w_{i}-1\right) \\
12
\end{array}\right.}{\left.2^{2 n}-2^{n}\left(\sigma_{i-1} w_{i}+\binom{w_{2}}{2}\right)+\left(\begin{array}{c}
w_{2} \\
2 \\
2
\end{array}\right) \sigma_{i-1}^{2}+\binom{w_{i}}{2}\left(w_{i}-1\right) \sigma_{i-1}+\binom{w_{i}}{2} \frac{\left(w_{i}-2\right)\left(3 w_{i}-1\right)}{12}\right)}\right. \\
& -\frac{2^{n}\left(p_{i}+w_{i}\right)}{2^{2 n}-2^{n}\left(\sigma_{i-1} w_{i}+\binom{w_{i}}{2}\right)+\left(\begin{array}{c}
\left.w_{2}^{w}\right) \sigma_{i-1}^{2}+\left(w_{2}^{i}\right)\left(w_{i}-1\right) \sigma_{i-1}+\binom{w_{i}}{2} \\
\left.\frac{\left(w_{i}-2\right)\left(3 w_{i}-1\right)}{12}\right)
\end{array}\right]}
\end{aligned}
$$

$$
\begin{align*}
& \text { since } 2^{n}\left(\sigma_{i-1} w_{i}+\binom{w_{i}}{2}\right)-\left(\binom{w_{i}}{2} \sigma_{i-1}^{2}+\binom{w_{i}}{2}\left(w_{i}-1\right) \sigma_{i-1}\right. \\
& \left.+\binom{w_{i}}{2} \frac{\left(w_{i}-2\right)\left(3 w_{i}-1\right)}{12}\right) \leq 2^{2 n} / 2 \text { when } \sigma_{k} w_{\max } \leq 2^{n} / 4 \\
& \geq\left(1-\sum_{i=1}^{k} \frac{6 \sigma_{i-1}^{2}\binom{w_{i}}{2}}{2^{2 n}}-\sum_{i=1}^{k} \frac{2\left(p_{i}+c w_{i}\right)}{2^{n}}\right) \tag{2.11}
\end{align*}
$$

because $\binom{w_{i}}{2} \sigma_{i-1}^{2}+\binom{w_{i}}{2}\left(w_{i}-1\right) \sigma_{i-1}+\binom{w_{i}}{2} \frac{\left(w_{i}-2\right)\left(3 w_{i}-1\right)}{12} \leq 3 \sigma_{i-1}^{2}\binom{w_{i}}{2}$. Moreover, as the total number of blue dashed edges across the components of $G=$ is denoted by $q_{v}^{\prime}=p_{1}+\cdots+p_{k}$ and $w_{1}+\ldots+w_{k} \leq \alpha\left(p_{1}+\ldots+p_{k}\right)=q_{v}^{\prime}$, the expression 2.11 is

$$
\geq\left(1-\sum_{i=1}^{k} \frac{6 \sigma_{i-1}^{2}\binom{w_{i}}{2}}{2^{2 n}}-\frac{2 q_{v}^{\prime}}{2^{n}}-\frac{2 c \alpha}{2^{n}}\right)
$$

and $\prod_{i=1}^{k^{\prime}} \frac{\left(2^{n}-\sigma_{k}-i+1-w_{\sigma_{k}+i}^{\prime}\right)}{\left(2^{n}-\sigma_{k}-i+1\right)}$
$=\prod_{i=1}^{k^{\prime}} \frac{\left(2^{n}-\sigma_{k}-i+1-w_{\sigma_{k}+i}^{\prime}\right)}{\left(2^{n}-\sigma_{k}-i+1\right)} \geq \prod_{i=1}^{k^{\prime}}\left(1-\frac{w_{\sigma_{k}+i}^{\prime}}{\left(2^{n}-\sigma_{k}-i+1\right)}\right)$
$\geq\left(1-\sum_{i=1}^{k^{\prime}} \frac{2 w_{\sigma_{k}+i}^{\prime}}{2^{n}}\right)$,
which follows from the fact that $\left(\sigma_{k}+i-1\right) \leq 2^{n} / 2$,
$\geq\left(1-\frac{2 q_{v}^{\prime \prime}}{2^{n}}\right)$ since we denote the total number of blue dashed edges incident on the vertices outside of the set $G^{=}(\mathcal{V})$ by $\left(w_{\sigma_{k}+1}^{\prime}+\ldots+w_{\sigma_{k}+k^{\prime}}^{\prime}\right)=q_{v}^{\prime \prime}$.
Thus, $h_{\alpha} \frac{2^{n q_{m}}}{\left(2^{n}\right)_{\alpha}} \geq\left(1-\sum_{i=1}^{k} \frac{6 \sigma_{i-1}^{2}\binom{w_{i}}{2}}{2^{2 n}}-\frac{2\left(q_{v}+c \alpha\right)}{2^{n}}\right)$ from Eqn. 2.10,
where $q_{v}=q_{v}^{\prime}+q_{v}^{\prime \prime}$, the total number of non-equation edges in $G$.

### 2.4. Mutlicollision in a Universal Hash Function

This section explores some results on the number of multicollisions in the outputs of a universal hash function. Suppose $\mathrm{H}_{K_{h}}$ is an $\epsilon$-universal hash function with the hash key $K_{h}$ chosen uniformly at random from the hash key space. For any $q$ distinct messages $M_{1}, \ldots, M_{q}$, the probability that there exists $i \neq j$, such that $M_{i}$ and $M_{j}$ collide under the hash function $\mathrm{H}_{K_{h}}$ is at most $\epsilon\binom{q}{2}$ (by the union bound). We say that $\left(M_{1}, \ldots, M_{\xi}\right)$ is a $\xi$-multicollision tuple for $\mathrm{H}_{K_{h}}$ if $\mathrm{H}_{K_{h}}\left(M_{1}\right)=\mathrm{H}_{K_{h}}\left(M_{2}\right)=\cdots=\mathrm{H}_{K_{h}}\left(M_{\xi}\right)$. Then extending the 2-collision bound for multicollisions, the probability that a $\xi$-tuple $\left(M_{1}, \ldots, M_{\xi}\right)$ is a $\xi$-multicollision tuple for a $\xi$-wise independent hash function [133] $\mathrm{H}_{K_{h}}$ is $1 / 2^{n(\xi-1)}$. Clearly, this cannot be concluded for a universal hash function. In fact, one can easily construct a $\xi$-tuple of messages such that the multicollision probability under the PolyHash function is $\ell / 2^{n}$.

In the following, is a better bound on the existence of a multicollision tuple for any collection of $q$ messages; the proof can be found in 2.4.

Theorem 5 (Multicollision Theorem). Let $X_{1}, \ldots, X_{q}$ be $q$ distinct messages and $\mathrm{H}_{K_{h}}$ an $\epsilon$-universal hash function. Then for $\xi \in \mathbb{N}$, the probability that a $(\xi+1)$-multicollision tuple exists in this set of messages is no more than $q^{2} \epsilon / 2 \xi$.

Proof. Consider the graph $G=(\mathcal{V}, \mathcal{S})$ with vertex set $\mathcal{V}$ containing each of the $q$ messages $Z_{i}:=\mathrm{H}_{K_{h}}\left(X_{i}\right), i \in[q]$. Let $\mathbf{X}$ denote a $(\xi+1)$-tuple $\left(X_{1}, \ldots, X_{\xi+1}\right) \in \mathcal{V}^{\xi+1}$. An edge between two nodes exists in $\mathcal{S}$ if and only if the hash values of the corresponding messages collide. Therefore, the event $\mathrm{H}_{K_{h}}\left(X_{1}\right)=\ldots=\mathrm{H}_{K_{h}}\left(X_{\tilde{\xi}+1}\right)$ boils down to the existence of a clique of size $\xi+1$ in $G$. Due to Lemma 3, if $G$ has $\left\lceil\frac{q^{2}}{2 \xi}\right\rceil$ edges, then any collection of $\xi+1$ (out of the total $q$ ) vertices in $\mathcal{V}$ must contain at least one pair which is in $\mathcal{S}$. Also, for $s=q^{2} / \xi$, there must exist a multiset $\left\{v_{1}, \ldots, v_{s}\right\} \subseteq[q]$ (with $v_{2 i-1} \neq v_{2 i}, v_{2 i-1}=v_{2 j-1} \Longrightarrow v_{2 i} \neq v_{2 j}$ and $v_{2 i}=v_{2 j} \Longrightarrow v_{2 i-1} \neq v_{2 j-1}$ for all $i, j \in[s / 2])$ such that

$$
\begin{aligned}
& Z_{1}=Z_{2}=\ldots=Z_{\tilde{\xi}+1} \Rightarrow \\
& \quad Z_{v_{1}}=Z_{v_{2}} \vee Z_{v_{3}}=Z_{v_{4}} \vee \ldots \vee Z_{v_{s}-1}=Z_{v_{s}} \text { and }\left|\left\{v_{1}, \ldots, v_{s}\right\}\right| \geq \xi
\end{aligned}
$$

hence bounding the required probability as follows:

$$
\begin{aligned}
& \max _{\mathrm{X}} \operatorname{Pr}\left[K_{h} \stackrel{\$}{\leftarrow}_{\leftarrow}\{0,1\}^{n}: \exists i_{1}, \cdots, i_{\xi} \in[q], \mathrm{H}_{K_{h}}\left(X_{i_{1}}\right)=\cdots=\mathrm{H}_{K_{h}}\left(X_{i_{\xi}}\right)\right] \\
\leq & \operatorname{Pr}\left[Z_{v_{1}}=Z_{v_{2}} \vee \ldots \vee Z_{v_{s}-1}=Z_{v_{s}}\right] \leq \sum_{i=1}^{s / 2} \operatorname{Pr}\left[Z_{v_{i}}=Z_{v_{i+1}}\right] \leq \frac{s \epsilon}{2}=\frac{q^{2} \epsilon}{2 \xi} .
\end{aligned}
$$

Lemma 3. Let $q, \xi \in \mathbb{N}$. Then for any set $\mathcal{V}$ with $|\mathcal{V}|=q$, there exists a graph $G=(\mathcal{V}, \mathcal{S})$ with $|\mathcal{S}|=\left\lceil\frac{q^{2}}{2 \xi}\right\rceil$ such that any collection $C$ of $\xi+1$ vertices has at least one edge in $\mathcal{S}$ joining two vertices in $C$.

Proof. Divide the $q$ vertices into $\xi$ subcollections of size $\left\lceil\frac{q}{\xi}\right\rceil$ each, the last subcollection possibly containing a lesser number of vertices. Suppose $\mathcal{S}$ contains all the edges required to form cliques $C_{i}(i \in[\xi])$. As there are at most $\xi \cdot\binom{\frac{q}{\zeta}}{2}$ edges in all the $\xi$ cliques,

$$
\xi \cdot\binom{\frac{q}{\zeta}}{2}<\frac{q^{2}}{2 \xi} \leq\left\lceil\frac{q^{2}}{2 \xi}\right\rceil=|\mathcal{S}| .
$$

Hence, $\mathcal{S}$ must contain more edges, distinct from those involved in the $\xi$ cliques, which must exist between at least one pair of vertices in different cliques $C_{i}$ and $C_{j}(i \neq j)$. Since there are $\xi+1$ vertices in $C$ and a total of $\xi$ cliques $C_{i}$ formed so far, it can thus be inferred from the pigeonhole principle that at least one clique $C_{i}$ contains more than one edge from $\mathcal{S}$, making clear the existence of an edge from $\mathcal{S}$ in $C$.

### 2.5. Proof of Theorem 2

In this section, we prove Theorem 2. We shall also refer to the construction $n E H t M[E, H]$ as simply $n E H t M$ when the underlying primitives are understood.

The first step of the proof is the standard switch from the computational setting to an information theoretic one by replacing the block cipher $E_{k}$ with an $n$-bit uniform random permutation $\Pi$ at a cost of $\boldsymbol{A d v}_{\mathrm{E}}^{\mathrm{prp}}\left(q_{m}+q_{v}, t^{\prime}\right)$, where $t^{\prime}=O\left(t+\left(q_{m}+q_{v}\right) t_{H}\right)$ and $t_{H}$ is the time required for computing the hash function. Let us denote this modified construction as $n E H t M *[\Pi, H]$. Hence,

$$
\begin{equation*}
\boldsymbol{\operatorname { d d v }}_{\mathrm{nEHtM}}^{\mathrm{MAC}}\left(q_{m}, q_{v}, t\right) \leq \boldsymbol{\operatorname { A d v }}_{\mathrm{E}}^{\mathrm{prp}}\left(q_{m}+q_{v}, t^{\prime}\right)+\mathbf{A d v}_{\mathrm{nEHtM}} \mathrm{MAC}^{*}\left(q_{m}, q_{v}, t\right) \tag{2.13}
\end{equation*}
$$

To get an upper bound for $\operatorname{Adv}_{\text {nEHtM }} \mathrm{MAC}^{*}\left(q_{m}, q_{v}, t\right)$, we consider a perfect random oracle Rand, which on input ( $N, M$ ) returns $T$, sampled uniformly at random from $\{0,1\}^{n}$, and an oracle Rej which always returns $\perp$ (i.e., rejects) for all inputs ( $N, M, T$ ). Now, due to [56, 68, 62] we have

$$
\operatorname{Adv}_{\mathrm{nEHtM}} \mathrm{MAC}^{*}\left(q_{m}, q_{v}, t\right) \leq \max _{\mathrm{D}} \operatorname{Pr}\left[\mathrm{D}^{\mathrm{TG}\left[\Pi, \mathrm{H}_{\mathbf{k}_{h}}\right], \mathrm{VF}\left[\Pi, \mathrm{H}_{\mathbf{k}_{h}}\right]}=1\right]-\operatorname{Pr}\left[\mathrm{D}^{\operatorname{Rand}, \operatorname{Rej}}=1\right]
$$

where the maximum is taken over all non-trivial distinguishers $D$. This formulation allows us to apply the expectation method [85, 42] to prove that

$$
\begin{array}{r}
\mathbf{A d v}_{\mathrm{nEHtM}}^{\mathrm{MAC}}\left(q_{m}, q_{v}, t\right) \leq \frac{48 q_{m}^{3}}{2^{2 n}}+\frac{12 q_{m}^{4} \epsilon}{2^{2 n}}+\frac{12 \mu^{2} q_{m}^{2}}{2^{2 n}}+\frac{q_{m}+2 q_{v}}{2^{n}}+\frac{4 q_{m}^{3} \epsilon}{2^{n}} \\
+\left(2 q_{m}+q_{v}\right) \mu \epsilon+q_{v} \epsilon
\end{array}
$$

Аttack Transcript. Henceforth, we fix a deterministic non-trivial (i.e., one that makes no repeated queries) distinguisher $D$ that interacts with

1. either the real oracle ( $\mathrm{TG}\left[\Pi, \mathrm{H}_{\mathbf{k}_{h}}\right], \mathrm{VF}\left[\Pi, \mathrm{H}_{\mathbf{k}_{h}}\right]$ ) for a uniform random permutation $\Pi$ and a random hashing key $\mathbf{k}_{h}$,
2. or the ideal oracle (Rand, Rej),
making at most $q_{m}$ queries to its left (authentication) oracle with at most $\mu$ faulty nonces, and at most $q_{v}$ queries to its right (verification) oracle, and returning a single bit. Then,

$$
\begin{aligned}
\operatorname{Adv}(\mathrm{D}) & =\left|\operatorname{Pr}\left[\mathrm{D}^{\mathrm{TG}\left[\Pi, \mathrm{H}_{\mathbf{k}_{h}}\right], \operatorname{VF}\left[\Pi, H_{\mathbf{k}_{h}}\right]}=1\right]-\operatorname{Pr}\left[\mathrm{D}^{\text {Rand, Rej }}=1\right]\right| . \\
\text { Let } \tau_{m} & :=\left\{\left(N_{1}, M_{1}, T_{1}\right),\left(N_{2}, M_{2}, T_{2}\right), \ldots,\left(N_{q_{m}}, M_{q_{m}}, T_{q_{m}}\right)\right\}
\end{aligned}
$$

be the list of authentication queries made by D and the corresponding responses it receives. Also let

$$
\tau_{v}:=\left\{\left(N_{1}^{\prime}, M_{1}^{\prime}, T_{1}^{\prime}, b_{1}^{\prime}\right),\left(N_{2}^{\prime}, M_{2}^{\prime}, T_{2}^{\prime}, b_{2}^{\prime}\right), \ldots,\left(N_{q_{v}}^{\prime}, M_{q_{v}}^{\prime}, T_{q_{v}}^{\prime}, b_{q_{v}}^{\prime}\right)\right\}
$$

be the list of verification queries made by D and the corresponding responses it receives, where for all $j, b_{j}^{\prime} \in\{T, \perp\}$ denotes the set of accept $\left(b_{j}^{\prime}=\top\right)$ and reject $\left(b_{j}^{\prime}=\perp\right)$ responses. The pair $\tau=\left(\tau_{m}, \tau_{v}\right)$ constitutes the query transcript of the attack. For convenience, we slightly modify the experiment to reveal to the distinguisher (after obtaining all responses corresponding to its queries, but before outputting its decision), the hashing key $\mathbf{k}_{h}$ if D interacts with the real world, or a uniformly random dummy key $\mathbf{k}_{h}$ if D interacts with the ideal world. Hence, the extended transcript of the attack is $\tau^{\prime}=\left(\tau, \mathbf{k}_{h}\right)$. We shall often simply call a tuple $(N, M, T) \in \tau_{m}$ an authentication query, and a tuple $\left(N^{\prime}, M^{\prime}, T^{\prime}, b^{\prime}\right) \in \tau_{v}$ a verification query.

A transcript $\tau^{\prime}$ is said to be an attainable transcript (with respect to $D$ ) if the probability of realizing it in the ideal world is non-zero. It must be noted that since attainability is with respect to the ideal world, any verification query $\left(N_{i}^{\prime}, M_{i}^{\prime}, T_{i}^{\prime}, b_{i}^{\prime}\right)$ even in an attainable transcript $\tau^{\prime}=\left(\tau, \mathbf{k}_{h}\right)$ is such that $b_{i}^{\prime}=\perp$. We denote $\Theta$ to be the set of all attainable transcripts and $X_{\text {re }}$ and $X_{\text {id }}$ to be the random variables that take an extended transcript $\tau^{\prime}$ induced by the real world and the ideal world respectively.

### 2.5.1. Definition and Probability of Bad Transcripts

In this section, we define and bound the probability of bad transcripts in the ideal world. For notational simplicity, we denote $N_{i} \oplus \mathrm{H}_{\mathbf{k}_{h}}\left(M_{i}\right)$ as $X_{i}$. Note that $X_{i}$ is an $(n-1)$-bit string.

Definition 2 (Bad Transcript). Given a parameter $\xi \in \mathbb{N}$, where $\xi \geq \mu$ (optimal value of $\xi$ determined later in the proof), an attainable transcript $\tau^{\prime}=\left(\tau_{m}, \tau_{v}, \mathbf{k}_{h}\right)$ is called a bad transcript if any one of the following holds:

- B1: $\exists i_{1} \in\left[q_{m}\right]$ such that $T_{i_{1}}=\mathbf{0}$.
- B2: $\exists i_{1} \neq i_{2} \neq i_{3}$ such that $N_{i_{1}}=N_{i_{2}}$ and $X_{i_{2}}=X_{i_{3}}$.
- B3: $\left\{i_{1}, \ldots, i_{\xi+1}\right\} \subseteq\left[q_{m}\right]$ such that $X_{i_{1}}=X_{i_{2}}=\ldots=X_{i_{\xi+1}}$.
- B4 $\exists a \in\left[q_{v}\right], \exists i \in\left[q_{m}\right]$ such that $N_{i}=N_{a}^{\prime}, X_{i}=X_{a}^{\prime}$ and $T_{i}=T_{a}^{\prime}$.

We denote by $\Theta_{\text {bad }}$ (resp. $\Theta_{\text {good }}$ ) the set of bad (resp. good) transcripts. We bound the probability of bad transcripts in the ideal world as follows.

Lemma 4. Let $X_{\mathrm{id}}$ and $\Theta_{\mathrm{bad}}$ be defined as above. Then

$$
\operatorname{Pr}\left[X_{\mathrm{id}} \in \Theta_{\mathrm{bad}}\right] \leq \epsilon_{\mathrm{bad}}=\frac{q_{m}}{2^{n}}+\frac{q_{m}^{2} \epsilon}{2 \xi}+\left(2 q_{m}+q_{v}\right) \mu \epsilon+q_{v} \epsilon
$$

Proof. By the union bound,

$$
\begin{equation*}
\operatorname{Pr}\left[X_{\mathrm{id}} \in \Theta_{\mathrm{bad}}\right] \leq \operatorname{Pr}[\mathrm{B} 1]+\operatorname{Pr}[\mathrm{B} 2]+\operatorname{Pr}[\mathrm{B} 3]+\operatorname{Pr}[\mathrm{B} 4] . \tag{2.15}
\end{equation*}
$$

We now bound the probabilities of all bad events individually. The lemma will follow by adding the individual bounds. Clearly,

$$
\begin{equation*}
\operatorname{Pr}[\mathrm{B} 1] \leq \frac{q_{m}}{2^{n}} \tag{2.16}
\end{equation*}
$$

Bounding B2. Let $\mathcal{F}$ be the set of all query indices $i_{1}$ for which there is a $i_{2} \neq i_{1}$ such that $N_{i_{1}}=N_{i_{2}}$. It is easy to see that $|\mathcal{F}| \leq 2 \mu$. Event $B 2$ occurs if for some $i_{2} \in \mathcal{F}, \mathrm{H}_{\mathbf{k}_{h}}\left(M_{i_{2}}\right)=N_{i_{3}} \oplus \mathrm{H}_{\mathbf{k}_{h}}\left(M_{i_{3}}\right)$ for some $i_{3} \neq i_{2}$. For any such fixed $i_{1}, i_{2}, i_{3}$, the probability of the event is at most $\epsilon$. The number of such choices of $\left(i_{2}, i_{3}\right)$ is at most $2 \mu q_{m}$. Hence,

$$
\begin{equation*}
\operatorname{Pr}[\mathrm{B} 2] \leq 2 \mu q_{m} \epsilon \tag{2.17}
\end{equation*}
$$

Bounding B3. Event B3 occurs if there exist $\xi+1$ distinct authentication query indices $\left\{i_{1}, \ldots, i_{\xi+1}\right\} \subseteq\left[q_{m}\right]$ such that $X_{i_{1}}=\ldots=X_{i_{\xi+1}}$. This event is thus a $(\xi+1)$-multicollision on the $\epsilon$-universal hash function mapping $(N, M)$ to $\mathrm{H}_{\mathbf{k}_{h}}(M) \oplus N$ (as $\mathrm{H}_{\mathbf{k}_{h}}$ is an $\epsilon$-almost xor universal). Therefore by Theorem 5 ,

$$
\begin{equation*}
\operatorname{Pr}[\mathrm{B} 3] \leq q_{m}^{2} \epsilon / 2 \xi . \tag{2.18}
\end{equation*}
$$

Bounding B4. For some $a \in\left[q_{v}\right]$ and $i \in\left[q_{m}\right]$, if $N_{i}=N_{a}^{\prime}, X_{i}=X_{a}^{\prime}$ and $T_{i}=T_{a}^{\prime}$, then $M_{i} \neq M_{a}^{\prime}$ (as the adversary does not make any trivial query). Hence the probability that $X_{i}=X_{a}^{\prime}$ holds is at most $\epsilon$. Now, for any $a$, there can be at most $(\mu+1)$ indices $i$ such that $N_{i}=N_{a}^{\prime}$. Hence, the required probability is bounded as

$$
\begin{equation*}
\operatorname{Pr}[\mathrm{B} 4] \leq(\mu+1) q_{v} \epsilon \tag{2.19}
\end{equation*}
$$

The proof follows from Eqn.s (2.15)-(2.19).

### 2.5.2. Analysis of Good Transcripts

In this section, we show that for a good transcript $\tau^{\prime}=\left(\tau, \mathbf{k}_{h}\right)$, realizing $\tau^{\prime}$ is almost as likely in the real world as in the ideal world. Consider a good transcript $\tau^{\prime}=\left(\tau_{m}, \tau_{v}, \mathbf{k}_{h}\right)$. Since the authentication oracle is perfectly random and the verification oracle always rejects in the ideal world,

$$
\begin{equation*}
\operatorname{Pr}\left[X_{\mathrm{id}}=\tau^{\prime}\right]=\frac{1}{\left|\mathcal{K}_{h}\right|} \cdot \frac{1}{2^{n q_{m}}} \tag{2.20}
\end{equation*}
$$

We must now lower bound $\operatorname{Pr}\left[X_{\mathrm{re}}=\tau^{\prime}\right]$, i.e. the probability of getting $\tau^{\prime}$ in the real world. We say that a permutation $\Pi$ is compatible with $\tau_{m}$ (respectively with $\tau_{v}$ ) if (A) (respectively (B)) holds:
(A) $\forall i \in\left[q_{m}\right], \Pi\left(\widehat{N}_{i}\right) \oplus \Pi\left(\widehat{X}_{i}\right)=T_{i}$,
(B) $\forall a \in\left[q_{v}\right], \Pi\left(\widehat{N^{\prime}}{ }_{a}\right) \oplus \Pi\left(\widehat{X^{\prime}}{ }_{a}\right) \neq T_{a}^{\prime}$,
where $\widehat{N}_{i}=0\left\|N_{i}, \widehat{X}_{i}=1\right\| X_{i},{\widehat{N^{\prime}}}_{a}=0 \| N_{a}^{\prime}$ and $\widehat{X}_{a}=1 \| X_{a}^{\prime}$. We simply say that $\Pi$ is compatible with $\tau$ if it is compatible with both $\tau_{m}$ and $\tau_{v}$. We denote by $\operatorname{Comp}(\tau)$ the set of permutations $\Pi$ that are compatible with $\tau$. Therefore,

$$
\begin{align*}
\operatorname{Pr}\left[X_{\mathrm{id}}=\right. & \left.\tau^{\prime}\right]=\frac{1}{\left|\mathcal{K}_{h}\right|} \cdot \operatorname{Pr}[\Pi \stackrel{\$}{\leftarrow} \operatorname{Perm}: \Pi \in \operatorname{Comp}(\tau)] \\
& =\frac{1}{\left|\mathcal{K}_{h}\right|} \cdot \underbrace{\operatorname{Pr}\left[\Pi\left(\widehat{N}_{i}\right) \oplus \Pi\left(\widehat{X}_{i}\right)=T_{i}, \Pi\left(\widehat{N^{\prime}}{ }_{a}\right) \oplus \Pi\left({\widehat{X^{\prime}}}_{a}\right) \neq T_{a}^{\prime}\right]}_{\mathrm{P}_{m v}} \tag{2.21}
\end{align*}
$$

We refer to the system of equations as "authentication equations" as they involve only the authentication queries and to the system of non-equations as "verification non-equations" as they involve only the verification queries. We denote the system of authentication equations by $\mathcal{E}_{m}$ and the system of verification non-equations by $\mathcal{E}_{v}$ :

$$
\mathcal{E}_{m}=\left\{\begin{array}{l}
\Pi\left(\widehat{N}_{1}\right) \oplus \Pi\left(\widehat{X}_{1}\right)=T_{1} \\
\Pi\left(\widehat{N}_{2}\right) \oplus \Pi\left(\widehat{X}_{2}\right)=T_{2} \\
\mathcal{V} \text { dots } \\
\Pi\left(\widehat{N}_{q_{m}}\right) \oplus \Pi\left(\widehat{X}_{q_{m}}\right)=T_{q_{m}}
\end{array} \quad \mathcal{E}_{v}=\left\{\begin{array}{l}
\Pi\left(\widehat{N}^{\prime}\right) \oplus \Pi\left({\widehat{X^{\prime}}}_{1}\right) \neq T_{1}^{\prime} \\
\Pi\left({\widehat{N^{\prime}}}_{2}\right) \oplus \Pi\left({\widehat{X^{\prime}}}_{2}\right) \neq T_{2}^{\prime} \\
\mathcal{V} \text { dots } \\
\Pi\left({\widehat{N^{\prime}}}_{q_{v}}\right) \oplus \Pi\left({\widehat{X^{\prime}}}_{q_{v}}\right) \neq T_{q_{v}}^{\prime}
\end{array}\right.\right.
$$

Equation and Non-Equation Inducing Graph. From the above system of bivariate affine equations and non-equations, we induce the edge-labelled undirected graph $G_{\tau^{\prime}}=\left(\mathcal{V}, \mathcal{S} \sqcup \mathcal{S}^{\prime}\right)$, where the set of nodes $\mathcal{V}$ is the set of variables $\left\{Y_{1}, \ldots, Y_{\alpha}\right\}, \mathcal{S}$ is the set of edges corresponding to each authentication equation and $\mathcal{S}^{\prime}$ is the set of edges corresponding to each verification non-equation. Moreover, if there is an authentication equation $Y_{s} \oplus Y_{t}=T_{i}$, then the corresponding edge $\left\{Y_{s}, Y_{t}\right\} \in \mathcal{S}$ is labelled $T_{i}$. Similarly, if there is a verification non-equation $Y_{s} \oplus Y_{t} \neq T_{i}^{\prime}$, then the corresponding edge $\left\{Y_{s}, Y_{t}\right\} \in \mathcal{S}^{\prime}$ is labelled $T_{i}^{\prime}$. Moreover, $G_{\tau^{\prime}}^{=}=(\mathcal{V}, \mathcal{S})$ is a subgraph of $G_{\tau^{\prime}}$.

Claim: If the transcript $\tau^{\prime}$ is good, then the induced graph $G_{\tau^{\prime}}$ is good.
Proof of the Claim: To prove that $G_{\tau^{\prime}}$ is good, we need to show that

1. $G_{\tau^{\prime}}^{=}$is acyclic,
2. $G_{\tau^{\prime}}$ satisfies the NPL condition, and
3. $G_{\tau^{\prime}}$ satisfies the NCL condition.

For this, we inherit the notations introduced while analyzing the probability of good transcripts in the proof of Theorem 2: $\widehat{N}_{i}$ denotes $0 \| N_{i}, \widehat{X}_{i}$ denotes $1 \| X_{i}, \widehat{N}^{\prime}{ }_{a}$ denotes $0 \| N_{a}^{\prime}$ and $\widehat{X^{\prime}}{ }_{a}$ denotes $1 \| X_{a}^{\prime}$ where $X_{i}=N_{i} \oplus H_{\mathbf{k}_{h}}\left(M_{i}\right)$.
$G_{\tau^{\prime}}^{=}$is acylic. For the sake of contradiction, let us assume there is a cycle $C$ in the graph $G_{\tau}^{=}$. If $|C|=2$, then there must exist two authentication equations

$$
\Pi\left(\widehat{N}_{i_{1}}\right) \oplus \Pi\left(\widehat{X}_{i_{1}}\right)=T_{i_{1}}, \quad \Pi\left(\widehat{N}_{i_{2}}\right) \oplus \Pi\left(\widehat{X}_{i_{2}}\right)=T_{i_{2}}
$$

in $\mathcal{E}_{m}$ with $N_{i_{1}}=N_{i_{2}}$ and $X_{i_{1}}=X_{i_{2}}$. But this event is exactly the bad event (B2) in Definition 2. As the transcript $\tau^{\prime}$ is good, this event cannot hold and therefore, there cannot be any cycle of length 2 in $G_{\tau^{\prime}}^{=}$. A careful observation reveals that there cannot be any cycle of length 3 in the graph. Moreover, if there is any cycle of length at least 4 in $G_{\tau^{\prime}}^{=}$, there must exist three authentication equations
$\Pi\left(\widehat{N}_{i_{1}}\right) \oplus \Pi\left(\widehat{X}_{i_{1}}\right)=T_{i_{1}}, \quad \Pi\left(\widehat{N}_{i_{2}}\right) \oplus \Pi\left(\widehat{X}_{i_{2}}\right)=T_{i_{2}}, \quad \Pi\left(\widehat{N}_{i_{3}}\right) \oplus \Pi\left(\widehat{X}_{i_{3}}\right)=T_{i_{3}}$ in $\mathcal{E}_{m}$ with $N_{i_{1}}=N_{i_{2}}$ and $X_{i_{2}}=X_{i_{3}}$. But this event is again the bad event (B2) in Definition 2. As the transcript $\tau^{\prime}$ is good, this event cannot occur and therefore, there cannot be any cycle in $G_{\tau^{\prime}}^{=}$with length at least 4. This shows that $G_{\tau^{\prime}}^{=}$is acyclic.
$G_{\tau^{\prime}}$ satisfies NPL. Each edge-label in the graph is non-zero as $\tau^{\prime}$ is good. Consider any path $P$ of length 2 in $G_{\tau}^{=}$. Let the edge-labels of the edges in the path be $T_{i_{1}}$ and $T_{i_{2}}$. This implies that there must be two authentication equations

$$
\Pi\left(\widehat{N}_{i_{1}}\right) \oplus \Pi\left(\widehat{X}_{i_{1}}\right)=T_{i_{1}} \text { and } \Pi\left(\widehat{N}_{i_{2}}\right) \oplus \Pi\left(\widehat{X}_{i_{2}}\right)=T_{i_{2}}
$$

in $\mathcal{E}_{m}$ with $N_{i_{1}}=N_{i_{2}}$ or $X_{i_{1}}=X_{i_{2}}$. If $T_{i_{1}}=T_{i_{2}}$, then this would create a cycle of length 2 in $G_{\tau^{\prime}}^{=}$, which is impossible as $G_{\tau^{\prime}}^{=}$is acyclic. Therefore, there cannot be any path of length 2 in $G_{\tau^{\prime}}^{=}$such that the path-label becomes zero. Moreover, one cannot have any path of length at least 3 in $G_{\tau^{\prime}}^{=}$as otherwise, the bad condition (B2) would be satisfied. Therefore, $G_{\tau^{\prime}}$ satisfies Non-zero path label condition.
$G_{\tau^{\prime}}$ satisfies NCL. Consider first a cycle of length 2 , where one edge is a blue dotted edge. Then there must be one authentication equation and one verification non-equation

$$
\Pi\left(\widehat{N}_{i}\right) \oplus \Pi\left(\widehat{X}_{i}\right)=T_{i}, \quad \Pi\left(\widehat{N}_{a}^{\prime}\right) \oplus \Pi\left({\widehat{X^{\prime}}}_{a}\right) \neq T_{a}^{\prime}
$$

respectively, such that $N_{i}=N_{a}^{\prime}, X_{i}=X_{a}^{\prime}$ and $T_{i}=T_{a}^{\prime}$. However, this implies that the event satisfies the bad condition (B4) in Definition 2. As the transcript $\tau^{\prime}$ is good, this event cannot occur and therefore, there cannot be any cycle of length 2 with one blue dotted edge. Moreover as argued before, there cannot be any cycle of length 3 with exactly one non-equation edge. Now, for the existence of a cycle with length at least 4 that contains exactly one non-equation edge, there must exist a path with minimum length 3 in $G_{\tau^{\prime}}^{=}$. This is clearly impossible, ensuring that $G_{\tau^{\prime}}$ satisfies the Non-zero cycle label condition.

Suppose there are $k$ components in the subgraph $G_{\tau^{\prime}}^{=}$and the size of the $i^{\text {th }}$ component is $W_{i}$. Thus, $W_{i}$ is a random variable, and so is $W_{\max }$, which denotes the size of the largest component. It is easy to see that $W_{\max } \leq \xi$. As the graph $G_{\tau^{\prime}}$ is good (follows from the claim above), we assume $\xi \leq 2^{n} / 8 q_{m}$, which allows us to apply Theorem 4 with $c=0$ to obtain

$$
\begin{equation*}
\mathrm{P}_{m v} \geq \frac{1}{2^{n q_{m}}} \cdot\left(1-\sum_{i=1}^{k} \frac{6 \sigma_{i-1}^{2}\binom{W_{i}}{2^{2}}}{2^{2 n}}-\frac{2 q_{v}}{2^{n}}\right) . \tag{2.22}
\end{equation*}
$$

Therefore, Eqn.s (2.20)-(2.22) imply that the ratio $\frac{\operatorname{Pr}\left[X_{\mathrm{re}}=\tau^{\prime}\right]}{\operatorname{Pr}\left[X_{\mathrm{id}}=\tau^{\prime}\right]}$ is no less than

$$
\begin{equation*}
\left(1-\sum_{i=1}^{k} \frac{6 \sigma_{i-1}^{2}\binom{W_{i}}{2}}{2^{2 n}}-\frac{2 q_{v}}{2^{n}}\right) \geq 1-\left(\sum_{i=1}^{k} \frac{24 q_{m}^{2}\binom{W_{i}}{2}}{2^{2 n}}+\frac{2 q_{v}}{2^{n}}\right), \tag{2.23}
\end{equation*}
$$

since $\sigma_{i-1} \leq 2 q_{m}$. Define $\phi\left(\tau^{\prime}\right):=\sum_{i=1}^{k} \frac{24 q_{m}^{2}\binom{W_{i}}{2^{i}}}{2^{2 n}}+\frac{2 q_{v}}{2^{n}}$. We now compute the expectation of $\phi\left(X_{\mathrm{id}}\right)$ as follows:

$$
\begin{equation*}
\mathbf{E}\left[\left(\sum_{i=1}^{k} \frac{24 q_{m}^{2}\binom{W_{i}}{2^{2}}}{2^{2 n}}+\frac{2 q_{v}}{2^{n}}\right)\right]=\left(\frac{2 q_{v}}{2^{n}}+\frac{24 q_{m}^{2}}{2^{2 n}} \mathbf{E}\left[\sum_{i=1}^{k}\binom{W_{i}}{2}\right]\right) . \tag{2.24}
\end{equation*}
$$

Let $\widetilde{W}_{i}=W_{i}-1$ and therefore,

$$
\mathbf{E}\left[\sum_{i=1}^{k}\binom{W_{i}}{2}\right]=\mathbf{E}\left[\sum_{i=1}^{k}\binom{\widetilde{W}_{i}}{2}\right]+\mathbf{E}\left[\sum_{i=1}^{k} \widetilde{W}_{i}\right] \stackrel{(2)}{\leq} \mathbf{E}\left[\sum_{i=1}^{k}\binom{\widetilde{W}_{i}}{2}\right]+2 q_{m}(2.25)
$$

due to the fact that $\left(\widetilde{W}_{1}+\ldots \widetilde{W}_{k}\right)=\sigma_{k}-k \leq 2 q_{m}$.
Next, consider the following two indicator random variables:

$$
\begin{align*}
& \mathbb{1}_{i_{1} i_{2}}=\left\{\begin{array}{ll}
1, & \text { if } X_{i_{1}}=X_{i_{2}} \\
0, & \text { otherwise }
\end{array} \quad \tilde{\mathbb{1}}_{i_{1} i_{2}}= \begin{cases}1, & \text { if } N_{i_{1}}=N_{i_{2}} \\
0, & \text { otherwise. }\end{cases} \right. \\
& \text { Therefore, } \mathbf{E}\left[\begin{array}{c}
\left.\sum_{i=1}^{k}\binom{\widetilde{W}_{i}}{2}\right] \\
= \\
\sum_{i_{1} \neq i_{2}}^{q_{m}} \mathbf{E}\left[\mathbb{1}_{i_{1} i_{2}}\right]+\sum_{i_{1} \neq i_{2}}^{\mu} \mathbf{E}\left[\tilde{\mathbb{1}}_{i_{1} i_{2}}\right] \text { (by linearity of expectation) } \\
= \\
\sum_{i_{1} \neq i_{2}}^{q_{m}} \operatorname{Pr}\left[\mathrm{H}_{\mathbf{k}_{h}}\left(M_{i_{1}}\right) \oplus \mathrm{H}_{\mathbf{k}_{h}}\left(M_{i_{2}}\right)=N_{i_{1}} \oplus N_{i_{2}}\right]+\mu^{2} / 2 \text { (by definition) } \\
\leq\binom{ q_{m}}{2} \epsilon+\mu^{2} / 2 \text { (by the } \epsilon \text {-almost xor universal probability } \\
\leq q_{m}^{2} \epsilon / 2+\mu^{2} / 2 .
\end{array} \quad\right. \text { of the underlying hash function) }
\end{align*}
$$

Therefore from Eqn.s (2.24)-(2.26),

$$
\begin{equation*}
\mathbf{E}\left[\phi\left(X_{\mathrm{id}}\right)\right] \leq\left(\frac{12 q_{m}^{4} \epsilon}{2^{2 n}}+\frac{12 \mu^{2} q_{m}^{2}}{2^{2 n}}+\frac{48 q_{m}^{3}}{2^{2 n}}+\frac{2 q_{v}}{2^{n}}\right) \tag{2.27}
\end{equation*}
$$

Finally, we have assumed $\xi \geq \mu$ and $\xi \leq 2^{n} / 8 q_{m}$; if $\mu \leq 2^{n} / 8 q_{m}$, we also choose $\xi=2^{n} / 8 q_{m}$ (if not, the bound becomes vacuously true). The result then follows from Eqn. (1.2), Lemma 4 and Eqn. (2.27).

### 2.5.3. Security Bound Using the Coefficients-H Technique

We instantiate the underlying hash function of $n E H t M$ by a truncated $n$-bit $2 \ell / 2^{n}$-axu PolyHash function that truncates the first bit of the output [61], where $\ell$ is the maximum number of message blocks. Therefore, from Lemma 4, Eqn. (2.23) and the inequality $\sum_{i=1}^{k}\binom{W_{i}}{2} \leq \xi q_{m}$, we obtain the following bound using the coefficients-H technique:

$$
\begin{equation*}
\delta_{\mathrm{hc}} \leq \frac{q_{m}+2 q_{v}}{2^{n}}+\frac{q_{m}^{2} \ell}{2^{n} \xi}+\frac{\left(2 q_{m}+q_{v}\right) 2 \ell \mu}{2^{n}}+\frac{2 q_{v} \ell}{2^{n}}+\frac{24 q_{m}^{3} \xi}{2^{2 n}} \tag{2.28}
\end{equation*}
$$

We choose the optimal value of $\xi$ such that the right hand side of Eqn. (2.28) gets maximized. This happens when $\frac{q_{m}^{2} \ell}{2^{n} \xi}=\frac{24 q_{m}^{3} \xi}{2^{2 n}}$. Solving this equality for $\xi$ gives $\xi_{\mathrm{opt}}=\left(\frac{\ell 2^{n}}{24 q_{m}}\right)^{\frac{1}{2}}$. Plugging in this value into Eqn. (2.28) then gives

$$
\delta_{\mathrm{hc}} \leq \frac{q_{m}+2 q_{v}}{2^{n}}+\frac{\left(2 q_{m}+q_{v}\right) 2 \ell \mu}{2^{n}}+\frac{2 q_{v} \ell}{2^{n}}+10\left(\frac{q_{m}^{5} \ell}{2^{3 n}}\right)^{\frac{1}{2}} .
$$

The above bound holds as long as $q \leq 2^{3 n / 5} / \ell^{1 / 5} \approx O\left(2^{3 n / 5}\right)$, which is weaker than the bound $O\left(2^{2 n / 3}\right)$ obtained using the expectation method.

### 2.6. Proof of Theorem 3

Instead of separately proving the privacy and authenticity of the construction, this section bounds the distinguishing advantage of the following random systems: (i) the pair of oracles (CWC+.Enc, CWC+.Dec) for a random permutation $\Pi$, which is called the real system or the real world and (ii) the pair of oracles (Rand, Rej), which is called the ideal system or the ideal world. The privacy and authenticity bounds of CWC+ then follow as a simple corollary of this result. We prove the following information theoretic
bound of CWC+:

$$
\begin{aligned}
\delta^{*} \leq \frac{97 \sigma^{3} \ell}{2^{2 n}}+\frac{5 \sigma}{2^{n}}+\frac{\sigma \ell}{2^{n}}+\frac{8 \sigma^{3}}{2^{2 n}}+\frac{2 q_{d}}{2^{\rho}} & \left(1+\frac{\ell}{2^{n-\rho}}\right) \\
& +\frac{\left(2 q_{e}+q_{d}\right) 2 \ell \mu}{2^{n}}+\left(\frac{5 \sigma \ell \mu}{2^{n}}\right)^{2}
\end{aligned}
$$

assuming $q_{e} \ell \approx \sigma, \sigma \leq 2^{n} / 48$. Here, $\delta^{*}$ is the maximum advantage of distinguishing the real world from the ideal world.

Description of the ideal world. We begin with the assumption that all messages queried by an adversary have lengths in multiples of $n$ and that the $i^{\text {th }}$ message has $l_{i}$ blocks. Consider a deterministic distinguisher A that interacts either with the real world or with the ideal world. Rej simply rejects all the verification attempts of A whereas Rand works on the $i^{\text {th }}$ encryption query $\left(N_{i}, M_{i}, A_{i}\right)$ as shown in Fig. 2.6.

```
\(\operatorname{Rand}\left(N_{i}, A_{i}, M_{i}\right)\)
    1: if \(N_{i} \in \mathcal{D}\), let \(N_{i}=N\).
    2: \(\quad\) if \(l_{i}=l_{N}\), then \(S_{i} \leftarrow \mathcal{L}(N)\).
    3: if \(l_{i}<l_{N}\), then \(S_{i} \leftarrow \mathcal{L}(N)\left[1, n l_{i}\right]\).
4: if \(l_{i}>l_{N}\), then
5: \(\quad R \stackrel{\Phi}{\leftarrow}\left(\{0,1\}^{n}\right)^{l_{i}-l_{N}}, S_{i} \leftarrow \mathcal{L}(N) \| R\).
6: \(\quad l_{N}=l_{i}\).
7: else
8: \(\quad S_{i} \stackrel{\$}{\leftarrow}\left(\{0,1\}^{n}\right)^{l_{i}}, \mathcal{L}\left(N_{i}\right) \leftarrow S_{i}, l_{N_{i}}=l_{i}\).
9: \(\mathcal{D} \leftarrow \mathcal{D} \cup\left\{N_{i}\right\}\).
10: \(\quad \widetilde{T}_{i} \leftarrow^{\$}\{0,1\}^{n}, T_{i} \leftarrow \operatorname{chop}_{\rho}\left(\widetilde{T}_{i}\right)\).
11: return \(\left(S_{i}, T_{i}\right)\).
```

Figure 2.6.: Random oracle for the ideal world. $l_{N}$ denotes the updated number of keystream blocks for nonce $N$ and $\mathcal{L}(N)$ denotes the updated keystream blocks for nonce $N$ of length $l_{N}$. $\mathcal{D}$ denotes the domain of the nonce. chop $_{\rho}$ is a function that truncates the last $n-\rho$ bits of its input.

Аttack Transcript. Let D be a fixed non-trivial computationally unbounded deterministic distinguisher that interacts with either the real world or the ideal world, making at most $q_{e}$ queries to the left (encryption) oracle with at
most $\mu$ faulty nonces, and at most $q_{d}$ queries to its right (decryption) oracle, returning a single bit.
Let $\tau_{e}:=\left\{\left(N_{1}, M_{1}, A_{1}, S_{1}, T_{1}\right), \ldots,\left(N_{q_{e}}, M_{q_{e}}, A_{q_{e}}, S_{q_{e}}, T_{q_{e}}\right)\right\}$ be the list of encryption queries and $\tau_{d}:=\left\{\left(N_{1}^{\prime}, A_{1}^{\prime}, C_{1}^{\prime}, T_{1}^{\prime}, Z_{1}\right), \ldots,\left(N_{q_{d^{\prime}}}^{\prime}, A_{q_{d^{\prime}}}^{\prime} C_{q_{d^{\prime}}}^{\prime}, T_{q_{d^{\prime}}}^{\prime}, Z_{q_{d}}\right)\right\}$ be the list of decryption queries, where $Z_{i}=M_{i} \cup\{\perp\}$. Note that the encryption oracle in both worlds releases the keystream as it determines the ciphertext uniquely. For convenience, we reveal the hash key $\mathbf{k}_{h}$ (which is $\mathrm{E}_{\mathbf{k}}(\mathbf{0})$ if D interacts with the real world, and a uniform random element from $\{0,1\}^{n}$ if D interacts with the ideal world), and also the (un-truncated) $n$-bit $\operatorname{tag} \mathbf{T}:=\left(\widetilde{T}_{1}, \ldots, \widetilde{T}_{q_{e}}\right)$ to the distinguisher after it has made all its queries and obtained the corresponding responses, but before it outputs its decision. Thus, the extended transcript of the attack is $\tau^{\prime}=\left(\tau, \mathbf{k}_{h}, \widetilde{\mathbf{T}}\right)$.
Bad Transcripts. Recall that $N_{i}$ is a $3 n / 4$-bit string. We denote $0\left\|N_{i}\right\| 0^{n / 4-1}$ by $\widehat{N}_{i}$ and $1 \| X_{i}$ by $\widehat{X}_{i}$, where $X_{i}:=N_{i} \| 0^{n / 4-1} \oplus \operatorname{Poly}_{\mathbf{k}_{h}}\left(M_{i}\right)$. We also denote by $S_{i}[j]$, the $j^{\text {th }}$ keystream block for the $i^{\text {th }}$ message. With these notations, we define the bad transcript as follows: a transcript $\tau^{\prime}=\left(\tau_{e}, \tau_{d}, \mathbf{k}_{h}, \widetilde{\mathbf{T}}\right)$ is called bad if any one of the following holds:

- B. $1: \exists i \in\left[q_{e}\right]$ and $j \in\left[l_{i}\right]$ such that $S_{i}[j]=\mathbf{k}_{h}$.
- B.2: $\exists i \in\left[q_{e}\right]$ and $j \in\left[l_{i}\right]$ such that $S_{i}[j]=\mathbf{0}$.
- B. $3: \exists i \in\left[q_{e}\right]$ and $j, j^{\prime} \in\left[l_{i}\right]$ such that $S_{i}[j]=S_{i}\left[j^{\prime}\right]$.
- B. $4: \exists i \in\left[q_{e}\right]$ such that $\widetilde{T}_{i}=\mathbf{0}$.
- B. $5: \exists i_{1} \neq i_{2} \neq i_{3}$ such that $\widehat{N}_{i_{1}}=\widehat{N}_{i_{2}}$ and $\widehat{X}_{i_{2}}=\widehat{X}_{i_{3}}$.
- B. $6:\left\{i_{1}, \ldots, i_{\xi+1}\right\} \subseteq\left[q_{e}\right]$ such that $\widehat{X}_{i_{1}}=\widehat{X}_{i_{2}}=\ldots=\widehat{X}_{i_{\xi}+1}$ for some parameter $\xi \geq \mu$.
- B. $7 \exists a \in\left[q_{d}\right], i \in\left[q_{e}\right]$ such that $\widehat{N}_{i}=\widehat{N}^{\prime}{ }_{a}, \widehat{X}_{i}=\widehat{X}^{\prime}{ }_{a}$ and $\widetilde{T}_{i}=T_{a}^{\prime}$.
$\Theta_{\text {bad }}$ (resp. $\Theta_{\text {good }}$ ) denotes the set of bad (resp. good) transcripts, and $X_{\text {re }}$ and $X_{i d}$ denote random variables that realize an extended transcript $\tau^{\prime}$ in the real and the ideal world, respectively. We bound the probability of bad transcripts in the ideal world as follows.
Lemma 5. Let $X_{\mathrm{id}}$ and $\Theta_{\mathrm{bad}}$ be defined as above. Then

$$
\operatorname{Pr}\left[X_{\mathrm{id}} \in \Theta_{\mathrm{bad}}\right] \leq \epsilon_{\mathrm{bad}}=\frac{2 \sigma}{2^{n}}+\frac{q_{e} \ell^{2}}{2^{n}}+\frac{q_{e}}{2^{n}}+\frac{q_{e}^{2} \ell}{\xi 2^{n}}+\frac{\left(2 q_{e}+q_{d}\right) 2 \ell \mu}{2^{n}}+\frac{2 q_{d} \ell}{2^{n}} .
$$

Proof. By the union bound,

$$
\begin{equation*}
\operatorname{Pr}\left[X_{\text {id }} \in \Theta_{\text {bad }}\right] \leq \sum_{i=1}^{7} \operatorname{Pr}[\text { B. } \mathrm{i}] . \tag{2.30}
\end{equation*}
$$

In the following, we only bound $\operatorname{Pr}[\mathrm{B} .1], \operatorname{Pr}[\mathrm{B} .2]$ and $\operatorname{Pr}[\mathrm{B} .3]$ as the bound for the remaining events can be found in the proof of Lemma 4. Clearly,

$$
\begin{equation*}
\operatorname{Pr}[\mathrm{B} .1] \leq \frac{\sigma}{2^{n}} \tag{2.31}
\end{equation*}
$$

Bounding B.2. Event B. 2 occurs if there exists a zero keystream block in any query. For a fixed query and block, the probability of this event is exactly $2^{-n}$. When the $i^{\text {th }}$ query is not faulty, then the probability of any block taking the output 0 is exactly $2^{-n}$. If the $i^{\text {th }}$ query is faulty, then we have the following two cases:

- Case (i): When the $j^{\text {th }}$ block is sampled while executing the $i^{\text {th }}$ query, then the probability is $2^{-n}$.
- Case (ii): When the $j^{\text {th }}$ block is not sampled while executing the $i^{\text {th }}$ query, then there must be some previous encryption query for which the $j^{\text {th }}$ block is freshly sampled and hence, the probability is $2^{-n}$.

Summing over all choices of $i$ and $j$,

$$
\begin{equation*}
\operatorname{Pr}[\mathrm{B} .2] \leq \frac{\sigma}{2^{n}} \tag{2.32}
\end{equation*}
$$

Bounding B3. Event B3 occurs if there is a collision between two different keystream blocks in an encryption query. For a fixed query and two distinct fixed blocks, the probability of this event is exactly $2^{-n}$. When the $i^{\text {th }}$ query is not faulty, then the probability of such a collision is exactly $2^{-n}$. If the $i^{\text {th }}$ query is faulty, then we have the following two cases:

- Case (i): When either of the blocks is sampled while executing the $i^{\text {th }}$ query, then the probability is $2^{-n}$.
- Case (ii): When none of the two blocks are sampled while executing the $i^{\text {th }}$ query, it means that there must be some previous encryption query for which either of the blocks was freshly sampled, and hence the probability is $2^{-n}$.

Summing over all choices of $i, j$ and $j^{\prime}$,

$$
\begin{equation*}
\operatorname{Pr}[\mathrm{B} .3] \leq \frac{q_{e} \ell^{2}}{2^{n}} . \tag{2.33}
\end{equation*}
$$

$\operatorname{Pr}[\mathrm{B} .4]+\operatorname{Pr}[\mathrm{B} .5]+\operatorname{Pr}[\mathrm{B} .6]+\operatorname{Pr}[\mathrm{B} .7]$ can be bound similarly as in Lemma 4. Therefore, the result follows from Eqn.s (2.30), (2.31), (2.32) and (2.33) and Lemma 4 , with $\epsilon \leq 2 \ell / 2^{n}$ ( $\epsilon$ being the almost xor universal probability of the truncated PolyHash).

Good Transcripts. We now show that for a good transcript $\tau^{\prime}=\left(\tau, \mathbf{k}_{h}, \widetilde{\mathbf{T}}\right)$, realizing $\tau^{\prime}$ is almost as likely in the real world as in the ideal world.
Lemma 6. Let $\tau^{\prime}=\left(\tau_{e}, \tau_{d}, \mathbf{k}_{h}, \widetilde{\mathbf{T}}\right)$ be a good transcript. Then

$$
\frac{\operatorname{Pr}\left[X_{\mathrm{re}}=\tau^{\prime}\right]}{\operatorname{Pr}\left[X_{\mathrm{id}}=\tau^{\prime}\right]} \geq\left(1-\sum_{i=1}^{k} \frac{24 \sigma^{2}\binom{W_{i}}{2^{\prime}}}{2^{2 n}}-\frac{2 q_{d}}{2^{\rho}}-\frac{2 \sigma}{2^{n}}\right)
$$

where $\sigma$ is the number of message blocks queried and $\rho$ is the size of the tag.

Proof. Let $\tau^{\prime}=\left(\tau_{e}, \tau_{d}, \mathbf{k}_{h}, \widetilde{\mathbf{T}}\right)$ be a good transcript. Since in the ideal world, the encryption oracle is perfectly random and the decryption oracle always rejects,

$$
\begin{equation*}
\operatorname{Pr}\left[X_{\mathrm{id}}=\tau^{\prime}\right]=\frac{1}{2^{n}} \cdot \prod_{t=1}^{r} \frac{1}{2^{n l_{t}}} \cdot \frac{1}{2^{n q_{e}}}, \tag{2.34}
\end{equation*}
$$

where $r$ is the number of groups of nonces and $l_{t}$ the updated number of generated keystream blocks for group $t$.

We say that a permutation $\Pi$ is compatible with $\tau_{e}$ if

$$
(\mathrm{A}):\left\{\begin{array}{l}
\forall i \in\left[q_{e}\right], j \in\left[l_{i}\right], \Pi\left(\widehat{N}_{i}\right) \oplus \Pi\left(0\left\|N_{i}\right\|\langle j\rangle\right)=S_{i}[j] \\
\forall i \in\left[q_{e}\right] \Pi\left(\widehat{N}_{i}\right) \oplus \Pi\left(\widehat{X}_{i}\right)=T_{i},
\end{array}\right.
$$

and is compatible with $\tau_{d}$ if

$$
\text { (B) : } \forall a \in\left[q_{d}\right], \Pi\left(\widehat{N^{\prime}} a\right) \oplus \Pi\left({\widehat{X^{\prime}}}_{a}\right) \neq T_{a}^{\prime} \| \beta,
$$

where $\langle j\rangle$ denotes the $(n / 4-1)$-bit binary representation of the non-zero integer $j$. $\Pi$ is compatible with $\tau^{\prime}$ if it is compatible with both $\tau_{e}$ and $\tau_{d}$. Let $\operatorname{Comp}(\tau)$ denote the set of all permutations that are compatible with $\tau$. Then

$$
\begin{align*}
\operatorname{Pre}(\tau):=\operatorname{Pr}\left[X_{\mathrm{re}}=\tau^{\prime}\right]= & \frac{1}{\left|\mathcal{K}_{h}\right|} \cdot \operatorname{Pr}[\Pi \stackrel{\$}{\leftarrow} \operatorname{Perm}: \Pi \in \operatorname{Comp}(\tau)] \\
& \text { (due to randomness of the hash key } \left.\mathrm{E}_{\mathbf{k}}(\mathbf{0})\right) \\
= & 2^{-n} \cdot \operatorname{Pr}[(\mathrm{~A}),(\mathrm{B}) \text { holds }] . \tag{2.35}
\end{align*}
$$

On modelling the system of equations and non-equations into a graph theoretic setting by translating the system of $\sigma+q_{e}$ equations and $2^{n-\rho} q_{d}$ non-equations into a graph $G_{\tau^{\prime}}$. As $\tau^{\prime}$ is a good transcript, it is induced by the good graph $G_{\tau^{\prime}}$ (i.e. it satisfies the NC, NPL and NCL conditions). Thus by Thm. 4, assuming $\xi \leq 2^{n} / 8 \sigma \ell$ with $c=1, \sigma_{i-1} \leq \sigma_{k} \leq 2 \sigma$ and $\alpha \leq \sigma$ gives

$$
\begin{equation*}
\operatorname{Pr}[(\mathrm{A}),(\mathrm{B}) \text { holds }] \geq \frac{1}{2^{n q_{e}}} \prod_{t=1}^{r} \frac{1}{2^{n l_{t}}} \cdot\left(1-\sum_{i=1}^{k} \frac{6 \sigma_{i-1}^{\prime 2}\binom{W_{i}^{\prime}}{2^{\prime}}}{2^{2 n}}-\frac{2 q_{d}}{2^{\rho}}-\frac{2 \sigma}{2^{n}}\right) \tag{2.36}
\end{equation*}
$$

where $k$ is the number of components of $G_{\tau^{\prime}}, W_{i}^{\prime}$ denotes the size of the $i^{\text {th }}$ component and $\sigma_{i}^{\prime}=W_{1}^{\prime}+\ldots W_{i}^{\prime}$.

The result follows from Eqn.s (2.34), (2.35) and (2.36), and the inequality $\sigma_{i-1}^{\prime} \leq \sigma_{k}^{\prime}=\left(W_{1}^{\prime}+\ldots+W_{k}^{\prime}\right) \leq 2 \sigma$.

Next, dividing Eqn. (2.36) by Eqn. (2.34) gives

$$
\begin{equation*}
\frac{\operatorname{Pr}\left[X_{\mathrm{re}}=\tau^{\prime}\right]}{\operatorname{Pr}\left[X_{\mathrm{id}}=\tau^{\prime}\right]} \geq 1-\left(\sum_{i=1}^{k} \frac{24 \sigma^{2}\binom{W_{i}^{\prime}}{2^{\prime}}}{2^{2 n}}+\frac{2 q_{d}}{2^{\rho}}+\frac{2 \sigma}{2^{n}}\right) \tag{2.37}
\end{equation*}
$$

 that we can write it as the function $\phi\left(\tau^{\prime}\right)$ and calculate the expectation of $\phi\left(X_{\mathrm{id}}\right)$ as follows:

$$
\begin{equation*}
\mathbf{E}\left[\phi\left(X_{\mathrm{id}}\right)\right]=\left(\frac{2 q_{d}}{2^{\rho}}+\frac{2 \sigma}{2^{n}}+\frac{24 \sigma^{2}}{2^{2 n}} \mathbf{E}\left[\sum_{i=1}^{k}\binom{W_{i}^{\prime}}{2}\right]\right) . \tag{2.38}
\end{equation*}
$$

It is easy to see that $\binom{W_{i}^{\prime}}{2} \leq\binom{ W_{i}}{2}\binom{2 \ell}{2}$ (where $\ell$ is the maximum number of message blocks and $W_{i}$ is as in the proof of Theorem 2). Therefore,

$$
\begin{equation*}
\mathbf{E}\left[\sum_{i=1}^{k}\binom{W_{i}^{\prime}}{2}\right] \leq 2 \ell^{2} \mathbf{E}\left[\sum_{i=1}^{k}\binom{W_{i}}{2}\right] \leq 2 \ell^{2} \mathbf{E}\left[\sum_{i=1}^{k}\binom{\tilde{W}_{i}}{2}\right]+4 q_{e} \ell^{2} . \tag{2.39}
\end{equation*}
$$

Moreover from Eqn. (2.26),

$$
\begin{equation*}
\mathbf{E}\left[\sum_{i=1}^{k}\binom{\tilde{W}_{i}}{2}\right] \leq \sum_{i_{1} \neq i_{2}}^{q_{e}} \mathbf{E}\left[I_{i_{1} i_{2}}\right]+\sum_{i_{1} \neq i_{2}}^{\mu} \mathbf{E}\left[\tilde{I}_{i_{1} i_{2}}\right] \leq q_{e}^{2} \ell / 2^{n}+\mu^{2} / 2 \tag{2.40}
\end{equation*}
$$

where the almost xor universal probability of the truncated PolyHash is at most $2 \ell / 2^{n}$. Finally, from Eqn.s (2.38), (2.39) and (2.40), we have

$$
\begin{equation*}
\mathbf{E}\left[\phi\left(X_{\mathrm{id}}\right)\right] \leq\left(\frac{2 q_{d}}{2^{\rho}}+\frac{2 \sigma}{2^{n}}+\frac{48 \sigma^{4} \ell}{2^{3 n}}+\left(\frac{5 \sigma \ell \mu}{2^{n}}\right)^{2}+\frac{96 \sigma^{3} \ell}{2^{2 n}}\right) \tag{2.41}
\end{equation*}
$$

where we assume $\ell q_{e} \approx \sigma$, the total number of message blocks queried.
Since $\xi \geq \mu$ and $\xi \leq 2^{n} / 8 \sigma \ell$, assuming $\mu \leq 2^{n} / 8 \sigma \ell$ (otherwise the bound holds trivially) lets us choose $\xi=2^{n} / 8 \sigma \ell$. Hence, the bound stated in Eqn. (2.29) follows from Eqn. (1.2), Lemma 5, Eqn. (2.41), and $\sigma \leq 2^{n} / 48$.

The privacy bound of CWC+ is thus derived from Eqn. (2.29) by setting $\mu=0$ and the bound stated in Eqn. (2.29) is itself the authenticity bound of CWC + .
3. On the Composition of Single-Keyed Tweakable Even-Mansour for Achieving BBB Security


#### Abstract

Observing the growing popularity of random permutation (RP)-based designs (e.g, Sponge), Bart Mennink in CRYPTO 2019 has initiated an interesting research in the direction of RP-based pseudorandom functions (PRFs). Both are claimed to achieve beyond-the-birthday-bound (BBB) security of $2 n / 3$ bits ( $n$ being the input block size in bits) but require two instances of RPs and can handle only one-block inputs. In this work, we extend research in this direction by providing two new BBB-secure constructions by composing the tweakable Even-Mansour appropriately. Our first construction requires only one instance of an RP and requires only one key. Our second construction extends the first to a nonce-based Message Authentication Code (MAC) using a universal hash to deal with multi-block inputs. We show that the hash key can be derived from the original key when the underlying hash is the Poly hash. We provide matching attacks for both constructions to demonstrate the tightness of the proven security bounds.


Keywords - PDMMAC, Davis-Meyer, PRF, MAC, permutation, beyond the birthday bound security.

### 3.1. Introduction

There is significant research on the design of PRFs from PRPs and vice versa. The most relevant work based on PRP-from-PRF has been the Luby-Rackoff construction [97]. However, constructions in this direction are not very popular as PRPs are easier to build than PRFs and several cryptographic designs desire instantiation with PRFs. In fact, the research community has found it a better proposition to go the other way around - constructing PRFs from PRPs, as a PRP can be more easily designed from a PRF than a PRF from a PRP.

## Permutation-Based Designs

With the advent of public permutation-based designs and the efficiencies of permutations in the forward direction, several inverse-free hash and authenticated encryption schemes have been proposed. The most prominent of such designs are the Sponge designs introduced in SHA3 through the Keccak hash [24], this research direction later being extended by popular designs like PHOTON [80]. Several AEAD designs like Keyed Sponge [2, 25, 21, 106], SPONGENT [39], ASCON [64], Beetle [46] have later been proposed. Permutation-based designs generally provide lower security bounds and it can be highly interesting to design RP-based PRFs with BBB security on the permutation size. In CRYPTO 2019 [53], Mennink et al. studied permutationbased PRFs and proposed two BBB secure constructions denoted as SOEM and SOKAC. However, both designs are not minimal in structure and cannot handle arbitrary-length data. Both use two independent instances of random permutations and at least one randomly sampled key. They are deterministic and do not handle nonce. In this chapter, we explore this direction of research and address the following relevant questions: Can we design minimally structured PRF? (i.e, with one instance of random permutation) Does there exist a nonce-based MAC constructed using an RP which is again minimal in structure and can handle arbitrary-length data? We found the answer to be "yes", and we mainly propose two BBB secure deterministic and nonce-based designs using only one instance of a random permutation and one uniformly sampled construction key. We list our contributions below.

### 3.1.1. Motivation

The initial motivation for our construction arises from the fact that there are no single key, single permutation-based MACs with BBB security. No similar BBB secure permutation-based (or even nonce-based) MAC construction currently exists other than SoEM22 [53], which is also based on two permutations. In fact, [53] also provides birthday bound attacks for
the 2-permutations-1-keyed $\left(\pi_{1}, \pi_{2}, K\right)$ and 1-permutation-2-keyed ( $\pi, K_{1}$, $K_{2}$ ) constructions, thus leaving no scope for improvement in SoEM. It is therefore clear that a sequential construction is required for a minimization; SoKAC [53] is the only existing sequential construction, a birthday bound attack to which is present in [118].

Two variants of SoKAC, namely SoKAC1 and SoKAC21 seem to have the following inconsistencies:

1. The authors claim a birthday bound security of SoKAC1 in Proposition 5 of [53], whose proof claims a distinguishing attack that does not seem to work. Hence, a corrected attack is required for SoKAC1.
2. SoKAC21 is claimed to achieve a tight $2 n / 3$-bit security in Proposition 6 of [53], accompanied by an attack with a query complexity of $\mathcal{O}\left(2^{2 n / 3}\right)$. This security is proved flawed in [118], which shows a birthday bound attack on SoKAC21.

The main reason behind the above inconsistencies is the fixing of the input to the second permutation $\pi_{2}$ (or $\pi$ ) by the output of the first permutation $\pi_{1}$ (or $\pi$ ). Thus, although the final tag is a sum of the outputs of $\pi_{1}, \pi_{2}$ and a secret key, the fixing of the permutation input prevents construction of a transcript-inducing graph and subsequent use of Mirror theory.
This implies that the current form of SoKAC may not be a convincing construction to build upon. Our construction takes a different direction from SoKAC, and is inspired by DWCDM [62] - the output of only one permutation is involved in the tag generation and the sum of permutations occurs between the two permutation instances, allowing a query fixing the input and output of the construction (not the permutations) to be clearly described by an inducing graph, which was not the case in SoKAC. Thus, Mirror theory in its present form can be directly applied to our construction.

### 3.1.2. Our Contributions

We address the problem of designing a generic BBB secure MAC based on a RP with the minimal structure. The term "minimal" refers to the number of instances of the internal mathematical components (similar to DWCDM Decrypted Wegman-Carter with Davies-Meyer, which minimizes the number of block cipher instances). Our proposal only uses one key and two calls of the same permutation (one forward and one inverse). The key is used to generate three sub-keys that are injected in between the two permutation calls. Precisely:

- We propose a deterministic MAC denoted by PDMMAC (Permutationbased Davis-Meyer) using one permutation and one key instance. We prove its PRF (which also upper bounds the MAC security) security

Table 3.1.: Comparison of existing PRFs. \#Keys and \#Primitives denote number of key and primitive instances.

| Construction | \#Key <br> Instances | \#Primitive <br> Instances | MAC Security <br> in $n$-bits (tightness) | Nonce <br> Based | Multi-Block <br> Inputs |
| :--- | :---: | :---: | :---: | :---: | :---: |
| Based on permutations |  |  |  |  |  |
| PDMMAC [This work] | 1 | 1 | $2 n / 3$ (tight) |  |  |
| PDM*MAC [This work] | $1+1$ (hash key) | 1 | $2 n / 3$ (tight) | $\checkmark$ | $\checkmark$ |
| 1K-PDM*MAC [This work] | 1 | 1 | $2 n / 3$ (tight) | $\checkmark$ | $\checkmark$ |
| SoEM1 [53] | 2 | 1 | - (birthday attack) |  |  |
| SoEM21 [53] | 1 | 2 | - (birthday attack) |  |  |
| SoEM22 [53] | 2 | 2 | $2 n / 3$ (tight) |  |  |
| SoKAC1 [53] | 2 | 1 | $-($ birthday attack) |  |  |
| SoKAC21 [53] | 1 | 2 | - (birthday attack) [118] |  |  |
| Based on Block Ciphers |  |  |  |  |  |
| EDM [55] | 2 | 2 | $2 n / 3$ (not tight) |  | $\checkmark$ |
| EWCDM [55] | $2+1$ (hash key) | 2 | $2 n / 3$ (not tight) | $\checkmark$ | $\checkmark$ |
| DWCDM [62] | $1+1$ (hash key) | 1 | $2 n / 3$ (not tight) | $\checkmark$ | $\checkmark$ |
| 1K-DWCDM [62] | 1 | 1 | $2 n / 3$ (not tight) | $\checkmark$ |  |

up to $2^{2 n / 3}$ queries under the random permutation model. We provide a proof using the coefficients-H technique. The bound has been proven to be tight with a matching attack with query complexity $2^{2 n / 3}$.

- The previous result sparks curiosity about the achievability of $2 n / 3$-bit security by a minimal construction that can process arbitrary length inputs. We propose a nonce-based MAC denoted by PDM*MAC using an additional keyed hash. We provide a BBB secure nonce-based MAC security proof of $2^{2 n / 3}$ query complexity under the nonce-respect scenario. We show the tightness of the proven security bound by demonstrating a matching attack.
- We propose a one-keyed instance of PDM* MAC denoted by $1 \mathrm{~K}-\mathrm{PDM}^{*}$ MAC by instantiating the hash key $K_{h}$ as $K_{h}=\pi(K)$, where $\pi$ is the underlying RP. In addition, the underlying nonce is chosen to be non zero and the hash function is chosen as Poly hash. This instance achieves the same security bound as PDM*MAC.

Table 3.1 describes the structures of several well-known constructions in terms of primitives and other design properties.

### 3.2. Mirror Theory

Mirror Theory: Mirror theory is a tool for finding the number of solutions to affine systems of equalities and non-equalities. Mirror theory by Patarin [113, 122, 120, 121] provides a lower bound on such a number for a finite set of affine bi-variate equations, which is such that its variables are sampled without replacement. The proof is verifiable up to a bound of $2 n / 3$ bits.

Equation-Inducing Graph: Consider an undirected graph $\mathcal{G}_{\text {eq }}=\left(\mathrm{V}_{\text {eq }}, \mathrm{E}_{\text {eq }}, \mathcal{L}\right)$, where $\mathrm{V}_{\text {eq }}=\left\{X_{1}, \ldots, X_{m}\right\}$ and the edge-label function $\mathcal{L}: \mathrm{E}_{\text {eq }} \rightarrow \mathbb{F}_{2^{n}}$ assigns a label $\lambda$ to each edge $e \in \mathrm{E}_{\text {eq }}$.
If each vertex $X_{i}$ is assumed to represent a unique variable (also denoted $X_{i}$, for the sake of convenience), then such a graph $\mathcal{G}_{\text {eq }}$ can be considered to induce a system of equations defined by-

$$
X_{i} \oplus X_{j}=\lambda_{i, j}, \text { whenever } e_{i, j}:=\left\{X_{i}, X_{j}\right\} \in \mathrm{E}_{\mathrm{eq}} \text { and } \mathcal{L}\left(e_{i, j}\right)=\lambda_{i, j} .
$$

Observe that should any of the following cases occur, the graph $\mathcal{G}_{\text {eq }}$ might induce a system of equations which is either inconsistent or has redundant equations:

- Existence of a cycle: A cycle arises in $\mathcal{G}_{\text {eq }}$ if there exists a sequence of edges $\left\{X_{i_{1}}, X_{j_{1}}\right\}, \ldots,\left\{X_{i_{r}}, X_{j_{r}}\right\} \in \mathrm{E}_{\text {eq }}$ such that $X_{j_{a}}=X_{i_{a+1}} \forall a \in[r-1]$ and $X_{j_{r}}=X_{i_{1}}$. A loop i.e. $X_{i}=X_{j}$ for some edge $\left\{X_{i}, X_{j}\right\} \in \mathrm{E}$ is also considered a cycle.
- Zero Path Label: The path label of a path $P$ of edges in $\mathrm{E}_{\text {eq }}$ is defined as $\mathcal{L}(P)=\sum_{e \in P} \mathcal{L}(e)$. Thus, a zero path-label arises when there exists a path $P$ in $\mathcal{G}$ such that $\mathcal{L}(P)=0$.

Extended Mirror Theory: Extended mirror theory gives a lower bound for the number of solutions to a combination of a system of bi-variate affine equations (as in Mirror Theory) and a system of bi-variate affine non-equations of the form $X_{i} \oplus Y_{i} \neq c$. [72] contains a detailed treatment of such a combination of systems.
Equations-and-Non-Equations-Inducing Graph: Consider an undirected graph $\mathcal{G}_{\text {eq }}=\left(\mathrm{V}_{\text {eq }}, \mathrm{E}_{\text {eq }}, \mathcal{L}_{\text {eq }}\right)$, where $\mathrm{V}_{\text {eq }}=\left\{X_{1}, \ldots, X_{m}\right\}$ and the edge-label function $\mathcal{L}_{\text {eq }}: \mathrm{E}_{\text {eq }} \rightarrow \mathbb{F}_{2^{n}}$ assigns a label $\lambda$ to each edge $e \in \mathrm{E}_{\text {eq }}$.

If each vertex $X_{i}$ is assumed to represent a unique variable (also denoted $X_{i}$, for the sake of convenience), then such a graph $\mathcal{G}_{\text {eq }}$ can be considered to induce a system of equations defined by-
$X_{i} \oplus X_{j}=\lambda_{i, j}$, whenever $\mathrm{E}_{i, j}:=\left\{X_{i}, X_{j}\right\} \in \mathrm{E}_{\mathrm{eq}}$ and $\mathcal{L}_{\mathrm{eq}}\left(\mathrm{E}_{i, j}\right)=\lambda_{i, j}$.
Now consider an undirected graph $\mathcal{G}_{\text {eq, neq }}=\left(\mathrm{V}, \mathrm{E}_{\text {eq }} \sqcup \mathrm{E}_{\text {neq }}, \mathcal{L}\right)$, where $\mathrm{V}_{\text {eq }}=\left\{X_{1}, \ldots, X_{m}\right\} \subseteq V=\left\{X_{1}, \ldots, X_{v}\right\}$ and the edge-label function $\mathcal{L}: \mathrm{E}_{\text {eq }} \sqcup \mathrm{E}_{\text {neq }} \rightarrow \mathbb{F}_{2^{n}}$ assigns a label $\lambda$ to each edge $e \in \mathrm{E}_{\text {eq }} \sqcup \mathrm{E}_{\text {neq }}$.

Again assuming each vertex $X_{i}, \mathcal{G}_{\text {eq,neq }}$ can be considered to induce a system of equations and a system of non-equations defined by-

$$
\begin{array}{lll}
X_{i} \oplus X_{j}=\lambda_{i, j}, \text { whenever } & e_{i, j}:=\left\{X_{i}, X_{j}\right\} \in \mathrm{E}_{\mathrm{eq}} \text { and } \\
& \mathcal{L}\left(e_{i, j}\right)=\lambda_{i, j}, \forall X_{i}, X_{j} \in \mathrm{~V}_{\mathrm{eq}} \\
X_{i}^{\prime} \oplus X_{j}^{\prime} \neq \lambda_{i, j}^{\prime}, \text { whenever } & e_{i, j}^{\prime}:=\left\{X_{i}^{\prime}, X_{j}^{\prime}\right\} \in \mathrm{E}_{\text {neq }} \text { and } \\
& \mathcal{L}\left(e_{i, j}^{\prime}\right)=\lambda_{i, j}^{\prime}, \forall X_{i}^{\prime}, X_{j}^{\prime} \in V .
\end{array}
$$

Let $\mathcal{G}_{\text {eq,neq }}=\left(\mathrm{V}, \mathrm{E}_{\text {eq }} \sqcup \mathrm{E}_{\text {neq }}, \mathcal{L}\right)$ be a graph that induces a system of affine bivariate equations and non-equations over $\alpha$ distinct variables. Suppose $\mathcal{G}_{\text {eq,neq }}$ has $\alpha$ vertices and $q_{m}^{\prime}+q_{v}$ edges with $\left|\mathrm{E}_{\mathrm{eq}}\right|=q_{m}^{\prime},\left|\mathrm{E}_{\text {neq }}\right|=q_{v}$. Let $\mathcal{C}_{1}, \ldots, \mathcal{C}_{k}$ be all the components (i.e. maximal subgraphs where any two vertices are connected to each other by a path) of $\mathcal{G}_{\text {eq }}=\left(\mathrm{V}, \mathrm{E}_{\mathrm{eq}},\left.\mathcal{L}\right|_{\mathrm{E}_{\mathrm{eq}}}\right), \mathcal{C}_{i}$ of size $w_{i}$, and let $\sigma_{i}=\left(w_{1}+\cdots+w_{i}\right)$. Denote by $\xi_{\max }$, the size of the component of $\mathcal{G}_{\text {eq }}$ with the maximum number of vertices. Using an extended version of mirror theory, we can provide a lower bound on the number of injective solutions when the maximum component size is $\xi_{\text {max }}$. We now state the following lemma, which summarizes the result of Theorem 3 in [72]

Lemma 7. The total number of injective solutions chosen from a set $\mathcal{Z}$ of size $2^{n}-c$, for some $c \geq 0$, for the induced system of equations and non-equations $\mathcal{G}_{\text {eq,neq }}$ is at least:

$$
\left(2^{n}\right)_{\alpha}\left(1-\sum_{i=1}^{k} \frac{6 \sigma_{i-1}^{2}\binom{\tilde{F}_{i}}{2}}{2^{2 n}}-\frac{2\left(q_{v}+c \alpha\right)}{2^{n}}\right),
$$

provided $\sigma_{k} \xi_{\max } \leq 2^{n} / 4$, and assuming $\sigma_{0}=0$.
This lemma thus provides a bound for a solution from a subset of $\{0,1\}^{n}$. However, applying this lemma to our results (Thm. 6, 7 and 8 ) generates the term $\frac{p(p+q)}{2^{n}}$ for the non-equations, as $c$ takes the value $p$, which is not a constant. We wish for a beyond-the-birthday bound on this number, which could possibly have been achieved by the results in [62, 62]. In spite of this providing a stronger bound, there are two problems. First, non-equations are unaccounted, which could be easily included (by the same method as in the proof of Cor. 2). Second, a maximum component size of only 2 is allowed for the equations-inducing subgraph. A modification of this result is presented here (Cor. I and Cor. 2), which not only takes non-equations into account and allows for a maximum size of 3 for equation-components, but also provides an improved bound.

### 3.2.1. Extended Mirror Theory

## Some Probability Results

Recall the following result from [62]: Let $S^{\prime} \subseteq\{0,1\}^{n}$ be a subset of size $\left(2^{n}-s^{\prime}\right)$ and $U_{n} \leftarrow\{0,1\}^{n}$. Let $(V, W) \underset{\text { wor }}{\stackrel{\$}{S^{\prime(2)}} \text { be a WOR sample of size } 2}$ drawn from $S^{\prime}$. Then,

$$
\begin{equation*}
V \oplus W \succ_{\epsilon_{1}\left(s^{\prime}\right)} U_{n} \text { over } \mathbb{F}_{2^{n}}^{\star}:=\mathbb{F}_{2^{n}} \backslash\left\{0^{n}\right\}, \tag{3.1}
\end{equation*}
$$

where $\epsilon_{1}\left(s^{\prime}\right)$ is a quantity with value at most $\frac{s^{\prime 2}}{\left(2^{n}-s^{\prime}\right)^{2}}$. This result can be extended for three random variables as follows:

Lemma 8. Let $S^{\prime} \subseteq\{0,1\}^{n}$ be a subset of size $\left(2^{n}-p^{\prime}\right)$ and $U_{n}, V_{n} \leftarrow\{0,1\}^{n}$. Let $(P, Q, R) \underset{w o r}{\stackrel{\$}{s}} S^{\prime}$ be a WOR sample of size 3 drawn from $S^{\prime(3)}$. Then,

$$
\begin{equation*}
(P \oplus Q, Q \oplus R) \succ_{\epsilon_{2}\left(p^{\prime}\right)}\left(U_{n}, V_{n}\right) \tag{3.2}
\end{equation*}
$$

where $\epsilon_{2}\left(p^{\prime}\right)$ is a quantity with value at most $\frac{3 \cdot 2^{n} \cdot p^{\prime 2}-p^{\prime 3}}{\left(2^{n}-p^{\prime}\right)^{3}}$.
The proof is similar to that provided by [62] for Eqn. (3.1):
Proof. Consider a set $S^{\prime}$ of size $2^{n}-p^{\prime}$, and three random variables $P, Q, R \underset{\text { wor }}{\stackrel{\$}{8}}$ $S^{\prime}$. Fix $\lambda_{1}, \lambda_{2} \in \mathbb{F}_{2^{n}}$. For $i \in\{1,2,3\}$, let

$$
A_{i}=\left\{\left(a_{1}, a_{2}, a_{3}\right) \mid a_{1} \oplus a_{2}=\lambda_{1}, a_{2} \oplus a_{3}=\lambda_{2}, a_{i} \notin S^{\prime}\right\}
$$

so that $\left|A_{i}\right| \leq p^{\prime}$. Thus,

$$
\begin{aligned}
\left\{(p, q, r) \in S^{\prime(3)} \mid\right. & \left.p \oplus q=\lambda_{1}, q \oplus r=\lambda_{2}\right\}= \\
& \left\{\left(p, p \oplus \lambda_{1}, p \oplus \lambda_{1} \oplus \lambda_{2}\right) \mid p \in\{0,1\}^{n}\right\} \backslash\left(A_{1} \cup A_{2} \cup A_{3}\right),
\end{aligned}
$$

which is a set of size no less than $2^{n}-3 p^{\prime}$. Hence,

$$
\begin{aligned}
\operatorname{Pr}\left[\begin{array}{c}
p \oplus Q=\lambda_{1} \\
Q \oplus R=\lambda_{2}
\end{array}\right] & =\frac{2^{n}-\left|A_{1} \cup A_{2} \cup A_{3}\right|}{\left(2^{n}-p^{\prime}\right)\left(2^{n}-p^{\prime}-1\right)\left(2^{n}-p^{\prime}-2\right)} \\
& \geq \frac{2^{n}-3 p^{\prime}}{\left(2^{n}-p^{\prime}\right)\left(2^{n}-p^{\prime}\right)\left(2^{n}-p^{\prime}\right)} \\
& =\frac{1}{2^{2 n}}\left(1-\frac{3 \cdot 2^{n} \cdot p^{\prime 2}-p^{\prime 3}}{\left(2^{n}-p^{\prime}\right)^{3}}\right) .
\end{aligned}
$$

## Results on Mirror Theory

Eqn.s (3.1) and (3.2) can be easily extended for systems of equations as follows-

Corollary 1. Let $S^{\prime} \subseteq\{0,1\}^{n}$ be a subset of size $\left(2^{n}-p^{\prime}\right)$ and

$$
\left(X_{1}, X_{2}, \ldots, X_{t}, Y_{1}, Y_{2}, \ldots, Y_{t}, Z_{1}, Z_{2}, \ldots Z_{t}\right) \underset{\text { wor }}{\stackrel{\$}{4}} S^{\prime}
$$

be a WOR sample of size $3 t$ drawn from $S^{\prime(3)}$. Then for constants $\lambda_{1}, \lambda_{2}, \ldots, \lambda_{2 t}$ in $\{0,1\}^{n}$,

$$
\begin{equation*}
\operatorname{Pr}\left[\left(X_{1} \oplus Y_{1}=\lambda_{1}\right) \wedge\left(X_{2} \oplus Y_{2}=\lambda_{2}\right) \wedge \ldots \wedge\left(X_{t} \oplus Y_{t}=\lambda_{t}\right)\right] \geq \frac{1}{2^{n}}\left(1-\frac{t \cdot p^{\prime 2}}{\left(2^{n}-p^{\prime}\right)^{2}}\right), \tag{3.3}
\end{equation*}
$$

by Eqn. (3.1), and

$$
\begin{equation*}
\operatorname{Pr}\left[\binom{X_{1} \oplus Y_{1}=\lambda_{1}}{Z_{1} \oplus Y_{1}=\lambda_{2}} \wedge\binom{X_{2} \oplus Y_{2}=\lambda_{3 \prime}}{Z_{2} \oplus Y_{2}=\lambda_{4}} \wedge \ldots \wedge\binom{X_{t} \oplus Y_{t}=\lambda_{2 t-1}}{Z_{t} \oplus Y_{t}=\lambda_{2 t}}\right] \geq \frac{1}{2^{2 n t}}\left(1-\frac{3 t \cdot 2^{n} \cdot p^{\prime 2}}{\left(2^{n}-p^{\prime}\right)^{3}}\right), \tag{3.4}
\end{equation*}
$$

by Eqn. (3.2) of Lemma 8.
Proof. Observe that by Eqn. (3.1),

$$
\begin{aligned}
& \operatorname{Pr}\left[\left(X_{1} \oplus Y_{1}=\lambda_{1}\right) \wedge\left(X_{2} \oplus Y_{2}=\lambda_{2}\right) \wedge \ldots \wedge\left(X_{t} \oplus Y_{t}=\lambda_{t}\right)\right] \\
= & \operatorname{Pr}\left[X_{1} \oplus Y_{1}=\lambda_{1} \left\lvert\, \begin{array}{c}
X_{1}, Y_{1} \in S^{\prime} \\
\text { are distinct }
\end{array}\right.\right] \times \cdots \times \operatorname{Pr}\left[\begin{array}{c}
\left.X_{t} \oplus Y_{t}=\lambda_{t} \left\lvert\, \begin{array}{c}
X_{t}, Y_{t} \in S^{\prime} \\
\backslash\left\{X_{1}, \ldots, X_{t-1}, Y_{1}, \ldots, Y_{t-1}\right\} \\
\text { are distinct }
\end{array}\right.\right] \\
\geq
\end{array} \frac{1}{2^{n}}\left(1-\epsilon_{1}\left(p^{\prime}\right)\right) \times \frac{1}{2^{n}}\left(1-\epsilon_{1}\left(p^{\prime}-2\right)\right) \cdots \times \frac{1}{2^{n}}\left(1-\epsilon_{1}\left(p^{\prime}-(2 t-2)\right)\right)\right. \\
\geq & \prod_{i=1}^{t} \frac{1}{2^{n}}\left(1-\epsilon_{1}\left(p^{\prime}\right)\right) \geq \frac{1}{2^{n t}} \sum_{i=1}^{t} \frac{1}{2^{n}}\left(1-\epsilon_{1}\left(p^{\prime}\right)\right) \geq \frac{1}{2^{n t}}\left(1-\frac{t p^{\prime 2}}{\left(2^{n}-p^{\prime}\right)^{2}}\right) .
\end{aligned}
$$

Similarly, by Eqn. (3.2),

$$
\operatorname{Pr}\left[\binom{X_{1} \oplus Y_{1}=\lambda_{1,}}{Z_{1} \oplus Y_{1}=\lambda_{2}} \wedge\binom{X_{2} \oplus Y_{2}=\lambda_{3,}}{Z_{2} \oplus Y_{2}=\lambda_{4}} \wedge \ldots \wedge\binom{X_{t} \oplus Y_{t}=\lambda_{2 t-1,}}{Z_{t} \oplus Y_{t}=\lambda_{2 t}}\right]
$$

$$
\begin{aligned}
& =\operatorname{Pr}\left[\begin{array}{cc}
X_{1} \oplus Y_{1}=\lambda_{1}, & \begin{array}{c}
X_{1}, Y_{1}, Z_{1} \in S^{\prime} \\
Z_{1} \oplus Y_{1}=\lambda_{2}
\end{array} \\
\text { are distinct }
\end{array}\right] \\
& \times \operatorname{Pr}\left[\begin{array}{c}
X_{2} \oplus Y_{2}=\lambda_{3}, \\
Z_{2} \oplus Y_{2}=\lambda_{4}
\end{array}\right. \\
& \vdots \\
& \left.\begin{array}{c}
X_{2}, Y_{2}, Z_{2} \in S^{\prime} \backslash\left\{X_{1}, Y_{1}, Z_{1}\right\} \\
\text { are distinct }
\end{array}\right] \\
& \times \operatorname{Pr}\left[\begin{array}{c}
X_{t} \oplus Y_{t}=\lambda_{2 t-1}, \\
Z_{t} \oplus Y_{t}=\lambda_{2 t}
\end{array}\right. \\
& \left.\geq \frac{X_{t}, Y_{t}, Z_{t} \in S^{\prime} \backslash\left\{X_{1}, \ldots, X_{t-1}, Y_{1}, \ldots, Y_{t-1}, Z_{1}, \ldots, Z_{t-1}\right\}}{\text { are distinct }}\right] \\
& \geq \frac{1}{2^{2 n}}\left(1-\epsilon_{2}\left(p^{\prime}\right)\right) \times \frac{1}{2^{2 n}}\left(1-\epsilon_{2}\left(p^{\prime}-3\right)\right) \cdots \times \frac{1}{2^{2 n}}\left(1-\epsilon_{2}\left(p^{\prime}-3(t-1)\right)\right) \\
& \geq \prod_{i=1}^{t} \frac{1}{2^{2 n}}\left(1-\epsilon_{2}\left(p^{\prime}\right)\right) \geq \frac{1}{2^{2 n t}}\left(1-\sum_{i=1}^{t} \epsilon_{2}\left(p^{\prime}\right)\right) \geq \frac{1}{2^{2 n t}}\left(1-\frac{3 t \cdot 2^{n} \cdot p^{\prime 2}}{\left(2^{n}-p^{\prime}\right)^{3}}\right) .
\end{aligned}
$$

The following bound on probability of a valid solution for a combination of a system of equations and a system of non-equations can also be obtained from Eqn.s (3.1) and (3.2)-
Corollary 2. Let $\mathcal{G}_{\text {eq,neq }}=\left(\mathrm{V}, \mathrm{E}_{\mathrm{eq}} \sqcup \mathrm{E}_{\mathrm{neq}}, \mathcal{L}\right)$ be an equations-and-non-equationsinducing graph such that the subgraph $\mathcal{G}_{\text {eq }}$ only has components of size 2 or 3 . If $\left|\mathrm{V} \backslash \mathrm{V}_{\mathrm{eq}}\right|=q_{v}$ and $\lambda_{i}\left(i \in\left[q_{m}\right]\right)$ are edge-labels of the edges in $E_{\mathrm{eq}}$ in the same order as the components, then the probability of the induced systems of equations and non-equations attaining any solution from a set $S^{\prime} \subseteq\{0,1\}^{n}$ of size $\left(2^{n}-p^{\prime}\right)$ for all the variables represented only by the vertices in $\mathrm{V}_{\mathrm{eq}}$ is bounded by-

$$
\begin{equation*}
\frac{1}{2^{n q_{m}}}\left(1-\frac{1200 q_{m}^{3}+312\left(p^{\prime}+3 q_{v}\right) q_{m}^{2}+2\left(p^{\prime}+3 q_{v}\right)^{2} q_{m}}{2^{2 n}}\right)\left(1-\frac{q_{v}}{2^{n}}\right) \tag{3.5}
\end{equation*}
$$

Proof. Suppose $G^{=}$has exactly $q_{m}-t$ components with-

1. $t$ components $\left(X_{i}, Y_{i}, Z_{i}\right)_{i=1}^{t}$ of size 3 and
2. $q_{m}-2 t$ components $\left(X_{i}, Y_{i}\right)_{i=t+1}^{q_{m}-2 t}$ of size 2 .
. Let $w_{i, j}$ be the number of edges in $\mathrm{E}_{\text {neq }}$ that connect one vertex of the $i^{\text {th }}$ component of $G^{=}$to one vertex of its $j^{\text {th }}$ component. Also let $w(v)$ be the number of edges in $E_{\text {neq }}$ from some vertex in $V \backslash V_{\text {eq }}$ incident on a vertex $v \in \mathrm{~V}_{\text {eq }}$. The number of solutions for all the variables represented by vertices in $V_{\text {eq }}$ can then be computed as-

$$
\begin{aligned}
& \operatorname{Pr}\left[\binom{X_{1} \oplus Y_{1}=\lambda_{1},}{Z_{1} \oplus Y_{1}=\lambda_{2}},\binom{X_{1} \oplus Y_{1}=\lambda_{2},}{Z_{1} \oplus Y_{1}=\lambda_{4}}, \ldots,\binom{X_{t} \oplus Y_{t}=\lambda_{2 t-1},}{Z_{t} \oplus Y_{t}=\lambda_{2 t}}, \quad\left(\begin{array}{cc}
\left(X_{t+1} \oplus Y_{t+1}=\lambda_{2 t+1}\right),\left(X_{t+2} \oplus Y_{t+2}=\lambda_{t+2}\right), \\
\ldots,\left(X_{q m-2 t} \oplus Y_{q m}-2 t=\lambda_{q m}\right)
\end{array}\right]\right. \\
& \quad=\operatorname{Pr}\left[\begin{array}{ll}
X_{1} \oplus Y_{1}=\lambda_{1}, & X_{1}, Y_{1}, Z_{1} \in S^{\prime} \\
Z_{1} \oplus Y_{1}=\lambda_{2}, & \text { are distinct }
\end{array}\right] \\
& \quad \times \operatorname{Pr}\left[\begin{array}{ll}
X_{2} \oplus Y_{2}=\lambda_{3}, & X_{2}, Y_{2}, Z_{2} \in S^{\prime} \backslash\left\{X_{1}, Y_{1}, Z_{1}\right\} \\
Z_{2} \oplus Y_{2}=\lambda_{4} & \text { are distinct }
\end{array}\right]
\end{aligned}
$$

$$
\begin{aligned}
& \times \operatorname{Pr}\left[\begin{array}{c|c}
X_{t} \oplus Y_{t}=\lambda_{2 t-1}, & X_{t}, Y_{t}, Z_{t} \in S^{\prime} \backslash\left\{\begin{array}{c}
\left.X_{1}, \ldots, X_{t-1}, Y_{1}, \ldots, Y_{t-1}, Z_{1}, \ldots, Z_{t-1}\right\} \\
Z_{t} \oplus Y_{t}=\lambda_{2 t_{1}}
\end{array}\right. \\
\text { are distinct }
\end{array}\right] \\
& \times \operatorname{Pr}\left[\begin{array}{l|l}
X_{t+1} \oplus Y_{t+1}=\lambda_{2 t+1} & \begin{array}{c}
X_{t+1}, Y_{t+1} \in S^{\prime} \\
\\
\\
\left\{X_{1}, \ldots, X_{t}, Y_{1}, \ldots, Y_{t}, Z_{1}, \ldots, Z_{t}\right\} \\
\text { are distinct }
\end{array}
\end{array}\right] \\
& \times \operatorname{Pr}\left[\begin{array}{c|c}
X_{q_{m}-t} \oplus Y_{q_{m}-t}=\lambda_{q_{m}} & \backslash\left\{X_{\left.1, \ldots, X_{q_{m}-t}, Y_{1}, \ldots, Y_{q_{m}-t}, Z_{1}, \ldots, Z_{q_{m}-t}\right\}}\right. \\
\text { are distinct }
\end{array}\right] .
\end{aligned}
$$

The vertices in $\mathcal{G}_{\text {eq,neq }}$ representing $X_{1}, Y_{1}$ and $Z_{1}$ can be chosen after removing one value from $S^{\prime}$ for each non-equation edge joining one of these vertices to some other vertex of $\mathcal{G}_{\text {eq, neq }}$. Thus, the choice for their values must be made from a set of size $p^{\prime}+w\left(X_{1}\right)+w\left(Y_{1}\right)+w\left(Z_{1}\right)$. Next, $X_{2}$, $Y_{2}$ and $Z_{2}$ can be chosen only after all the previously assigned values, all values conflicting with any non-equation edges connecting $X_{2}, Y_{2}$ and $Z_{2}$ to some vertex in $\mathrm{V} \backslash \mathrm{V}_{\text {eq }}$ and all values conflicting with any non-equation edges joining some vertex of the first component (i.e. $X_{1}, Y_{1}$ or $Z_{1}$ ) with the second component (i.e. $X_{2}, Y_{2}$ or $Z_{2}$ ) are removed from the set $S^{\prime}$. This leaves a set of size no less than $p^{\prime}+3+w\left(X_{2}\right)+w\left(Y_{2}\right)+w\left(Z_{2}\right)+w_{1,2}$. Similar calculations for the remaining components give the following lower bound for $\operatorname{Pr}\left[\binom{X_{1} \oplus Y_{1}=\lambda_{1}, Z_{1} \oplus Y_{1}=\lambda_{2}, \ldots}{X_{t} \oplus Y_{t}=\lambda_{2 t-1}, Z_{t} \oplus Y_{t}=\lambda_{2 t}},\left(\begin{array}{l}X_{t+1} \oplus Y_{t+1}=\lambda_{2 t+1}, \ldots, \\ X_{q m}-2 t\end{array} Y_{q_{m}-2 t}=\lambda_{q_{m}}\right)\right]:$

$$
\begin{aligned}
& \frac{1}{2^{2 n}}\left(1-\varepsilon_{2}\left(p^{\prime}+w\left(X_{1}\right)+w\left(Y_{1}\right)+w\left(Z_{1}\right)\right)\right) \\
& \times \frac{1}{2^{2 n}}\left(1-\varepsilon_{2}\left(p^{\prime}+3+w\left(X_{2}\right)+w\left(Y_{2}\right)+w\left(Z_{2}\right)+w_{1,2}\right)\right) \\
& \vdots \\
& \times \frac{1}{2^{2 n}}\left(1-\varepsilon_{2}\left(p^{\prime}+3(t-1)+w\left(X_{t}\right)+w\left(Y_{t}\right)+w\left(Z_{t}\right)+\sum_{j=1}^{t-1} w_{j, t}\right)\right) \\
& \times \frac{1}{2^{n}}\left(1-\varepsilon_{1}\left(p^{\prime}+3 t+w\left(X_{t+1}\right)+w\left(Y_{t+1}\right)+\sum_{j=1}^{t} w_{j, t+1}\right)\right) \\
& \vdots \times \frac{1}{2^{n}}\left(1-\varepsilon_{1}\left(p^{\prime}+3 t+2\left(q_{m}-t-1\right)+w\left(X_{q_{m}-t}\right)+w\left(Y_{q_{m}-t}\right)+\sum_{j=1}^{q_{m}-t-1} w_{j, q_{m}-t}\right)\right)
\end{aligned}
$$

$$
\begin{aligned}
& \geq \frac{1}{2^{2 n}}\left(1-\frac{24\left(p^{\prime}+3 q_{v}\right)^{2}}{2^{2 n}}\right) \\
& \times \frac{1}{2^{2 n}}\left(1-\frac{24\left(p^{\prime}+3+3 q_{v}+9\right)^{2}}{2^{2 n}}\right) \\
& \vdots \\
& \times \frac{1}{2^{2 n}}\left(1-\frac{24\left(p^{\prime}+3(t-1)+3 q_{v}+9(t-1)\right)^{2}}{2^{2 n}}\right) \\
& \times \frac{1}{2^{n}}\left(1-\frac{4\left(p^{\prime}+3 t+2 q_{v}+6 t\right)^{2}}{2^{2 n}}\right) \\
& \vdots \\
& \times \frac{1}{2^{n}}\left(1-\frac{4\left(p^{\prime}+3 t+2\left(q_{m}-t-1\right)+2 q_{v}+6 t+4\left(q_{m}-t-1\right)\right)^{2}}{2^{2 n}}\right) \\
& \geq \frac{1}{2^{2 n t}}\left(1-\frac{24}{2^{2 n}} \sum_{i=0}^{t-1}\left(p^{\prime}+12 i+3 q_{v}\right)^{2}\right) \\
& \times \frac{1}{2^{n\left(q_{m}-2 t\right)}}\left(1-\frac{4}{2^{2 n}} \sum_{i=t}^{q_{m}-t}\left(p^{\prime}+7 t+6 i+2 q_{v}\right)^{2}\right) \\
& \geq \frac{1}{2^{2 n t}}\left(1-\frac{24}{2^{2 n}}\left(48 q_{m}^{3}+12\left(p^{\prime}+3 q_{v}\right) q_{m}^{2}+\left(p^{\prime}+3 q_{v}\right)^{2} q_{m}\right)\right) \\
& \times \frac{1}{2^{n\left(q_{m}-2 t\right)}}\left(1-\frac{4}{2^{2 n}}\left(12 q_{m}^{3}+6\left(p^{\prime}+2 q_{v}\right) q_{m}^{2}+\left(p^{\prime}+2 q_{v}\right)^{2} q_{m}\right)\right), \text { since } t \leq q_{m} .
\end{aligned}
$$

Next, observe that the only vertices in $V$ that remain after this computation are those connected by edges in $E_{\text {neq }}$. The number of valid solutions for these vertices is minimum when they form a single component. Since there can be at most $2 q_{v}^{\prime} \leq 2 q_{v}$ vertices in $\mathrm{V} \backslash \mathrm{V}_{\text {eq }}$, the lower bound for the probability of any combination of values represented by these $2 q_{v}^{\prime}$ vertices is:

$$
\begin{gathered}
\operatorname{Pr}\left[\left(X_{1}^{\prime} \oplus X_{2}^{\prime} \neq \lambda_{1}^{\prime}\right) \wedge\left(X_{2}^{\prime} \oplus X_{3}^{\prime} \neq \lambda_{2}^{\prime}\right) \wedge\right. \\
\left.\ldots \wedge\left(X_{2 q_{v}^{\prime}-1}^{\prime} \oplus X_{2 q_{v}^{\prime}}^{\prime} \neq \lambda_{2 q_{v}^{\prime}-1}^{\prime}\right)\right] \\
=1-\operatorname{Pr}\left[\left(X_{1}^{\prime} \oplus X_{2}^{\prime}=\lambda_{1}^{\prime}\right) \vee\left(X_{2}^{\prime} \oplus X_{3}^{\prime}=\lambda_{2}^{\prime}\right) \vee\right. \\
\ldots \\
\geq 1-\left(\operatorname{Pr}\left[X_{1}^{\prime} \oplus X_{2}^{\prime}=\lambda_{1}^{\prime}\right]+\operatorname{Pr}\left[X_{2}^{\prime} \oplus X_{3}^{\prime}=\lambda_{2}^{\prime}\right]+\right. \\
\left.\ldots+\operatorname{Pr}\left[X_{2 q_{v}^{\prime}-1}^{\prime} \oplus X_{2 q_{v}^{\prime}}^{\prime}=\lambda_{2 q_{v}^{\prime}-1}^{\prime}\right]\right) \\
\geq 1-\sum_{a=1}^{\prime} \frac{2 q_{v}^{\prime}-1}{2^{n}}\left(1-\frac{p^{\prime 2}}{\left(2^{n}-p^{\prime}\right)^{2}}\right) \\
\quad=1-\frac{\left(2 q_{v}^{\prime}-1\right)\left(2^{n}-2 p^{\prime}\right)}{\left(2^{n}-p^{\prime}\right)^{2}} \\
\geq 1-\frac{q_{v}^{\prime}}{2^{n}}, \text { since } 2 p^{\prime} \leq 2^{n} / 2 .
\end{gathered}
$$

Since $q_{v}^{\prime} \leq q_{v}$, any solution to the combined systems of equations and non-equations must therefore have a probability of at least-

$$
\frac{1}{2^{n q_{m}}}\left(1-\frac{1200 q_{m}^{3}+312\left(p^{\prime}+3 q_{v}\right) q_{m}^{2}+2\left(p^{\prime}+3 q_{v}\right)^{2} q_{m}}{2^{2 n}}\right)\left(1-\frac{q_{v}}{2^{n}}\right)
$$

### 3.3. Related Work

We describe some constructions relevant for our proposals. We have also identified an issue in the cryptanalysis of SoKAC proposed in CRYPTO19 [53].
Tweakable Even-Mansour: Even and Mansour pioneered the design and analysis of random permutation-based blockciphers [76]. Let $\pi$ be an ideal $n$-bit (public) permutation and $K_{1}, K_{2} \in\{0,1\}^{n}$ be the secret keys. The Even-Mansour construction is defined as follows:

$$
\mathrm{EM}_{K_{1}, K_{2}}[\pi](x):=\pi\left(x \oplus K_{1}\right) \oplus K_{2}, \forall x \in\{0,1\}^{n}
$$

When $K_{1}=K_{2}$, we simply write $\mathrm{EM}_{K_{1}}[\pi]$. In order to incorporate a tweak $t$ in the Even-Mansour construction, Cogliati et al. replace the round keys by some functions $f_{i}\left(K_{i}, t\right)$ and called it Tweakable Even-Mansour (TEM) construction. This is exactly the spirit of the TWEAKEY framework introduced by Jean et al. [91]. In this chapter, we consider the following simple instantiation of TEM.

$$
\operatorname{TEM}_{K}[\pi](x, t):=\pi\left(x \oplus\left(2^{t} \cdot K\right)\right) \oplus\left(2^{t} \cdot K\right), \forall x, t \in\{0,1\}^{n} .
$$

Here, 2 denotes a primitive element in the binary field $\{0,1\}^{n}$. Other similar known approaches can be found in [96, 126, 54, 102] etc.
Davis-Meyer: For a permutation $\pi$ (public or keyed), Davis Meyer construction is defined as $\mathrm{DM}[\pi](x):=\pi(x) \oplus x$. This method has been popularly adopted to design both hash and PRF from an ideal permutation or cipher. When the permutation $\pi$ is a blockcipher $e_{K}$, we write $\mathrm{DM}_{K}[e](x):=e_{K}(x) \oplus x$.

### 3.4. PDMMAC and PDM*MAC Constructions

### 3.4.1. Specification and Security of PDMMAC

Specification of PDMMAC: Let $K \stackrel{\$}{\leftarrow}_{\leftarrow}\{0,1\}^{n}$ and $\pi \stackrel{\$}{*}^{\$} \operatorname{Perm}(n)$. The PRF that we propose in this chapter is a construction that takes a message $M \in\{0,1\}^{n}$ as an input and return $n$-bit tag $T:=\operatorname{PDMMAC}_{K}^{\pi}(M)$. The construction PDMMAC is defined as

$$
\begin{equation*}
T=\pi^{-1}(\pi(K \oplus M) \oplus 3 K \oplus M) \oplus 2 K \tag{3.6}
\end{equation*}
$$

Design Rationale: Our design PDMMAC is motivated by DDM. Let

$$
\operatorname{TEM}_{K}(t, M)=\pi\left(M \oplus 2^{t} \cdot K\right) \oplus 2^{t} \cdot K
$$

be a specific instantiation of the tweakable Even-Mansour construction. The construction PDMMAC can be equivalently described as (see Fig.3.1)

$$
\begin{equation*}
T=\operatorname{TEM}_{K}^{-1}\left(1, \operatorname{TEM}_{K}(0, M) \oplus M\right) \tag{3.7}
\end{equation*}
$$

Security of PDMMAC: We prove that PDMMAC for one instance of uniform $\pi$ and uniform key $K$ is secure up to attack complexity $\mathcal{O}\left(2^{2 n / 3}\right)$. We also propose an attack matching this bound.


Figure 3.1.: The construction PDMMAC

Theorem 6. Let $M \in \mathcal{M}$, and consider $P D M M A C_{K}^{\pi}$ based on one permutation $\pi \stackrel{\$}{\leftarrow} \operatorname{Perm}\left(\{0,1\}^{n}\right)$ and one key $K \stackrel{\$}{\leftarrow}\{0,1\}^{n}$. For any distinguisher $\mathcal{D}$ making at most $q$ construction queries at most $p$ primitive queries to $\pi^{ \pm}$, we have,

$$
\begin{aligned}
& \operatorname{Adv}_{P D M M A C}^{\mathrm{prf}}(\mathcal{D}) \leq \frac{q^{2}+2 q^{3}+3 p q^{2}+p^{2} q+8 q(p+q)^{2}}{2^{2 n}} \\
&+\frac{6+q+q \sqrt{3 n p}+\sqrt{6 n p q}+p \sqrt{3 n q}}{2^{n}}
\end{aligned}
$$

The proof for this theorem can be found in Sect. 3.5. Note that the dominating term of advantage is $\sqrt{\frac{3 n\left(p q^{2}+q p^{2}\right)}{2^{2 n}}}$. So the construction is secure as long as $p, q \ll \frac{2^{2 n / 3}}{n^{1 / 3}}$.
A Matching Attack with $\mathcal{O}\left(2^{2 n / 3}\right)$ Queries: We have a matching attack (up to the logarithmic factor). The attack is similar to that of PDM*MAC, and henceforth omitted. We include the attack for PDM*MAC instead of PDMMAC as it is more robust.

### 3.4.2. Specification and Security of PDM* MAC

Specification of PDM*MAC: The previous construction does not allow arbitrary-length messages. We now propose a construction similar to DWCDM, which uses a single ideal permutation $\pi \stackrel{\$}{\leftarrow} \operatorname{Perm}(n)$ and an $n$-bit key $K$. To process a message $M \in\{0,1\}^{*}$, a hash function $\mathcal{H}$ with a key $K_{h}$ sampled independently of $K$ is required, which is almost xoruniversal, regular and 3-way regular. The construction PDM*MAC for an $n$-bit nonce $N$ and a message $M \in\{0,1\}^{*}$, with $\mathcal{B}=\{0,1\}^{n}$ computes $T=\mathrm{PDM}^{*} \mathrm{MAC}_{K, K_{h}}^{\pi}(N, M)$ as follows:

$$
\begin{equation*}
T=\pi^{-1}\left(\pi(K \oplus N) \oplus 3 K \oplus N \oplus \mathcal{H}_{K_{h}}(M)\right) \oplus 2 K \tag{3.8}
\end{equation*}
$$

Instance of $\mathcal{H}$ : PolyHash [108] is an example of a keyed hash which is $\frac{\ell}{2^{n}}$ regular, AXU and 3-way regular, where $\ell$ is the maximum number of $n$-bit blocks. The hash first uses an injective $10^{*}$ (one followed by zeros) padding to pad an input $M \in\{0,1\}^{*}$ to multiple of $n$-bits. Precisely, $M \| 10^{j}=$ $M_{1}\left\|M_{2}\right\| \ldots \| M_{\ell}$ where $j=n-|M| \bmod n-1$. The hash value is generated as

$$
\operatorname{Poly}_{\mathcal{H}}(M)=M_{\ell} \cdot K_{h} \oplus M_{\ell-1} \cdot K_{h}^{2} \oplus \cdots \oplus M_{1} \cdot K_{h}^{\ell}
$$

Design Rationale: This construction is motivated by DWCDM. Like PDMMAC, the nonce and the hash of the message are XOR-ed between two permutation calls. Similar designs have been adapted for DWCDM from DDM. The construction PDM*MAC can be equivalently described as (see Fig.3.2)-

$$
\begin{equation*}
T=\operatorname{TEM}_{K}^{-1}\left(1, \operatorname{TEM}_{K}(0, N) \oplus N \oplus \mathcal{H}_{K_{h}}(M)\right) \tag{3.9}
\end{equation*}
$$



Figure 3.2.: The construction PDM*MAC

Security of PDM*MAC: We prove the security of PDM*MAC up to an attack complexity of $\mathcal{O}\left(2^{2 n / 3}\right)$ for one instance of uniform $\pi$ and uniform key K. We also propose an attack matching this bound in Fig. 3.3.
Analysis of the attack: Observe that since $I_{K}:=\left\{(i, a) \mid N_{i} \oplus \tilde{u}_{a}=K\right\}$ has size $\mathcal{O}\left(2^{n / 3}\right)$ for each value $K \in \mathcal{K}$, and for the values $q=p_{1}=p_{2}=2 \cdot 2^{2 n / 3}$, the set $\mathrm{Ext}_{K}$ has size $\mathcal{O}(1)$ with high probability. Furthermore, if $K^{\star}$ denotes the true key of the construction, then $\operatorname{Pr}\left[K^{\star} \in \hat{\mathcal{K}}\right]=\operatorname{Pr}\left[\left|\operatorname{Ext}_{K^{\star}}\right| \geq 2\right] \geq \frac{1}{4}$, and thus, the expected size, $\mathrm{E}[|\hat{\mathcal{K}}|]$, of the guess-key set $\hat{\mathcal{K}}$ is $\mathcal{O}(1)$.
Theorem 7. Let $n \in \mathcal{N}$, and consider $P D M^{*} M A C_{K, K_{h}}^{\pi}$ based on one permutation $\pi \stackrel{\$}{\leftarrow} \operatorname{Perm}\left(\{0,1\}^{n}\right)$, one key $K \stackrel{\$}{\leftarrow}\{0,1\}^{n}$ and one hash key $K_{h} \stackrel{\$}{\leftarrow}\{0,1\}^{n}$. For any distinguisher $\mathcal{D}$ making at most $q_{m}$ construction queries, at most $p$ primitive

## A Matching Attack on PDM* MAC with $\mathcal{O}\left(2^{2 n / 3}\right)$ Queries

1: Make queries $\left(N_{1}, M\right), \ldots,\left(N_{q}, M\right)$ with $q=2 \cdot 2^{2 n / 3}$ to authentication oracle $\mathbf{O}\left(\right.$ say $N_{i}=\langle i\rangle_{2 n / 3} \| 0^{n / 3}$ for $i<2^{2 n / 3}$, $N_{i}=\left\langle i-2^{2 n / 3}+1\right\rangle_{2 n / 3}\|1\| 0^{n / 3-1}$ for $\left.2^{2 n / 3} \leq i<2 \cdot 2^{2 n / 3}\right) ;$ receive responses $T_{i}=\mathbf{O}\left(M_{i}\right), i \in[q]$.
2: Make $\tilde{u}_{1}, \ldots, \tilde{u}_{p_{1}}$ forward queries to the primitive $\pi$ with $p_{1}=2 \cdot 2^{2 n / 3}$ $\left(\right.$ say $\tilde{u}_{a}=0^{n / 3} \|\langle a\rangle_{2 n / 3}$ for $a<2^{2 n / 3}, \tilde{u}_{a}=0^{n / 3-1}\|1\|\left\langle a-2^{2 n / 3}+1\right\rangle_{2 n / 3}$ for $\left.2^{2 n / 3} \leq a<2 \cdot 2^{2 n / 3}\right) ;$ receive responses $\tilde{v}_{a}=\pi\left(\tilde{u}_{a}\right), a \in\left[p_{1}\right]$.
3: Make $\tilde{y}_{1}, \ldots, \tilde{y}_{p_{2}} \underset{\text { wor }}{\$}\{0,1\}^{n}$ backward queries to the primitive $\pi$ with $p_{2}=2 \cdot 2^{2 n / 3} ;$ receive responses $\tilde{x}_{b}, b \in\left[p_{2}\right]$.
4: Set $\operatorname{Ext}_{K}:=\left\{(i, a, b) \in[q] \times\left[p_{1}\right] \times\left[p_{2}\right]:\right.$ $\left.\left(N_{i} \oplus \tilde{u}_{a}=K\right) \wedge\left(T_{i} \oplus \tilde{x}_{b}=2 K\right)\right\}$ and set $\hat{\mathcal{K}}=\phi$.
5: For all $K \in \mathcal{K}$ with $\left|\mathrm{Ext}_{K}\right| \geq 2$, carry out the following check :
For all pairs of tuples $(i, a, b) \neq\left(i^{\prime}, a^{\prime}, b^{\prime}\right)$ in $\operatorname{Ext}_{K}$, if $\left(N_{i} \oplus \tilde{v}_{a} \oplus \tilde{y}_{b} \oplus N_{i^{\prime}} \oplus \tilde{v}_{a^{\prime}} \oplus \tilde{y}_{b^{\prime}}=0\right)$, then add $K$ to $\hat{\mathcal{K}}$.

Figure 3.3.: Interaction of the adversary with $(\mathbf{O}, \pi)$, where $\mathbf{O}$ is either the random oracle or the real construction oracle $\mathrm{PDM}^{*} \mathrm{MAC}_{K}^{\pi}$ and the primitive $\pi$.
queries to $\pi^{ \pm}$and at most $q_{v}$ queries to the verification oracle, we have

$$
\begin{aligned}
& \operatorname{Adv}_{P D M M^{*} M A C}^{\mathrm{MAC}}(\mathcal{D}) \leq q_{v} \epsilon+ \\
& \begin{array}{l}
\frac{q_{m}^{2}\left(1+1202 q_{m}+3 p+312\left(p+q_{m}+3 q_{v}\right)\right)+p^{2}\left(q_{m}+q_{v}\right)}{2^{2 n}}+ \\
\frac{2\left(p+q_{m}+3 q_{v}\right)^{2} q_{m}}{2^{2 n}}+ \\
\frac{6+2 q_{m}^{2} \epsilon+q_{m}+\sqrt{6 n p q_{m}}+q_{m} \sqrt{3 n p}}{2^{n}}+p \sqrt{3 n q_{m}}+3 q_{m}^{2} q_{v} \epsilon+q_{v}
\end{array}
\end{aligned}
$$

The proof for this theorem can be found in Sect. 3.6. If we assume $\epsilon \approx 2^{-n}$, the dominating term of advantage is $\sqrt{\frac{3 n\left(p q_{m}^{2}+q_{m} p^{2}\right)}{2^{2 n}}}$. So the construction is secure as long as $p, q \ll \frac{2^{2 n / 3}}{n^{1 / 3}}$.

### 3.4.3. Single Keyed Version of PDM*MAC: 1K-PDM*MAC

The PDM*MAC construction calls one permutation, one key $K$ associated with the permutation and one independent hash key $K_{h}$. We extend the specification of $\mathrm{PDM}^{*} \mathrm{MAC}$ to a single keyed version denoted by 1K-PDM*MAC. We use the technique of instantiating the hash key $K_{h}$ by $K_{h}=\pi(K)$. We also assume that $N \neq 0$ and $\mathcal{H}$ is Poly hash. However, this technique is similar to that used in DWCDM (where $K_{h}=E_{K}(0)$ ). We prove that 1K-PDM* MAC for one instance of uniform $\pi$ and uniform key $K$ is secure up to attack complexity $\mathcal{O}\left(2^{2 n / 3}\right)$.

Theorem 8. Let $n \in \mathcal{N}$, and consider $1 K-P D M^{*} M A C_{K}^{\pi}$ based on one permutation $\pi \stackrel{\$}{\leftarrow} \operatorname{Perm}\left(\{0,1\}^{n}\right)$, one key $K \stackrel{\$}{\leftarrow}\{0,1\}^{n}$. For any distinguisher $\mathcal{D}$ making at most $q_{m}$ construction queries, at most $p$ primitive queries to $\pi^{ \pm}$and at most $q_{v}$ queries to the verification oracle, we have

$$
\begin{aligned}
& \operatorname{Adv}_{1 K-P D M^{*} M A C}^{\mathrm{MAC}}(\mathcal{D}) \leq q_{v} \epsilon+ \\
& \quad \frac{q_{m}^{2}\left(1+1202 q_{m}+3 p+312\left(p+q_{m}+3 q_{v}\right)\right)+p^{2}\left(q_{m}+q_{v}\right)}{2^{2 n}}+ \\
& \frac{2\left(p+q_{m}+3 q_{v}\right)^{2} q_{m}}{2^{2 n}}+ \\
& \frac{6+q_{m}^{2} \epsilon\left(2+3 q_{v}\right)+3 q_{m}+2 p+\sqrt{6 n p q_{m}}+q_{m} \sqrt{3 n p}+p \sqrt{3 n q_{m}}+q_{v}}{2^{n}} .
\end{aligned}
$$

The proof for this theorem can be found in Sect. 3.7.

### 3.5. Proof of Theorem 6

We use Coefficient-H technique [75, 132] (described in Sect. 1.5.1) to prove the theorem. The details are given below.

## Game Description

We denote by $q$, the number of queries that $\mathcal{D}$ makes to one of the construction oracles $\operatorname{PDMMAC}_{K}^{\pi}$ or $\varphi$, the queries being summarized by the transcript $\tau_{q}=\left\{\left(M_{1}, T_{1}\right), \ldots,\left(M_{q}, T_{q}\right)\right\} . \mathcal{D}$ also makes $p$ queries to the primitive $\pi$, which are summarized by $\tau_{p}=\left\{\left(\tilde{u}_{1}, \tilde{v}_{1}\right), \ldots,\left(\tilde{u}_{p}, \tilde{v}_{p}\right)\right\}$. It may be assumed without loss of generality that both $\tau_{q}$ and $\tau_{p}$ have distinct elements.

After $\mathcal{D}$ has interacted with the oracles but before it has output its decision, the key $K$ is also revealed to it. In the real world, this is the key used in the construction, while in the ideal world, it is a dummy value drawn uniformly at random from $\{0,1\}^{n}$. The full transcript of the interaction is denoted by $\tau=\left(\tau_{q}, \tau_{p}, K\right)$. The set of all attainable transcripts is denoted by $\mathcal{T}$, and we
partition $\mathcal{T}$ as $\mathcal{T}_{\text {good }} \sqcup \mathcal{T}_{\text {bad }}$, as described shortly. We let $\mathrm{X}_{\text {re }}$ be the random variable that takes values $\tau \in \mathcal{T}$ when $\mathcal{D}$ interacts with the real world and $\mathrm{X}_{\text {id }}$ to be the random variable that takes values $\tau \in \mathcal{T}$ when $\mathcal{D}$ interacts with the ideal world.

## Transcript Equations Induced by the Distinguishing Game

This distinguishing game results in a system of equations obtained through the queries to the construction and primitive oracles. These are of the form-

## Construction equations:

Queries to primitive $\pi$ :

$$
\begin{aligned}
\pi\left(M_{1} \oplus K\right) \oplus \pi\left(T_{1} \oplus 2 K\right) & =3 K \oplus M_{1} & \pi\left(\tilde{u}_{1}\right) & =\tilde{v}_{1} \\
& \vdots & & \vdots \\
\pi\left(M_{q} \oplus K\right) \oplus \pi\left(T_{q} \oplus 2 K\right) & =3 K \oplus M_{q} & \pi\left(\tilde{u}_{p}\right) & =\tilde{v}_{p}
\end{aligned}
$$

Furthermore, these equations can be expressed graphically as described in the supplementary material.

### 3.5.1. Bad Events

A transcript $\tau=\left(\tau_{q}, \tau_{p}, K\right)$ is said to be in $\mathcal{T}_{\text {bad }}$ and is called a bad transcript if and only if at least one of the following is satisfied-

Collision amongst two construction queries-

- B1. There exist $i \neq j \in[q]$ such that $\left(T_{i} \oplus M_{j}=3 K\right) \wedge\left(T_{j} \oplus M_{i}=3 K\right)$.

Collision within one construction query-

- B2. There exists $i \in[q]$ such that $T_{i} \oplus M_{i}=3 K$.

Collision amongst three construction queries-

- B3. There exist $i, j, k \in[q]$ such that $T_{i} \oplus M_{j}=T_{j} \oplus M_{k}=3 K$.
- B4. There exist $i, j, k \in[q]$ such that $T_{i}=T_{j}=T_{k}$.
- B5. There exist $i, j, k \in[q]$ such that $T_{i}=T_{j}=M_{k} \oplus 3 K$.

Collision amongst two construction queries and one primitive query-

- B6. There exist $i \neq j \in[q], k \in[p]$ such that $\left(M_{i} \oplus T_{j}=3 K\right) \wedge$ $\left(2 K \oplus T_{i}=\tilde{u}_{k}\right)$.
- B7. There exist $i \neq j \in[q], k \in[p]$ such that $\left(M_{i} \oplus T_{j}=3 K\right) \wedge$ $\left(K \oplus M_{j}=\tilde{u}_{k}\right)$.
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Figure 3.4.: Collisions amongst construction equations and/or primitive queries figurative and graphical representations of the bad events.

Collision amongst one construction queries and two primitive queries-

- B8. There exist $i \in[q], j, k \in[p]$ such that $\left(K \oplus M_{i}=\tilde{u}_{k}\right) \wedge\left(2 K \oplus T_{i}=\tilde{u}_{j}\right)$.

Any transcript $\tau \in \mathcal{T}_{\text {good }}=\mathcal{T} \backslash \mathcal{T}_{\text {bad }}$ is said to be a good transcript. A figurative and graphical description of the bad events is given in Fig.3.4. In addition, a circled vertex in any graph describing a bad event denotes a collision with a primitive query.

## Probability of Bad Transcripts

$$
\text { Now, } \operatorname{Pr}\left[\tau \in \mathcal{T}_{\text {bad }}\right] \leq \sum_{i=1}^{8} \operatorname{Pr}[\mathrm{~B} i] \text {. }
$$

$\underline{\text { Probability of events } B_{1}, B_{2}, B_{4} \text { and } B_{5} \text {. Consider event } \mathrm{B}_{1} \text {. Since there }}$ are $q$ construction queries (with randomness only in $T_{i}$ and $T_{j}$, but not in $M_{i}$ and $\left.M_{j}\right), \operatorname{Pr}[\mathrm{B} 1] \leq \frac{q^{2}}{2^{2 n}}, \operatorname{Pr}[\mathrm{~B} 2] \leq \frac{q}{2^{n}}, \operatorname{Pr}[\mathrm{~B} 4] \leq \frac{q^{3}}{2^{2 n}}$ and $\operatorname{Pr}[\mathrm{B} 5] \leq \frac{q^{3}}{2^{2 n}}$.
Probability of event B3. Let $A_{3}$ be any constant value.
Define $\Omega_{3}=\left\{(j, i, k) \mid T_{j} \oplus M_{j}=T_{i} \oplus M_{k}\right\}$. Then-

$$
\begin{aligned}
\operatorname{Pr}[\mathrm{B} 3]= & \operatorname{Pr}\left[\left(T_{j} \oplus M_{j}=T_{i} \oplus M_{k}\right) \wedge\left(3 K=T_{j} \oplus M_{k}\right)\right] \\
\leq & \operatorname{Pr}\left[\left(3 K=T_{j} \oplus M_{k}\right) \wedge\left(\left|\Omega_{3}\right| \geq A_{3}\right)\right]+ \\
& \operatorname{Pr}\left[\left(3 K=T_{j} \oplus M_{k}\right) \wedge\left(\left|\Omega_{3}\right| \leq A_{3}\right)\right] \\
\leq & \operatorname{Pr}\left[\left|\Omega_{3}\right| \geq A_{3}\right] \cdot \frac{1}{2^{n}}+A_{3} \cdot \frac{1}{2^{n}} .
\end{aligned}
$$

If $A_{3}=\frac{p q^{2}}{2^{n}}+\sqrt{\frac{6 n p q}{2^{n}}}$, then by Lemma 23 of appendix B ,

$$
\operatorname{Pr}[\mathrm{B} 7] \leq \frac{p q^{2}}{2^{2 n}}+\frac{\sqrt{6 n p q}}{2^{n}}+\frac{2}{2^{n}}
$$

Probability of event B6. Since there are $q$ construction queries and $p$ queries to the primitive, $\operatorname{Pr}[\mathrm{B} 6] \leq \frac{p q^{2}}{2^{2 n}}$.
Probability of event $\mathrm{B}_{7}$. Let $A_{7}$ be any constant value.
Define $\Omega_{7}=\left\{(j, i, k) \mid T_{j} \oplus 3 M_{j}=M_{i} \oplus 3 \tilde{u}_{k}\right\}$. Then-

$$
\begin{aligned}
\operatorname{Pr}[\mathrm{B} 7]= & \operatorname{Pr}\left[\left(T_{j} \oplus 3 M_{j}=M_{i} \oplus 3 \tilde{u}_{k}\right) \wedge\left(3 K=T_{j} \oplus M_{i}\right)\right] \\
\leq & \operatorname{Pr}\left[\left(3 K=T_{j} \oplus M_{i}\right) \wedge\left(\left|\Omega_{7}\right| \geq A_{7}\right)\right]+ \\
& \operatorname{Pr}\left[\left(3 K=T_{j} \oplus M_{i}\right) \wedge\left(\left|\Omega_{7}\right| \leq A_{7}\right)\right] \\
\leq & \operatorname{Pr}\left[\left|\Omega_{7}\right| \geq A_{7}\right] \cdot \frac{1}{2^{n}}+A_{7} \cdot \frac{1}{2^{n}} .
\end{aligned}
$$

If $A_{7}=\frac{p q^{2}}{2^{n}}+q \sqrt{3 n p}$, then by Lemma 22 of appendix $B$,

$$
\operatorname{Pr}[\mathrm{B} 7] \leq \frac{p q^{2}}{2^{2 n}}+\frac{q \sqrt{3 n p}}{2^{n}}+\frac{2}{2^{n}}
$$

Probability of event B8. Let $A_{8}$ be any constant value.
Define $\Omega_{8}=\left\{(i, k, j) \mid 2 M_{i} \oplus T_{i}=2 \tilde{u}_{k} \oplus \tilde{u}_{j}\right\}$. Then-

$$
\begin{aligned}
\operatorname{Pr}[\mathrm{B} 8]= & \operatorname{Pr}\left[\left(2 M_{i} \oplus T_{i}=2 \tilde{u}_{k} \oplus \tilde{u}_{j}\right) \wedge\left(2 K=T_{i} \oplus \tilde{u}_{j}\right)\right] \\
\leq & \operatorname{Pr}\left[\left(2 K=T_{i} \oplus \tilde{u}_{j}\right) \wedge\left(\left|\Omega_{8}\right| \geq A_{8}\right)\right]+ \\
& \operatorname{Pr}\left[\left(2 K=T_{i} \oplus \tilde{u}_{j}\right) \wedge\left(\left|\Omega_{8}\right| \leq A_{8}\right)\right] \\
\leq & \operatorname{Pr}\left[\left|\Omega_{8}\right| \geq A_{8}\right] \cdot \frac{1}{2^{n}}+A_{8} \cdot \frac{1}{2^{n}} .
\end{aligned}
$$

If $A_{8}=\frac{p^{2} q}{2^{n}}+p \sqrt{3 n q}$, then by Lemma 22 of appendix $B$,

$$
\operatorname{Pr}[\mathrm{B} 8] \leq \frac{p^{2} q}{2^{2 n}}+\frac{p \sqrt{3 n q}}{2^{n}}+\frac{2}{2^{n}}
$$

Thus,
$\operatorname{Pr}\left[\tau \in \mathcal{T}_{\text {bad }}\right] \leq \frac{q^{2}+2 q^{3}+3 p q^{2}+p^{2} q}{2^{2 n}}+\frac{6+q+q \sqrt{3 n p}+\sqrt{6 n p q}+p \sqrt{3 n q}}{2^{n}}$.

### 3.5.2. Good Transcripts

Observe that any good transcript $\tau \in \mathcal{T}_{\text {good }}$ must necessarily be induced by a graph $\mathcal{G}_{\text {eq }}^{\tau}$, which satisfies the following conditions:

- There is no cycle in $\mathcal{G}_{\text {eq }}^{\tau}=\left(\mathrm{V}_{\mathrm{eq}}, \mathrm{E}_{\mathrm{eq}}, \mathcal{L}_{\mathrm{eq}}\right)$.
- There is no path $P$ in $\mathcal{G}_{\text {eq }}^{\tau}$ such that $\mathcal{L}_{\text {eq }}(P):=\sum_{e \in P} \mathcal{L}(e)=0$.

Also, it may perhaps contain some circled vertices (denoting collisions with some permutation queries). In fact, every component of $\mathcal{G}_{\text {eq }}^{\tau}$ has size at most 3, due to the restrictions of bad events B3, B4 and B5. Furthermore, no component of $\mathcal{G}_{\text {eq }}^{\tau}$ of size 3 has a circled vertex due to $B 6$ and $B 7$, and components of size 2 may have at most one circled vertex due to $B 8$. We first modify the good transcripts so as to make certain that none of the vertices of $\mathcal{G}_{\text {eq }}^{\tau}$ are circled, as follows:

- If there exists $i \in[q]$ and $k \in[p]$ such that $K \oplus M_{i}=\tilde{u}_{k}$, then remove $\left(M_{i}, T_{i}\right)$ from $\tau_{q}$ and add $\left(2 K \oplus T_{i}, 3 K \oplus M_{i} \oplus \tilde{v}_{k}\right)$ to $\tau_{p}$.
- If there exists $i \in[q]$ and $j \in[p]$ such that $2 K \oplus T_{i}=\tilde{u}_{j}$, then remove $\left(M_{i}, T_{i}\right)$ from $\tau_{q}$ and add $\left(K \oplus M_{i}, 3 K \oplus M_{i} \oplus \tilde{v}_{j}\right)$ to $\tau_{p}$.

Denote the new transcript of primitive queries by $F$, so that $|F|=p^{\prime}=p+s$ and $q^{\prime}=q-s$. Let $S^{\prime}=\{0,1\}^{n} \backslash\left\{\tilde{v}_{k} \mid\left(\tilde{u}_{k}, \tilde{v}_{k}\right) \in F\right\}$. Denoting $Q=T \oplus 2 K$ and $P=M \oplus K$, assume that for a modified good transcript $\tau$, there are $t_{1}$ construction equations of the form

$$
\begin{aligned}
& \pi\left(P_{1}\right) \oplus \pi(Q)=\lambda_{1} \\
& \pi\left(P_{2}\right) \oplus \pi(Q)=\lambda_{2}
\end{aligned}
$$

$t_{2}$ construction equations of the form

$$
\begin{aligned}
\pi(P) \oplus \pi\left(Q_{1}\right) & =\lambda_{1} \\
\pi\left(Q_{1}\right) \oplus \pi\left(Q_{2}\right) & =\lambda_{2}
\end{aligned}
$$

and $q^{\prime}-t_{1}-t_{2}$ construction equations of the form $\pi(P) \oplus \pi(Q)=\lambda$.
Let $p_{\text {re }}$ be the probability of a modified transcript $\tau$ satisfying the system of equations $\pi\left(M_{i} \oplus K\right) \oplus \pi\left(T_{i} \oplus 2 K\right)=3 K \oplus M_{i}, i \in\left[q^{\prime}\right]$.

## Good Transcript Analysis

The probabilities that $X_{\text {re }}$ and $X_{i d}$ attain a particular value $\tau$ can be computed as

$$
\begin{aligned}
& \operatorname{Pr}\left[\mathrm{X}_{\mathrm{id}}=\tau\right]=\frac{1}{2^{n q}} \cdot \frac{1}{\left(2^{n}\right)_{p}} \cdot \frac{1}{2^{n}} \text { and } \\
& \operatorname{Pr}\left[\mathrm{X}_{\mathrm{re}}=\tau\right]=p_{\mathrm{re}} \cdot \frac{1}{\left(2^{n}\right)_{p^{\prime}}} \cdot \frac{1}{2^{n}}
\end{aligned}
$$

where $p_{r e}$ can be computed using Eqn.s (3.1) and (3.2)) as follows.
Probability that construction equations are satisfied.
Cases I and II. $\left(\boldsymbol{\pi}\left(\mathbf{P}_{2 \mathbf{i}-\mathbf{1}}\right) \oplus \pi\left(\mathbf{Q}_{\mathbf{i}}\right)=\pi \lambda_{\mathbf{2 i}-\mathbf{1}}, \mathbf{B}\left(\mathbf{P}_{\mathbf{2} \mathbf{i}}\right) \oplus \boldsymbol{\pi}\left(\mathbf{Q}_{\mathbf{i}}\right)=\lambda_{\mathbf{2 i}}\right.$ or

By Eqn. (3.4),

$$
\begin{aligned}
& \operatorname{Pr}\left[\begin{array}{c}
\pi\left(P_{1}\right) \oplus \pi\left(Q_{1}\right)=\lambda_{1}, \pi\left(P_{2}\right) \oplus \pi\left(Q_{1}\right)=\lambda_{2}, \ldots \prime \\
\pi\left(P_{2 t_{1}+t_{2}}\right) \oplus \pi\left(Q_{\left.t_{1}+2 t_{2}-1\right)=\lambda_{2 t_{1}+2 t_{2}-1, \pi\left(Q_{t_{1}+2 t_{2}-1}\right) \oplus \pi\left(Q_{t_{1}+2 t_{2}}\right)=\lambda_{2 t_{1}+2 t_{2}}}}\right. \\
\geq \\
\\
\frac{1}{2^{2 n\left(t_{1}+t_{2}\right)}}\left(1-\frac{3 \cdot q^{\prime} \cdot 2^{n} \cdot p^{\prime 2}}{\left(2^{n}-p^{\prime}\right)^{3}}\right), \text { since } t_{1}+t_{2} \leq q^{\prime} .
\end{array}\right.
\end{aligned}
$$

Case III. $\left.\left(\boldsymbol{\pi}\left(\mathbf{P}_{2 \mathbf{t}_{1}+\mathbf{t}_{2}+1}\right) \oplus \pi \mathbf{Q}_{\mathbf{t}_{1}+2 \mathbf{t}_{2}+1}\right)=\lambda_{2 \mathbf{t}_{1}+\mathbf{2} \mathbf{t}_{2}+\mathbf{1}}\right)$.
By Eqn. (3.3),

$$
\begin{aligned}
& \operatorname{Pr}\left[\begin{array}{c}
\pi\left(P_{2 t_{1}+t_{2}+1}\right) \oplus \pi\left(Q_{t_{1}+2 t_{2}+1}\right)=\lambda_{2 t_{1}+2 t_{2}+1, \ldots,} \pi\left(P_{q^{\prime}-t_{2}}\right) \oplus \pi\left(Q_{q^{\prime}-t_{1}}\right)=\lambda_{q^{\prime}}
\end{array}\right] \\
\geq & \frac{1}{2^{n\left(q^{\prime}-2 t_{1}-2 t_{2}\right)}}\left(1-\frac{q^{\prime} \cdot p^{\prime 2}}{\left(2^{n}-p^{\prime}\right)^{2}}\right), \text { since } q^{\prime}-2 t_{1}-2 t_{2} \leq q^{\prime} .
\end{aligned}
$$

$$
\text { Thus, } \begin{aligned}
p_{\mathrm{re}} \geq & \frac{1}{2^{n q^{\prime}}}\left(1-\frac{3 \cdot q^{\prime} \cdot 2^{n} \cdot p^{\prime 2}}{\left(2^{n}-p^{\prime}\right)^{3}}\right)\left(1-\frac{q^{\prime} \cdot p^{\prime 2}}{\left(2^{n}-p^{\prime}\right)^{2}}\right) \\
\geq & \frac{1}{2^{n q^{\prime}}}\left(1-\frac{6 \cdot 2^{n} \cdot q(p+q)^{2}}{2^{2 n}}\right)\left(1-\frac{2 \cdot 2^{n} \cdot q(p+q)^{2}}{2^{2 n}}\right) \\
& \left(\text { since } q \geq q^{\prime}, \frac{2}{2^{n}} \geq p^{\prime} \geq p \text { and }(p+q) \geq p^{\prime}\right) \\
\geq & \frac{1}{2^{n q^{\prime}}}\left(1-\frac{8 \cdot 2^{n} \cdot q(p+q)^{2}}{2^{2 n}}\right) .
\end{aligned}
$$

Thus, $\frac{\operatorname{Pr}\left[\mathrm{X}_{\mathrm{re}}\right]}{\operatorname{Pr}\left[\mathrm{X}_{\mathrm{id}}\right]} \geq \frac{2^{n q}}{2^{n q^{\prime}}} \cdot \frac{\left(2^{n}\right)_{p}}{\left(2^{n}\right)_{p^{\prime}}} \cdot\left(1-\frac{8 q(p+q)^{2}}{2^{2 n}}\right) \geq\left(1-\frac{8 q(p+q)^{2}}{2^{2 n}}\right)$,

$$
\text { i.e. } \frac{\operatorname{Pr}\left[\mathrm{X}_{\mathrm{re}}\right]}{\operatorname{Pr}\left[\mathrm{X}_{\mathrm{id}}\right]} \geq\left(1-\epsilon_{\text {good }}\right), \text { where } \epsilon_{\text {good }}=\frac{8 q(p+q)^{2}}{2^{2 n}}
$$

### 3.6. Proof of Theorem 7

We use Coefficient-H technique [75, 132] (described in Sect. 1.5.1) to prove the theorem.

## Forging Game

An upper bound for the nonce-based MAC advantage can be computed by adapting the distinguishing game in Sect. 1.2.2 (the game is described in Page $5,[68]$ ) as follows. $\mathcal{D}$ makes $q_{m}$ queries to one of the construction (authentication, or Auth) oracles $\mathrm{PDM}^{*} \mathrm{MAC}_{K, K_{h}}^{\pi}$ or $\varphi$, the queries being summarized by the authentication transcript

$$
\tau_{0}^{m}=\left\{\left(N_{1}, M_{1}, T_{1}\right), \ldots,\left(N_{q_{m}}, M_{q_{m}}, T_{q_{m}}\right)\right\}
$$

and by $q_{v}$, the number of verification queries that $\mathcal{D}$ makes to one of the construction (verification, or Ver) oracles $\operatorname{Ver}_{K, K_{h}}^{\pi}$ or $\perp$, the queries being summarized by the verification transcript $\tau_{0}^{v}=\left\{\left(N_{1}^{\prime}, M_{1}^{\prime}, T_{1}^{\prime}, b_{1}\right), \ldots\right.$
, $\left.\left(N_{q_{v}}^{\prime}, M_{q_{v}}^{\prime}, T_{q_{v}}^{\prime}, b_{q_{v}}\right)\right\}$, where $\forall a, b_{a} \in\{0,1\}$ are the output values of the verification oracle (in the real world, the oracle checks if Auth $\left(N_{a}^{\prime}, M_{a}^{\prime}\right)=T_{i}^{\prime}$, and returns 1 or 0 according to whether the equality holds or not, respectively, while in the ideal world, $b_{a}=0$ for all $a$ ). $\mathcal{D}$ also makes $p$ queries to the primitive $\pi$, which are summarized by $\tau_{p}=\left\{\left(\tilde{u}_{1}, \tilde{v}_{1}\right), \ldots,\left(\tilde{u}_{p}, \tilde{v}_{p}\right)\right\}$. It may be assumed without loss of generality that each of $\tau_{0}^{m}, \tau_{0}^{v}, \tau$ has distinct elements.

After $\mathcal{D}$ has interacted with the oracles but before it has output its decision, the keys $K$ and $K_{h}$ are also revealed to it. In the real world, these are the keys used in the construction, while in the ideal world, they are dummy values drawn uniformly at random from $\{0,1\}^{n}$. The full transcript of the interaction is denoted by $\tau=\left(\tau_{0}^{m}, \tau_{0}^{v}, \tau_{p}, K, K_{h}\right)$. The set of all attainable transcripts is denoted by $\mathcal{T}$, and we partition $\mathcal{T}$ as $\mathcal{T}_{\text {good }} \sqcup \mathcal{T}_{\text {bad }}$, as described shortly.

Transcript Equations Induced by the Forging Game: The system of equations has a similar form, and is extended by a system of non-equations, as given below-

## Authentication equations:

$$
\begin{aligned}
\pi\left(N_{1} \oplus K\right) \oplus \pi\left(T_{1} \oplus 2 K\right) & =3 K \oplus N_{1} \oplus H_{1} \\
& \vdots \\
\pi\left(N_{q_{m}} \oplus K\right) \oplus \pi\left(T_{q_{m}} \oplus 2 K\right) & =3 K \oplus N_{q_{m}} \oplus H_{q_{m}}
\end{aligned}
$$

## Verification non-equations:

$$
\begin{aligned}
\pi\left(N_{1}^{\prime} \oplus K\right) \oplus \pi\left(T_{1}^{\prime} \oplus 2 K\right) & \neq 3 K \oplus N_{1}^{\prime} \oplus H_{1}^{\prime} \\
& \vdots \\
\pi\left(N_{q_{v}}^{\prime} \oplus K\right) \oplus \pi\left(T_{q_{v}}^{\prime} \oplus 2 K\right) & \neq 3 K \oplus N_{q_{v}}^{\prime} \oplus H_{q_{v}}^{\prime}
\end{aligned}
$$

## Queries to primitive $\pi$ :

$$
\begin{gathered}
\pi\left(\tilde{u}_{1}\right)=\tilde{v_{1}} \\
\vdots \\
\pi\left(\tilde{u}_{p}\right)=\tilde{v_{p}}
\end{gathered}
$$

where $H_{i}=\mathcal{H}_{K_{h}}\left(M_{i}\right), \forall i \in\left[q_{m}\right]$ and $H_{j}^{\prime}=\mathcal{H}_{K_{h}}^{\prime}\left(M_{j}^{\prime}\right), \forall j \in\left[q_{v}\right]$.

### 3.6.1. Bad Events

A transcript $\tau=\left(\tau_{0}^{m}, \tau_{0}^{v}, \tau_{p}, K, K_{h}\right)$ is said to be in $\mathcal{T}_{\text {bad }}$ and is called a bad transcript if and only if there exists a tuple $\left(N_{i}, M_{i}, T_{i}\right) \in \tau_{0}^{m},\left(N_{a}^{\prime}, M_{a}^{\prime}, T_{a}^{\prime}\right) \in$
$\tau_{0}^{v}$ and $\left(\tilde{u}_{j}, \tilde{v}_{j}\right),\left(\tilde{x}_{k}, \tilde{y}_{k}\right) \in \tau_{p}$ such that at least one of the following is satisfied-

Collision amongst two authentication queries-

- B1. There exist $i \neq j \in\left[q_{m}\right]$ such that

$$
\left(T_{i}=T_{j}\right) \wedge\left(N_{i} \oplus H_{i}=N_{j} \oplus H_{j}\right)
$$

- B2. There exist $i \neq j \in\left[q_{m}\right]$ such that

$$
\left(T_{i} \oplus N_{j}=3 K\right) \wedge\left(N_{i} \oplus H_{i}=N_{j} \oplus H_{j}\right)
$$

- B3. There exist $i \neq j \in\left[q_{m}\right]$ such that

$$
\left(T_{i} \oplus N_{j}=3 K\right) \wedge\left(T_{j} \oplus N_{i}=3 K\right)
$$

Collision within one authentication query-

- B4. There exists $i \in\left[q_{m}\right]$ such that $T_{i} \oplus N_{i}=3 K$.

Collision amongst three authentication queries-

- B5. There exist $i, j, k \in\left[q_{m}\right]$ such that $T_{i} \oplus N_{j}=T_{j} \oplus N_{k}=3 K$.
- B6. There exist $i, j, k \in\left[q_{m}\right]$ such that $T_{i}=T_{j}=T_{k}$.
- B7. There exist $i, j, k \in\left[q_{m}\right]$ such that $T_{i}=T_{j}=N_{k} \oplus 3 K$.

Collision amongst two authentication queries and one primitive query-

- B8. There exist $i \neq j \in\left[q_{m}\right], k \in[p]$ such that

$$
\left(N_{i} \oplus T_{j}=3 K\right) \wedge\left(2 K \oplus T_{i}=\tilde{u}_{k}\right)
$$

- B9. There exist $i \neq j \in\left[q_{m}\right], k \in[p]$ such that

$$
\left(N_{i} \oplus T_{j}=3 K\right) \wedge\left(K \oplus N_{j}=\tilde{u}_{k}\right)
$$

Collision amongst one authentication query and two primitive queries-

- B10. There exist $i \in\left[q_{m}\right], j, k \in[p]$ such that

$$
\left(K \oplus N_{i}=\tilde{u}_{k}\right) \wedge\left(2 K \oplus T_{i}=\tilde{u}_{j}\right) .
$$

Collision amongst one verification query and two primitive queries-

- B11. There exist $a \in\left[q_{v}\right], j, k \in[p]$ such that

$$
\left(K \oplus N_{a}^{\prime}=\tilde{u}_{k}\right) \wedge\left(2 K \oplus T_{a}^{\prime}=\tilde{u}_{j}\right) .
$$

Collision amongst one authentication and one verification query-

- B12. There exist $i \in\left[q_{m}\right], a \in\left[q_{v}\right]$ such that

$$
\left(N_{i}=N_{a}^{\prime}\right) \wedge\left(H_{i}=H_{a}^{\prime}\right) \wedge\left(T_{i}=T_{a}^{\prime}\right) .
$$

Collision amongst two authentication queries and one verification query, with an extra condition-

- B13. There exist $i, j \in\left[q_{m}\right], a \in\left[q_{v}\right]$ such that

$$
\begin{aligned}
& \left(H_{i} \oplus H_{j} \oplus H_{a}^{\prime}=N_{i} \oplus N_{j} \oplus N_{a}^{\prime} \oplus 2 K\right) \text { and } \\
& \left(N_{a}^{\prime}=N_{i}\right) \wedge\left(T_{i} \oplus N_{j}=3 K\right) \wedge\left(T_{j}=T_{a}^{\prime}\right) .
\end{aligned}
$$

- B14. There exist $i, j \in\left[q_{m}\right], a \in\left[q_{v}\right]$ such that

$$
\begin{gathered}
\left(H_{i} \oplus H_{j} \oplus H_{a}^{\prime}=N_{i} \oplus N_{j} \oplus N_{a}^{\prime} \oplus 2 K\right) \text { and } \\
\left(T_{a}^{\prime} \oplus N_{i}=3 K\right) \wedge\left(T_{i} \oplus N_{j}=3 K\right) \wedge\left(T_{j} \oplus N_{a}^{\prime}=3 K\right) .
\end{gathered}
$$

- B15. There exist $i, j \in\left[q_{m}\right], a \in\left[q_{v}\right]$ such that

$$
\begin{gathered}
\left(H_{i} \oplus H_{j} \oplus H_{a}^{\prime}=N_{i} \oplus N_{j} \oplus N_{a}^{\prime} \oplus 2 K\right) \text { and } \\
\left(N_{a}^{\prime}=N_{i}\right) \wedge\left(T_{i}=T_{j}\right) \wedge\left(T_{a}^{\prime} \oplus N_{j}=3 K\right) .
\end{gathered}
$$

Any transcript $\tau \in \mathcal{T}_{\text {good }}=\mathcal{T} \backslash \mathcal{T}_{\text {bad }}$ is said to be a good transcript. A figurative and graphical description of the bad events is provided in appendix $C$. In these figures, a circled vertex in any graph describing a bad event denotes a collision with a primitive query.

## Probability of Bad Transcripts

$$
\text { Now, } \operatorname{Pr}\left[\tau \in \mathcal{T}_{\text {bad }}\right] \leq \sum_{i=1}^{15} \operatorname{Pr}[\mathrm{~B} i] .
$$

Probability of events B1, B2, B3, B4, B6 and B7. Consider event B1. Since there are $q_{m}$ authentication queries (with randomness only in $T_{i}$ and $T_{j}$, but not in $N_{i}$ and $N_{j}$ ) and since $\mathcal{H}$ is an $\epsilon$-differential hash function, $\operatorname{Pr}[\mathrm{B} 1] \leq \frac{q_{m}^{2} \epsilon}{2^{n}}$. Similarly, $\operatorname{Pr}[\mathrm{B} 2] \leq \frac{q_{m}^{2} \epsilon}{2^{n}}, \operatorname{Pr}[\mathrm{~B} 3] \leq \frac{q_{m}^{2}}{2^{2 n}}, \operatorname{Pr}[\mathrm{~B} 4] \leq \frac{q_{m}}{2^{n}}$, $\operatorname{Pr}[\mathrm{B} 6] \leq \frac{q_{m}^{3}}{2^{2 n}}$ and $\operatorname{Pr}[\mathrm{B} 7] \leq \frac{q_{m}^{3}}{2^{2 n}}$.
Probability of event $\mathrm{B}_{5}$. Let $A_{5}$ be any constant value.
Define $\Omega_{5}=\left\{(j, i, k) \mid T_{j} \oplus N_{j}=T_{i} \oplus N_{k}\right\}$. Then-

$$
\begin{aligned}
\operatorname{Pr}[\mathrm{B} 5]= & \operatorname{Pr}\left[\left(T_{j} \oplus N_{j}=T_{i} \oplus N_{k}\right) \wedge\left(3 K=T_{j} \oplus N_{i}\right)\right] \\
\leq & \operatorname{Pr}\left[\left(3 K=T_{j} \oplus N_{i}\right) \wedge\left(\left|\Omega_{5}\right| \geq A_{5}\right)\right]+ \\
& \operatorname{Pr}\left[\left(3 K=T_{j} \oplus N_{i}\right) \wedge\left(\left|\Omega_{5}\right| \leq A_{5}\right)\right] \\
\leq & \operatorname{Pr}\left[\left|\Omega_{5}\right| \geq A_{5}\right] \cdot \frac{1}{2^{n}}+A_{5} \cdot \frac{1}{2^{n}}
\end{aligned}
$$

If $A_{5}=\frac{p q_{m}^{2}}{2^{n}}+\sqrt{\frac{6 n p q_{m}}{2^{n}}}$, then by Lemma 23 of appendix B,

$$
\operatorname{Pr}[\mathrm{B} 5] \leq \frac{p q_{m}^{2}}{2^{2 n}}+\frac{\sqrt{6 n p q_{m}}}{2^{n}}+\frac{2}{2^{n}}
$$

Probability of event B8. Since there are $q_{m}$ authentication queries and $p$ queries to the primitive, $\operatorname{Pr}[\mathrm{B} 8] \leq \frac{p q_{m}^{2}}{2^{2 n}}$.
Probability of event B . Let $A_{9}$ be any constant value.
Define $\Omega_{9}=\left\{(j, i, k) \mid T_{j} \oplus N_{j}=T_{i} \oplus N_{k}\right\}$. Then-

$$
\begin{aligned}
\operatorname{Pr}[\mathrm{B} 9] & =\operatorname{Pr}\left[\left(T_{j} \oplus 3 N_{j}=N_{i} \oplus 3 \tilde{u}_{k}\right) \wedge\left(3 K=T_{j} \oplus N_{i}\right)\right] \\
\leq & \operatorname{Pr}\left[\left(3 K=T_{j} \oplus N_{i}\right) \wedge\left(\left|\Omega_{9}\right| \geq A_{9}\right)\right]+ \\
& \operatorname{Pr}\left[\left(3 K=T_{j} \oplus N_{i}\right) \wedge\left(\left|\Omega_{9}\right| \leq A_{9}\right)\right] \\
\leq & \operatorname{Pr}\left[\left|\Omega_{9}\right| \geq A_{9}\right] \cdot \frac{1}{2^{n}}+A_{9} \cdot \frac{1}{2^{n}} .
\end{aligned}
$$

If $A_{9}=\frac{p q_{m}^{2}}{2^{n}}+q_{m} \sqrt{3 n p}$, then by Lemma 22 of appendix $B$,

$$
\operatorname{Pr}[\mathrm{B} 9] \leq \frac{p q_{m}^{2}}{2^{2 n}}+\frac{q_{m} \sqrt{3 n p}}{2^{n}}+\frac{2}{2^{n}} .
$$

Probability of event Bio. Let $A_{10}$ be any constant value.
Define $\Omega_{10}=\left\{(i, k, j) \mid 2 N_{i} \oplus T_{i}=2 \tilde{u}_{k} \oplus \tilde{u}_{j}\right\}$. Then-

$$
\begin{aligned}
\operatorname{Pr}[\mathrm{B} 10]= & \operatorname{Pr}\left[\left(2 N_{i} \oplus T_{i}=2 \tilde{u}_{k} \oplus \tilde{u}_{j}\right) \wedge\left(2 K=T_{i} \oplus \tilde{u}_{j}\right)\right] \\
\leq & \operatorname{Pr}\left[\left(2 K=T_{i} \oplus \tilde{u}_{j}\right) \wedge\left(\left|\Omega_{10}\right| \geq A_{10}\right)\right]+ \\
& \operatorname{Pr}\left[\left(2 K=T_{i} \oplus \tilde{u}_{j}\right) \wedge\left(\left|\Omega_{10}\right| \leq A_{10}\right)\right] \\
\leq & \operatorname{Pr}\left[\left|\Omega_{10}\right| \geq A_{10}\right] \cdot \frac{1}{2^{n}}+A_{10} \cdot \frac{1}{2^{n}} .
\end{aligned}
$$

If $A_{10}=\frac{p^{2} q_{m}}{2^{n}}+p \sqrt{3 n q_{m}}$, then by Lemma 22 of appendix $B$,

$$
\operatorname{Pr}[\mathrm{B} 10] \leq \frac{p^{2} q_{m}}{2^{2 n}}+\frac{p \sqrt{3 n q_{m}}}{2^{n}}+\frac{2}{2^{n}}
$$

Probability of event Bii. Since there are $q_{v}$ verification queries and $p$ queries to the primitive, $\operatorname{Pr}[\mathrm{B} 11] \leq \frac{p^{2} q_{v}}{2^{2 n}}$.
Probability of event Biz. Since there are $q_{v}$ verification queries and $H$ is an $\epsilon$-differential hash function, $\operatorname{Pr}[\mathrm{B} 12] \leq q_{v} \epsilon$.

Probability of events B13, B14 and B15. For all three events, $H_{i} \oplus H_{j} \oplus$ $H_{a}^{\prime}=\left(N_{i} \oplus N_{j} \oplus N_{a}^{\prime}\right) \oplus 3 K$. Since there are $q_{m}$ authentication queries and $q_{v}$ verification queries and assuming $\mathcal{H}$ is an $\epsilon$-3-way-regular hash function, $\operatorname{Pr}[\mathrm{B} 13], \operatorname{Pr}[\mathrm{B} 14]$ and $\operatorname{Pr}[\mathrm{B} 15]$ are all at most $\frac{q_{m}^{2} q_{v} \epsilon}{2^{n}}$.

Thus,

$$
\begin{gathered}
\operatorname{Pr}\left[\tau \in \mathcal{T}_{\text {bad }}\right] \leq \frac{q_{m}^{2}+2 q_{m}^{3}+3 p q_{m}^{2}+p^{2} q_{m}+p^{2} q_{v}}{2^{2 n}} \\
+\frac{2 q_{m}^{2} \epsilon+q_{m}+q_{m} \sqrt{3 n p}+\sqrt{6 n p q_{m}}+p \sqrt{3 n q_{m}}+6+3 q_{m}^{2} q_{v} \epsilon}{2^{n}}+q_{v} \epsilon
\end{gathered}
$$

### 3.6.2. Good Transcripts

Observe that any good transcript $\tau \in \mathcal{T}_{\text {good }}$ must necessarily be induced by a graph $\mathcal{G}_{\text {eq, neq }}^{\tau}$, which satisfies the following conditions:

- There is no cycle of equation-inducing edges in $\mathcal{G}_{\mathrm{eq}}^{\tau}=\left(\mathrm{V}_{\mathrm{eq}}, \mathrm{E}_{\mathrm{eq}},\left.\mathcal{L}\right|_{\mathrm{E}_{\mathrm{eq}}}\right)$.
- There is no path $P$ in $\mathcal{G}_{\text {eq }}^{\tau}$ such that $\mathcal{L}(P):=\sum_{e \in P} \mathcal{L}(e)=0$.
- For all the cycles $C$ in $\mathcal{G}_{\text {eq,neq }}^{\tau}$ whose edge set consists of all but one equation edges $e \in \mathrm{E}_{\text {eq }}$ and exactly one non-equation edge $e^{\prime} \in \mathrm{E}_{\text {neq }}$, $\mathcal{L}(C) \neq 0$.
It may perhaps contain some circled vertices (denoting collisions with some permutation queries). It shall be assumed that the edges in $\mathrm{E}_{\text {eq }}^{\tau}$ are continuous edges, colored green, and edges in $E_{\text {neq }}^{\tau}$ are dotted edges, colored red. In fact, every component of $\mathcal{G}_{\text {eq }}^{\tau}$ has size at most 3 , due to the restrictions of bad events B5, B6 and B7. Furthermore, no component of $\mathcal{G}_{\mathrm{eq}}^{\tau}$ of size 3 has a circled vertex due to B8 and B9, and components of size 2 of $\mathcal{G}_{\text {eq }}^{\tau}$ as well as $\mathcal{G}_{\text {eq, neq }}^{\tau}$ may have at most one circled vertex due to B10 and B11. Finally, the restrictions by bad events B13, B14 and B15 ensure that $\mathcal{G}_{\text {eq, neq }}^{\tau}$ satisfies the condition $\mathcal{L}(C) \neq 0$ for a cycle containing exactly one non-equation edge. We first modify the good transcripts in such a way that no vertices remain circled:
- If there exists $i \in\left[q_{m}\right]$ and $k \in[p]$ such that $K \oplus N_{i}=\tilde{u}_{k}$, then remove $\left(N_{i}, M_{i}, T_{i}\right)$ from $\tau_{0}^{m}$ and add $\left(2 K \oplus T_{i}, 3 K \oplus N_{i} \oplus H_{i} \oplus \tilde{v}_{k}\right)$ to $\tau_{p}$.
- If there exists $i \in\left[q_{m}\right]$ and $j \in[p]$ such that $2 K \oplus T_{i}=\tilde{u}_{j}$, then remove $\left(N_{i}, M_{i}, T_{i}\right)$ from $\tau_{0}^{m}$ and add $\left(K \oplus N_{i}, 3 K \oplus N_{i} \oplus H_{i} \oplus \tilde{v}_{j}\right)$ to $\tau_{p}$.
Denote the new set of primitive transcripts by $F$, so that $|F|=p^{\prime}=p+s$ and $q_{m}^{\prime}=q_{m}-s$. Let $S^{\prime} \subseteq\{0,1\}^{n}$ such that $S^{\prime}=\{0,1\}^{n} \backslash\left\{\tilde{v}_{k} \mid\left(\tilde{u}_{k}, \tilde{v}_{k}\right) \in F\right\}$. Let $p_{\text {re }}$ be the probability of a modified transcript $\tau$ satisfying the system of equations $\pi\left(N_{i} \oplus K\right) \oplus \pi\left(T_{i} \oplus 2 K\right)=3 K \oplus N_{i} \oplus \mathcal{H}_{K_{h}}\left(M_{i}\right), i \in\left[q^{\prime}\right]$.


## Good Transcript Analysis

The probabilities of $X_{r e}$ and $X_{i d}$ attaining a particular value $\tau$ can be computed as follows-

$$
\begin{aligned}
& \operatorname{Pr}\left[\mathrm{X}_{\mathrm{id}}=\tau\right]=\frac{1}{2^{n q_{m}}} \cdot 1 \cdot \frac{1}{\left(2^{n}\right)_{p}} \cdot\left(\frac{1}{2^{n}}\right)^{2} \text { and } \\
& \operatorname{Pr}\left[\mathrm{X}_{\mathrm{re}}=\tau\right]=p_{\mathrm{re}} \cdot \frac{1}{\left(2^{n}\right)_{p^{\prime}}} \cdot\left(\frac{1}{2^{n}}\right)^{2} .
\end{aligned}
$$

Probability that authentication equations and verification non-equations are satisfied.

By Corollary 2,

$$
\begin{aligned}
& \operatorname{Pr}\left[\begin{array}{c}
\left(\pi\left(P_{1}\right) \oplus \pi\left(Q_{1}\right)=\lambda_{1}, \pi\left(P_{2}\right) \oplus \pi\left(Q_{1}\right)=\lambda_{2}, \ldots,\right. \\
\left.\pi\left(P_{2 t_{1}+t_{2}}\right) \oplus \pi\left(Q_{t_{1}+2 t_{2}-1}\right)=\lambda_{2 t_{1}+2 t_{2}-1, \pi\left(Q_{t_{1}+2 t_{2}-1}\right) \oplus \pi\left(Q_{t_{1}+2 t_{2}}\right)=\lambda_{2 t_{1}+2 t_{2}}}^{\pi\left(P_{\left.2 t_{1}+t_{2}+1\right) \oplus \pi\left(Q_{\left.t_{1}+2 t_{2}+1\right)}\right)=\lambda_{2 t_{1}+2 t_{2}+1}, \ldots,}\right.} \begin{array}{c}
\left.\pi\left(P_{q_{m}^{\prime}-t_{2}}\right) \oplus \pi\left(Q_{q_{m}^{\prime}-t_{1}}\right)=\lambda_{q_{m}^{\prime}}\right) \wedge \\
\left(\left(\pi\left(X_{1}^{\prime}\right) \oplus \pi\left(X_{2}^{\prime}\right) \neq \lambda_{1}^{\prime}\right) \wedge\left(\pi\left(X_{2}^{\prime}\right) \oplus \pi\left(X_{3}^{\prime}\right) \neq \lambda_{2}^{\prime}\right) \wedge \ldots \wedge\left(\pi\left(X_{2 q_{v}^{\prime}-1}^{\prime}\right) \oplus \pi\left(X_{2 q_{v}^{\prime}}^{\prime}\right) \neq \lambda_{2 q_{v}^{\prime}-1}^{\prime}\right)\right)
\end{array}\right] \\
\leq \frac{1}{2^{n q_{m}^{\prime}}}\left(1-\frac{1200{q_{m}^{\prime}}^{3}+312\left(p^{\prime}+3 q_{v}\right) q_{m}^{\prime}{ }^{2}+2\left(p^{\prime}+3 q_{v}\right)^{2} q_{m}^{\prime}}{2^{2 n}}\right)\left(1-\frac{q_{v}}{2^{n}}\right) .
\end{array} .\right.
\end{aligned}
$$

Therefore, $p_{\text {re }}$ must be at least $\frac{1}{2^{n q} m}\left(1-\frac{1200 q_{m}^{3}+312\left(p^{\prime}+3 q_{v}\right) q_{m}^{2}+2\left(p^{\prime}+3 q_{v}\right)^{2} q_{m}}{2^{2 n}}\right)(1-$ $\left.\frac{q_{v}}{2^{n}}\right)$, so that-

$$
\begin{aligned}
\frac{\operatorname{Pr}\left[\mathrm{X}_{\mathrm{re}}\right]}{\operatorname{Pr}\left[\mathrm{X}_{\mathrm{id}}\right]} \geq & \frac{2^{n q_{m}}}{2^{n q_{m}^{\prime}}} \cdot \frac{\left(2^{n}\right)_{p}}{\left(2^{n}\right)_{p^{\prime}}}\left(1-\frac{q_{v}}{2^{n}}\right)\left(1-\frac{1200 q_{m}^{\prime}{ }^{3}+312\left(p^{\prime}+3 q_{v}\right) q_{m}^{\prime}{ }^{2}+2\left(p^{\prime}+3 q_{v}\right)^{2} q_{m}^{\prime}}{2^{2 n}}\right) \\
\geq & \left(1-\frac{q_{v}}{2^{n}}\right) \cdot\left(1-\frac{1200 q_{m}^{3}+312\left(p+q_{m}+3 q_{v}\right) q_{m}^{2}+2\left(p+q_{m}+3 q_{v}\right)^{2} q_{m}}{2^{2 n}}\right), \\
& \text { since } q_{m}^{\prime} \leq q_{m}, p^{\prime} \leq p+q_{m} \\
\geq & \left(1-\epsilon_{\text {good }}\right), \text { where } \\
\epsilon_{\text {good }} & =\frac{q_{v}}{2^{n}}+\frac{1200 q_{m}^{3}+312\left(p+q_{m}+3 q_{v}\right) q_{m}^{2}+2\left(p+q_{m}+3 q_{v}\right)^{2} q_{m}}{2^{2 n}} .
\end{aligned}
$$

### 3.7. Proof of Theorem 8

The proof is similar to that of PDM*MAC, except for some extra bad cases. We add the following cases after B15. The cases are as follows.

- B16. There exists $i \in\left[q_{m}\right]$ such that $T_{i}=3 K$.
- B17. There exists $i \in\left[q_{m}\right]$ such that $\pi\left(N_{i} \oplus K\right) \oplus \mathcal{H}_{K_{h}}\left(M_{i}\right) \oplus N_{i} \oplus 3 K=$ $K_{h}$.
- B18. There exists $k \in[p]$ such that $\tilde{u}_{k}=K$.
- B19. There exists $k \in[p]$ such that $\tilde{y}_{k}=K_{h}$.

Probability of B16. There are $q_{m}$ authentication queries. Hence, $\operatorname{Pr}[\mathrm{B} 16] \leq$ $\frac{q_{m}}{2^{n}}$.
Probability of B17. In this case, $N_{i}$ and $M_{i}$ are fixed. Thus, $\operatorname{Pr}[\mathrm{B} 17]=$ $\operatorname{Pr}\left[\pi\left(N_{i} \oplus K\right) \oplus 3 K=\mathcal{H}_{K_{h}}\left(M_{i}\right) \oplus N_{i} \oplus K_{h}\right]$. As $K$ and $K_{h}$ are independently sampled in the ideal world, we obtain $\operatorname{Pr}[\mathrm{B} 17] \leq \frac{q_{m}}{2^{n}}$, by conditioning $H$.
Probability of Bi8 and Big. Since there are $p$ queries to the primitive,

$$
\operatorname{Pr}[\mathrm{B} 18], \operatorname{Pr}[\mathrm{B} 19] \leq \frac{p}{2^{n}} .
$$

## Good Transcript Analysis

The good transcript analysis is exactly the same except in this case $\operatorname{Pr}\left[\mathrm{X}_{\mathrm{re}}=\right.$ $\tau]=p_{\mathrm{re}} \cdot \frac{1}{\left(2^{n}\right)_{p^{\prime}}} \cdot\left(\frac{1}{2^{n}}\right)$ (as only the construction key $K$ needs to be sampled, the last term in the expression is $\frac{1}{2^{n}}$ instead $\left.\left(\frac{1}{2^{n}}\right)^{2}\right)$. However, this does not change the lower bound of $\operatorname{Pr}\left[X_{\text {re }}\right]$.

### 3.8. Summary

Our designs are minimal in structure in the number of permutation and key instances. However, PDMMAC makes two calls to one permutation $\pi$, one forward call to $\pi$ and another inverse call to $\pi^{-1}$. We already know that PRFs with one permutation call can not provide more than birthday bound security and hence we need at least two calls to the permutation. Thus, the question
Can we design a BBB secure PRF with one permutation with two forward calls? remains unanswered and the design of such a construction can be interesting to the community. A possible approach to proceed with this problem is to prove the $2 n / 3$-bit BBB security of SoKAC1. This design has been mentioned to be at most $n / 2$-bit secure [53] accompanied by a birthday bound attack. However, the attack is possibly wrong and SoKAC1 may provide $2 n / 3$-bit BBB security.

## 4. Permutation-Based EDM: An Inverse-Free BBB Secure PRF


#### Abstract

In CRYPTO 2019, Chen et al. initiated interesting research in the direction of designing PRFs based on public permutations. They proposed SoEM22 and SoKAC21, two beyond the birthday bound secure $n$-bit to $n$-bit PRF constructions built on public permutations, where $n$ is the size of the permutation. However, both constructions require two independent instances of public permutations. In FSE 2020, Chakraborti et al. proposed a single public permutation-based $n$-bit to $n$-bit beyond the birthday bound secure PRF, to which they referred as PDMMAC. Although the construction is minimal in the number of permutations, it requires an inverse call of its underlying permutation. Coming up with a beyond the birthday bound secure public permutation-based $n$-bit to $n$-bit PRF with a single permutation and two forward calls was left as an open problem in their paper. In this work, we propose pEDM, a single permutation-based $n$-bit to $n$-bit PRF with two calls that does not require invertibility of the permutation. We have shown that our construction is secure against all adaptive information-theoretic distinguishers that make roughly up to $2^{2 n / 3}$ construction and primitive queries. Moreover, we have also shown a matching attack with similar query complexity that establishes the tightness of our security bound.


Keywords - Public permutations, EDM, PDMMAC, Expectation Method.

### 4.1. Introduction

Most permutation-based cryptographic schemes generally provide a lower security bound with respect to the permutation state size. For example, most sponge-based modes provide $c / 2$ bits of security (exceptions are [46, 58]), where $c<b$ is the capacity of the permutation, and $b$ is its total state size. As the state size of a permutation is typically larger than the block size of a message (e.g. the state size of KECCAK is 1600 bits), the birthday bound is nevertheless adequate in practice. Birthday bound solutions are inadequate for, say lightweight permutations such as SPONGENT [40] and PHOTON [80], whose state sizes go as low as 88 and 100 bits, respectively. Thus, designing public permutation-based cryptographic schemes that provide beyond the birthday bound security with respect to the permutation state size can be highly interesting.

Chen et al. initiated research in this direction in [53], where they proposed two fixed input- and fixed output-length beyond the birthday bound secure PRFs based on public permutations - one in parallel mode and the other in sequential mode. They showed that the sum of two independent instances of the Even-Mansour [76] cipher in parallel mode, which they refer to as SoEM22 -

$$
\operatorname{SoEM}_{2} 2_{\mathbf{k}_{1}, \mathbf{k}_{2}}^{\pi_{2}, \pi_{2}}(x):=\pi_{1}\left(x \oplus \mathbf{k}_{1}\right) \oplus \pi_{2}\left(x \oplus \mathbf{k}_{2}\right) \oplus \mathbf{k}_{1} \oplus \mathbf{k}_{2}
$$

provides a tight $2 n / 3$-bit security. This construction was extended by Bhattacharya et al. [28], where they showed beyond the birthday bound security of the domain-separated variant of SoEM22. They also proved that one cannot reduce the number of keys of SoEM22 without degrading the security bound to the birthday limit. Chen et al. also proposed a sequential-mode sum SoKAC21 -

$$
\operatorname{SoKAC}_{\mathbf{k}}^{\pi_{1}, \pi_{2}}(x):=\pi_{2}\left(\pi_{1}(x \oplus \mathbf{k}) \oplus \mathbf{k}\right) \oplus \pi_{1}(x \oplus \mathbf{k}) \oplus \mathbf{k},
$$

which they proved to have a tight $2 n / 3$-bit security. Later in [118], Nandi exhibited a birthday bound attack on SoKAC21, hence falsifying the security claim of this construction. In [47], Chakraborti et al. proposed PDMMAC, a beyond the birthday bound secure single permutation-based fixed inputand fixed output-length PRF that operates in sequential mode. The design of PDMMAC gets its motivation from the Decrypted Davis-Meyer (DDM) construction,

$$
\operatorname{DDM}(x):=\pi^{-1}(\pi(x) \oplus x)
$$

PDMMAC requires an $n$-bit key $\mathbf{k}$ and an $n$-bit public permutation $\pi$ to generate its output:

$$
\operatorname{PDMMAC}_{\mathbf{k}}^{\pi}(x):=\pi^{-1}(\pi(x \oplus \mathbf{k}) \oplus(x \oplus 3 \mathbf{k})) \oplus 2 \mathbf{k} .
$$

They extended the construction to a BBB secure single-permutation and single-keyed variant of the nonce-based MAC ${ }^{1}$. Although minimally structured, PDMMAC and its related MAC constructions (i.e. PDM* MAC [47] and $1 \mathrm{~K}-\mathrm{PDM}^{*} \mathrm{MAC}$ [47]) require invertibility of the permutation $\pi$ (similar to the design of DWCDM [62]). However, the inverse call in PDMMAC somewhat brings down one of the advantages of using cryptographic permutations in a mode - efficiency of evaluating the permutation in the forward direction. In fact, designing a BBB secure single permutation-based PRF with two forward calls was stated as an open problem in [47]. Not only this, inverse-free designs have become an important design aspect of cryptography today as designs that rely solely on forward call(s) of permutation(s) create a very low footprint in a combined implementation of the mode [29]. Therefore, we do not as yet have any BBB secure single permutation-based fixed inputand fixed output-length PRF that operates in sequential mode with two forward calls ${ }^{2}$.

### 4.1.1. Our Contribution

In this chapter, we propose pEDM, the first fixed input- and fixed outputlength single permutation-based beyond the birthday bound secure PRF that operates in sequential mode without requiring an inverse call of the permutation. Our design is motivated by the EDM construction. In particular, pEDM with a $2 n$-bit key and $n$-bit public permutation takes an $n$-bit input and returns an $n$-bit output as follows:

$$
\mathrm{pEDM}_{\mathbf{k}_{1}, \mathbf{k}_{2}}^{\pi}(x):=\pi\left(\pi\left(x \oplus \mathbf{k}_{1}\right) \oplus\left(x \oplus \mathbf{k}_{1}\right) \oplus \mathbf{k}_{2}\right) \oplus \mathbf{k}_{1}
$$

We have shown that pEDM is secure against all adaptive information theoretic distinguishers that make roughly up to $2^{2 n / 3}$ construction and primitive queries. We also show a matching attack, thus establishing the tightness of this security bound. While we could directly realize a permutation-based PRF by instantiating the block cipher of the single-keyed variant of EDM with a 2-round Even-Mansour cipher, this would lead to four permutation calls with keys totalling $6 n$ bits. Compared to such a straightforward solution, our construction altogether saves two permutation calls and $4 n$ bits of the key. Although pEDM uses a single permutation call with no inverse functionality, the number of keys required is one more than the number of keys required in PDMMAC. Presently, we do not know whether our construction is prone

[^5]to the birthday attack with a single key. However, we believe it can be proven secure beyond the birthday bound with only an $n$-bit key. We show the PRF advantage of this construction through an extended distinguishing game and apply the expectation method to bound its distinguishing advantage. In table 4.1, we compare the structures of several public permutation-based PRFs with single-block input, single-block output- and multi-block input, multi-block output-designs.

Table 4.1.: Comparison table for permutation-based PRFs. $n$ denotes the state size of the permutation and Inv indicates whether the construction requires an inverse call of the permutation. $s:=n-\log (w+1)$, where $w \geq 1$ is the size of a chunk in a CENC-based construction. The last three constructions require a keyed hash function with at most $\ell$ blocks of input. The number of keys for these constructions includes the hash keys as well. All the constructions except CENCPP* and DS-CENCPP* require two permutation calls. Although SoKAC1 was shown to have a birthday bound attack and SoKAC21 was shown beyond the birthday bound secure in [53], Chakraborti et al. [47] believed that the birthday bound attack on SoKAC1 was possibly wrong and showed an attack on it with a $2^{2 n / 3}$-query complexity. Moreover, Nandi [118] has shown a birthday bound attack on SoKAC21.

| Constructions | (perm, keys) | Inv | (i/p, o/p) | Sec |
| :---: | :---: | :---: | :---: | :---: |
| SoEM1 [53] | $(1,2)$ | x | $(n, n)$ | $\Theta(n / 2)$ |
| SoEM21 [53] | $(2,1)$ | x | $(n, n)$ | $\Theta(n / 2)$ |
| SoEM22 [53] | $(2,2)$ | x | $(n, n)$ | $\Theta(2 n / 3)$ |
| SoKAC1 [53] (+) | $(1,2)$ | x | $(n, n)$ | $\Omega(2 n / 3)$ |
| SoKAC21[53] | $(2,1)$ | x | $(n, n)$ | $\Theta(n / 2)$ |
| PDMMAC [47] | $(1,1)$ | $\checkmark$ | $(n, n)$ | $\Theta(2 n / 3)$ |
| DS-SoEM [28] | $(1,2)$ | x | $(n-1, n)$ | $\Theta(2 n / 3)$ |
| pEDM [This Chapter] | $(1,2)$ | x | $(n, n)$ | $\Theta(2 n / 3)$ |
| CENCPP* [28] | $(w+1,2)$ | x | $(n, w n)$ | $O(2 n / 3)$ |
| DS-CENCPP* [28] | $(1,2)$ | x | $(s, w n)$ | $O(2 n / 3)$ |
| nEHtM ${ }_{p}$ [70] | $(1,2)$ | x | $(n-1+\ell n, n)$ | $\Theta(2 n / 3)$ |
| PDM*MAC [47] $^{2} \mathbf{( 1 , 2 )}$ | $\checkmark$ | $(n+\ell n, n)$ | $\Theta(2 n / 3)$ |  |
| 1K-PDM*MAC [47] | $(1,1)$ | $\checkmark$ | $(n+\ell n, n)$ | $O(2 n / 3)$ |

We would like to mention here that DS-CENCPP* with $w=1$ is a parallel construction with an ( $n-1$ )-bit input, and requires field multiplication with a primitive element to derive its $2 n$-bit keys. However, our proposed construction is sequential with an $n$-bit input and does not require field multiplication to derive the keys. Although both of them have similar security bounds (i.e. $2^{2 n / 3}$ ), pEDM requires a lesser state size in hardware implementation as compared to the parallel construction DS-CENCPP* due to its sequential nature.

## 4.2. pEDM: Permutation-Based Encrypted Davis Meyer

In this section, we propose pEDM, the first permutation-based sequential beyond the birthday bound secure pseudorandom function with two forward permutation calls. Our construction is the permutation variant of the Encrypted Davis-Meyer (EDM) construction with two independent $n$-bit round keys $\mathbf{k}_{1}$ and $\mathbf{k}_{2}$. pEDM takes an $n$-bit input $M$ masked with an $n$-bit round key $\mathbf{k}_{1}$ to generate the input of the first permutation call. The resulting permutation output is masked with $\mathbf{k}_{2} \oplus M \oplus \mathbf{k}_{1}$ to generate the input for the second permutation call. The second permutation output is then masked with the round key $\mathbf{k}_{1}$ to generate the final output $T$. A schematic diagram of the construction is shown in Fig. 4.1.


Figure 4.1.: The pEDM construction with independent keys $\mathbf{k}_{1}$ and $\mathbf{k}_{2}$, and an $n$-bit permutation $\pi$.

In the following, we prove that pEDM is $2 n / 3$-bit secure in the public permutation model, where $n$ is the state size of the permutation.

### 4.2.1. Security of pEDM

We show that pEDM is secure against all adversaries that make roughly $2^{2 n / 3}$ construction and primitive queries in the random permutation model. The following result states the security of pEDM, the proof of which can be found in Sect. 4.3.
 $\mathbf{k}_{1}, \mathbf{k}_{2} \stackrel{\Phi}{\leftarrow}\{0,1\}^{n}$ be two independent $n$-bit keys. Then the PRF advantage for any $(q, p)$-distinguisher against the construction $\mathrm{pEDM}_{\mathbf{k}_{1}, \mathbf{k}_{2}}^{\pi}$ that makes at most $q$ construction queries and $p$ primitive queries is given by

$$
\begin{aligned}
\operatorname{Adv}_{\mathrm{pEDM}}^{\mathrm{prf}}(q, p) & \leq \frac{12 q^{2}}{N^{4 / 3}}+\frac{2 p q}{N^{4 / 3}}+\frac{15 q}{N^{2 / 3}}+\frac{2 \sqrt{q}}{N^{1 / 3}}+\frac{32 p q^{2}}{N^{2}}+\frac{7 q p^{2}}{N^{2}}+\frac{24 q^{3}}{N^{2}} \\
& +\frac{2 q^{3 / 2}}{N}+\frac{2 p}{N^{4 / 3}}+\frac{3 p \sqrt{n q}}{N}+\frac{2 p \sqrt{q}}{N}+\frac{q \sqrt{p}}{N}+\frac{p^{3 / 2}}{N}+\frac{2}{N} .
\end{aligned}
$$

Remark 2. We would like to mention here that omitting the key $\mathbf{k}_{1}$ in the feedforward connection of pEDM realizes the construction $\pi\left(\pi\left(M \oplus \mathbf{k}_{1}\right) \oplus M \oplus \mathbf{k}_{2}\right) \oplus$ $\mathbf{k}_{1}=T$, which has a similar level of security. Thus, our proposed construction can be viewed as a 2-round key-alternating cipher based on the permutation-based DavisMeyer construction along with an additional permutation, whereas the construction $\pi\left(\pi\left(M \oplus \mathbf{k}_{1}\right) \oplus M \oplus \mathbf{k}_{2}\right) \oplus \mathbf{k}_{1}=T$ can be viewed as the Even-Mansour cipherbased Davies-Meyer construction followed by a permutation. We believe both are similar in performance and security.

### 4.2.2. Matching Attack on pEDM

In this section, we show a key-recovery attack on pEDM matching with Theorem 9, with a total of $q=2^{2 n / 3+1}$ construction queries and $2 p=2^{2 n / 3+2}$ primitive queries (Fig. 4.2). The idea of the attack is to collect in a set $\mathcal{S}_{\mathbf{k}_{1}}$ for each key $\mathbf{k}_{1}$, a triplet of query indices $(i, a, b) \in[q] \times[p] \times[p]$ such that $\left(M_{i} \oplus \mathbf{k}_{1}=\tilde{x}_{a}\right) \wedge\left(T_{i} \oplus \mathbf{k}_{1}=\tilde{v}_{b}\right) . \mathbf{k}_{1}$ is considered a candidate guess-key if the number of triplets $(i, a, b)$ in $\mathcal{S}_{\mathbf{k}_{1}}$ such that

$$
\tilde{x}_{a} \oplus \tilde{y}_{a} \oplus \tilde{u}_{b}=\tilde{x}_{a^{\prime}} \oplus \tilde{y}_{a^{\prime}} \oplus \tilde{u}_{b^{\prime}}
$$

is at least 2 . We show that the true key belongs to the set of candidate guess-keys with high probability and the size of the set of candidate keys is not very large.
Notation. For a tuple $\left(M_{1}, M_{2}, \ldots, M_{s}\right)$ of length $s$ (each $\left.M_{i} \in\{0,1\}^{n}\right)$, $\left(M_{1}, M_{2}, \ldots, M_{s}\right) \stackrel{\text { wor }}{\leftarrow}\{0,1\}^{n}$ denotes $M_{1} \stackrel{\$}{\leftarrow}\{0,1\}^{n}$ and $\forall i \geq 2, M_{i} \stackrel{\$}{\leftarrow}_{\leftarrow}$ $\{0,1\}^{n} \backslash\left\{M_{1}, \ldots, M_{i-1}\right\}$. Similarly, $\left(M_{1}, M_{2}, \ldots, M_{s}\right) \stackrel{\text { wr }}{ }_{\leftarrow}\{0,1\}^{n}$ denotes $M_{1} \stackrel{\$}{\leftarrow}\{0,1\}^{n}$ and $\forall i \geq 2, M_{i} \stackrel{\$}{\leftarrow}\{0,1\}^{n}$ (independent of all $M_{1}, \ldots, M_{i-1}$ ).
Claim. Let $\left(\mathbf{k}_{1}^{*}, \mathbf{k}_{2}^{*}\right)$ be the true key, i.e., the pair of keys used in the construction. Then

$$
\begin{align*}
& \operatorname{Pr}\left[\mathbf{k}_{1}^{*} \in \mathcal{K}\right] \geq 0.687  \tag{4.1}\\
& \operatorname{Pr}\left[\left|\mathcal{K} \backslash\left\{\mathbf{k}_{1}^{*}\right\}\right| \geq 128\right] \leq 0.5 \tag{4.2}
\end{align*}
$$

This claim shall be proved in the following section. Observe that the first equation states that the true key $\mathbf{k}_{1}^{*}$ belongs to the set of candidate keys with high probability, and the second equation states that the probability of the number of candidate keys being no less than 128 is at most $1 / 2$. Before proceeding with the analysis of the attack, we recall the Chernoff bound for the sum of independent Bernoulli trials:
Lemma 9. Let $X_{1}, X_{2}, \ldots, X_{n}$ be independent random variables following the Bernoulli distribution such that $X_{i}$ takes value 1 with probability $p_{i}$ for each $i$. Let $X=X_{1}+X_{2}+\ldots+X_{n}$ and $\mu=\mathbf{E}[X]$. Then, for any $0<\delta<1$,

$$
\operatorname{Pr}[X \leq(1-\delta) \mu] \leq e^{-\mu \delta^{2} / 2}
$$

## Stage-I: Construction and Primitive Queries

```
1: \(M_{i} \in\{0,1\}^{n} \forall i \stackrel{\text { wor }}{\hookleftarrow}\left[2^{2 n / 3+1}\right], T_{i} \leftarrow \operatorname{pEDM}\left(M_{i}[1]\right) \forall i \in\left[2^{2 n / 3+1}\right]\).
\(2: \quad \tilde{x}_{a} \stackrel{\text { wor }}{\leftrightarrows}\{0,1\}^{n} \forall a \in\left[2^{2 n / 3+1}\right], \tilde{y}_{a} \leftarrow \pi_{1}\left(\tilde{x}_{a}\right) \forall a \in\left[2^{2 n / 3+1}\right]\).
3: \(\quad \mathcal{U}_{1} \leftarrow\left\{\tilde{x}_{a} \mid a \in\left[2^{2 n / 3+1}\right]\right\}\).
4: \(\quad \tilde{u}_{b} \stackrel{\text { wor }}{\leftrightarrows}\{0,1\}^{n} \backslash \mathcal{U}_{1} \forall b \in\left[2^{2 n / 3+1}\right], \tilde{v}_{b} \leftarrow \pi_{1}\left(\tilde{u}_{b}\right) \forall b \in\left[2^{2 n / 3+1}\right]\).
5: \(\quad \mathcal{U}_{2} \leftarrow\left\{\tilde{u}_{b} \mid b \in\left[2^{2 n / 3+1}\right]\right\}\).
```


## Stage-II: Backward Equation Check

1: $\forall \mathbf{k}_{1} \in\{0,1\}^{n}$,

$$
\mathcal{S}_{\mathbf{k}_{1}} \leftarrow\left\{(i, a, b) \in\left[2^{2 n / 3}+1\right]^{3}: M_{i} \oplus \tilde{x}_{a}=\mathbf{k}_{1}=T_{i} \oplus \tilde{v}_{b}\right\} .
$$

## Stage-II: Constructing the Guess Key Set

```
1: \(\mathcal{K} \leftarrow \phi\).
2: \(\quad \forall \mathbf{k}_{1} \in\{0,1\}^{n}\) such that \(\left|\mathcal{S}_{\mathbf{k}_{1}}\right| \geq 2\),
    if \(\tilde{x}_{a} \oplus v_{a} \oplus \tilde{u}_{b} \oplus \tilde{x}_{a^{\prime}} \oplus \tilde{y}_{a^{\prime}} \oplus \tilde{u}_{b^{\prime}}=0 \forall(i, a, b) \neq\left(i^{\prime}, a^{\prime}, b^{\prime}\right) \in \mathcal{S}_{\mathbf{k}_{1}}\),
    then \(\mathcal{K} \leftarrow \mathcal{K} \cup\left\{\mathbf{k}_{1}\right\}\).
3: compute \(\mathbf{k}_{2} \leftarrow M_{i} \oplus \mathbf{k}_{1} \oplus \tilde{y}_{a} \oplus \tilde{\mathfrak{u}}_{b}, \forall \mathbf{k}_{1} \in \mathcal{K}\).
```

Figure 4.2.: An attack on pEDM, where a computationally unbounded adversary makes $\mathcal{O}\left(2^{2 n / 3}\right)$ queries to the construction and primitives.

### 4.2.3. Analysis of the Key-Recovery Advantage

In this section, we prove the claim in Sect. 4.2.2.
Step I: The true key belongs to the set of candidate keys. According to step 2 of Stage-III of the algorithm, an element $\mathbf{k}_{1}$ belongs to the set $\mathcal{K}$ if the following two conditions hold:
(a) $\left|\mathcal{S}_{\mathbf{k}_{1}}\right| \geq 2$ and
(b) $\tilde{x}_{a} \oplus \tilde{y}_{a} \oplus \tilde{u}_{b}=\tilde{x}_{a^{\prime}} \oplus \tilde{y}_{a^{\prime}} \oplus \tilde{u}_{b^{\prime}}, \forall(i, a, b),\left(i^{\prime}, a^{\prime}, b^{\prime}\right) \in \mathcal{S}_{\mathbf{k}_{1}}$,
(where $\mathcal{S}_{\mathbf{k}_{1}}$ is the set of all triplets $(i, a, b) \in\left(\left[2^{2 n / 3+1}\right]\right)^{3}$ as defined in Stage-II of the algorithm, i.e. Fig 4.2) such that

$$
\begin{align*}
& \mathbf{k}_{1}=M_{i} \oplus \tilde{x}_{a} \text { and } \\
& \mathbf{k}_{1}=T_{i} \oplus \tilde{v}_{b} . \tag{4.3}
\end{align*}
$$

For the true key $\left(\mathbf{k}_{1}^{*}, \mathbf{k}_{2}^{*}\right)$, let $z_{i}:=\pi\left(M_{i} \oplus \mathbf{k}_{1}^{*}\right) \oplus\left(M_{i} \oplus \mathbf{k}_{1}^{*} \oplus \mathbf{k}_{2}^{*}\right)$. Note that all the random variables $M_{i}$ as well as $M_{i} \oplus \mathbf{k}_{1}^{*}$ are sampled without replacement. $\pi\left(M_{i} \oplus \mathbf{k}_{1}^{*}\right)$ are also sampled without replacement, independent of the variables $M_{i} \oplus \mathbf{k}_{1}^{*}$. Therefore, due to the result of [71,60] on the sum of two independent permutations, all $z_{i}$ follow the uniform distribution.

Observe next that for the first part $\mathbf{k}_{1}^{*}$ of the true key pair $\left(\mathbf{k}_{1}^{*}, \mathbf{k}_{2}^{*}\right)$, if Eqn. (4.3) holds when the value $\mathbf{k}_{1}$ is replaced by the true key $\mathbf{k}_{1}^{*}$ for some $(i, a, b) \in\left(\left[2^{2 n / 3+1}\right]\right)^{3}$, then the second part $\mathbf{k}_{2}^{*}$ can be computed as $\mathbf{k}_{2}^{*}=\tilde{x}_{a} \oplus \tilde{y}_{a} \oplus \tilde{u}_{b}$. Hence, the relation

$$
\tilde{x}_{a} \oplus \tilde{y}_{a} \oplus \tilde{u}_{b}=\tilde{x}_{a^{\prime}} \oplus \tilde{y}_{a^{\prime}} \oplus \tilde{u}_{b^{\prime}}
$$

is automatically satisfied for the true key $\mathbf{k}_{1}^{*}$ and $(i, a, b),\left(i^{\prime}, a^{\prime}, b^{\prime}\right) \in \mathcal{S}_{\mathbf{k}_{1}^{*}}$. Therefore, to bound Eqn. (4.1), it suffices to bound the probability of existence of at least two distinct tuples $(i, a, b),\left(i^{\prime}, a^{\prime}, b^{\prime}\right)$ such that

$$
\begin{align*}
& \mathbf{k}_{1}^{*}=M_{i} \oplus \tilde{x}_{a}=T_{i} \oplus \tilde{v}_{b} \\
& \mathbf{k}_{1}^{*}=M_{i^{\prime}} \oplus \tilde{x}_{a^{\prime}}=T_{i^{\prime}} \oplus \tilde{v}_{b^{\prime}} . \tag{4.4}
\end{align*}
$$

Again, for the first part $\mathbf{k}_{1}^{*}$ of the true key pair $\left(\mathbf{k}_{1}^{*}, \mathbf{k}_{2}^{*}\right)$, if the following equations are satisfied

$$
\begin{align*}
\mathbf{k}_{1}^{*} & =M_{i} \oplus \tilde{x}_{a} \\
\mathbf{k}_{1}^{*} & =M_{i^{\prime}} \oplus \tilde{x}_{a^{\prime}} \\
z_{i} & =\tilde{u}_{b} \\
z_{i^{\prime}} & =\tilde{u}_{b^{\prime}} \tag{4.5}
\end{align*}
$$

for some $(i, a, b),\left(i^{\prime}, a^{\prime}, b^{\prime}\right) \in\left(\left[2^{2 n / 3+1}\right]\right)^{3}$, then it satisfies (4.4). As a result, it is enough to bound the probability that there exist at least two distinct tuples $(i, a, b),\left(i^{\prime}, a^{\prime}, b^{\prime}\right)$ such that Eqn. (4.5) is satisfied. We bound this probability in two stages. In the first stage, we bound the number of $i$ such that $z_{i} \in \mathcal{U}_{2}$ and we store such $i$ in list $\mathcal{L}$. Let $\mathcal{L}_{M}$ be the set of all $M_{i} \oplus \mathbf{k}_{1}^{*}$ such that $i \in \mathcal{L}$. In the second stage, we obtain a lower bound for the probability of the number of $a$ such that $\tilde{x}_{a} \in \mathcal{L}_{M}$ being at least 2 .
Stage I. Let $\mathbb{1}_{i}$ be the indicator random variable that takes value 1 if and only if $z_{i} \in \mathcal{U}_{2}$. It is easy to see that $\mathbb{1}_{i}$ are independent Bernoulli random variables with success probability $\frac{2}{2^{n / 3}}$. Let $Z=\left(\mathbb{1}_{1}+\ldots+\mathbb{1}_{2^{2 n / 3+1}}\right)$. Then $Z \sim \operatorname{Bin}\left(2^{2 n / 3+1}, \frac{2}{2^{n / 3}}\right)$ and therefore, $E[Z]=4 \cdot 2^{n / 3}$. Applying the Chernoff bound as stated in Lemma 9 with $\delta=1 / 2$, we get

$$
\begin{equation*}
\operatorname{Pr}\left[Z>2^{n / 3+1}\right] \geq 1-\frac{1}{e^{2^{n / 3-1}}} \tag{4.6}
\end{equation*}
$$

It is therefore evident that the event bounding the size of $\mathcal{L}$ and in turn, the size of $\mathcal{L}_{M}$ by $2^{n / 3}+1$, holds with high probability.

Stage II. In order to bound the probability of existence of at least two distinct tuples $(i, a, b),\left(i^{\prime}, a^{\prime}, b\right)$ such that (4-4) holds, we bound the following:

$$
\begin{equation*}
\operatorname{Pr}\left[\left|a: \tilde{x}_{a} \in \mathcal{L}_{M}\right| \geq 2\right] \tag{4.7}
\end{equation*}
$$

Observe that Eqn. (4.7) is equivalent to

$$
\begin{equation*}
1-\left(\operatorname{Pr}\left[\tilde{x}_{a} \notin \mathcal{L}_{M}, \forall a \in\left[2^{2 n / 3+1}\right]\right]+\sum_{a=1}^{2^{2 n / 3+1}} \operatorname{Pr}\left[\tilde{x}_{a} \in \mathcal{L}_{M} \wedge \tilde{x}_{b} \notin \mathcal{L}_{M}, \forall b \neq a\right]\right) \tag{4.8}
\end{equation*}
$$

Since $\tilde{x}_{1}, \ldots, \tilde{x}_{2^{2 n / 3+1}}$ are sampled without replacement from $\{0,1\}^{n}$ and $\left|\mathcal{L}_{M}\right|=2^{n / 3+1}$,

$$
\begin{align*}
\operatorname{Pr}\left[\tilde{x}_{a} \notin \mathcal{L}_{M}, \forall a \in\left[2^{2 n / 3+1}\right]\right] & =\operatorname{Pr}\left[\tilde{x}_{1}, \ldots, \tilde{x}_{2^{2 n / 3}+1} \notin \mathcal{L}_{M}\right] \\
& \leq \frac{\left(2^{n}-2^{n / 3+1}\right)_{2^{2 n / 3+1}}}{\left(2^{n}\right)_{2^{2 n / 3}+1}} \\
& \leq\left(1-\frac{2}{2^{2 n / 3}}\right)^{2 \cdot 2^{2 n / 3}} \leq \frac{1}{e^{4}} \tag{4.9}
\end{align*}
$$

Similarly,

$$
\begin{align*}
& \sum_{a=1}^{2^{2 n / 3+1}} \operatorname{Pr}\left[\tilde{x}_{a} \in \mathcal{L}_{M} \wedge \tilde{x}_{b} \notin \mathcal{L}_{M}, \forall b \neq a\right] \\
= & \sum_{a=1}^{2^{2 n / 3+1}} \operatorname{Pr}\left[\tilde{x}_{a} \in \mathcal{L}_{M}\right] \cdot \operatorname{Pr}\left[\tilde{x}_{b} \notin \mathcal{L}_{M}, \forall b \neq a\right] \\
\leq & \sum_{a=1}^{2^{2 n / 3+1}} \frac{2^{n / 3+1}}{\left(2^{n}-2^{2 n / 3+1}+1\right)} \cdot\left(1-\frac{2}{2^{2 n / 3}}\right)^{2 \cdot 2^{2 n / 3}-1} \\
\leq & 8\left(1-\frac{2}{2^{2 n / 3}}\right)^{-1} \cdot\left(1-\frac{2}{2^{2 n / 3}}\right)^{2 \cdot 2^{2 n / 3}} \\
& \leq \frac{16}{e^{4}} \tag{4.10}
\end{align*}
$$

where the last inequality follows due to $\frac{1}{\left(1-\frac{2}{2^{2 n / 3}}\right)} \leq 2$ as $n \geq 3$. Therefore, from Eqn.s (4.8), (4.9) and (4.10), plugging in $e \leq 3$ gives

$$
\begin{equation*}
\operatorname{Pr}\left[\mathbf{k}_{1}^{*} \in \mathcal{K}\right] \geq 1-\frac{17}{e^{4}} \tag{4.11}
\end{equation*}
$$

Ster II: Bounding the size of $\mathcal{K} \backslash\left\{\mathbf{k}_{1}^{*}\right\}$. We use Markov's inequality to find an upper bound for the probability that $\left|\mathcal{K} \backslash\left\{\mathbf{k}_{1}^{*}\right\}\right| \geq 128$ holds:

$$
\begin{equation*}
\operatorname{Pr}\left[\left|\mathcal{K} \backslash\left\{\mathbf{k}_{1}^{*}\right\}\right| \geq 128\right] \leq \frac{\mathbf{E}\left[\left|\mathcal{K} \backslash\left\{\mathbf{k}_{1}^{*}\right\}\right|\right]}{128} \tag{4.12}
\end{equation*}
$$

Therefore, it is sufficient to bound the expected size of the set of candidate keys $\mathcal{K} \backslash\left\{\mathbf{k}_{1}^{*}\right\}$. For each $\mathbf{k}_{1} \in\{0,1\}^{n}$, let $\mathbb{1}_{\mathbf{k}_{1}}$ be the indicator random variable that takes value 1 if and only if there exist $(i, a, b),\left(i^{\prime}, a^{\prime}, b^{\prime}\right)$ such that

$$
\begin{align*}
\tilde{x}_{a} \oplus \tilde{y}_{a} \oplus \tilde{u}_{b} & =\tilde{x}_{a^{\prime}} \oplus \tilde{y}_{a^{\prime}} \oplus \tilde{u}_{b^{\prime}} \\
\mathbf{k}_{1} & =M_{i} \oplus \tilde{x}_{a} \\
\mathbf{k}_{1} & =T_{i} \oplus \tilde{v}_{b} \\
\mathbf{k}_{1} & =M_{i^{\prime}} \oplus \tilde{x}_{a^{\prime}} \\
\mathbf{k}_{1} & =T_{i^{\prime}} \oplus \tilde{v}_{b^{\prime}} \tag{4.13}
\end{align*}
$$

It is clear from the linearity of expectation that
$\sum_{\mathbf{k}_{1} \in\{0,1\}^{n} \backslash\left\{\mathbf{k}_{1}^{*}\right\}} \mathbb{1}_{\mathbf{k}_{1}}=\left|\mathcal{K} \backslash\left\{\mathbf{k}_{1}^{*}\right\}\right| \Rightarrow \mathbf{E}\left[\left|\mathcal{K} \backslash\left\{\mathbf{k}_{1}^{*}\right\}\right|\right]=\sum_{\mathbf{k}_{1} \in\{0,1\}^{n} \backslash\left\{\mathbf{k}_{1}^{*}\right\}} \operatorname{Pr}\left[\mathbb{1}_{\mathbf{k}_{1}}=1\right]$.
This reduces the problem to bounding the probability of $\mathbb{1}_{\mathbf{k}_{1}}$ taking value 1. For a fixed choice of indices $(i, a, b)$ and $\left(i^{\prime}, a^{\prime}, b^{\prime}\right)$, the above system of equations holds with probability at most $2^{-5 n}$ as all the random variables are independent from each other. The number of choices of such indices is at most $\left(2^{n / 3+1}\right)^{6}$. Therefore,

$$
\begin{equation*}
\operatorname{Pr}\left[\mathbb{1}_{\mathbf{k}_{1}}=1\right] \leq \frac{64}{2^{n}} \tag{4.15}
\end{equation*}
$$

Eqn.s (4.14) and (4.15) bound the expected size of the set of candidate keys by at most 8 . Setting this value in Eqn. (4.12), thus gives

$$
\operatorname{Pr}\left[\left|\mathcal{K} \backslash\left\{\mathbf{k}_{1}^{*}\right\}\right| \geq 128\right] \leq 1 / 2,
$$

which concludes the proof of the claim.
The distinguisher in the attack in Fig. 4.2 is information theoretically bounded and its run time ${ }^{3}$ is more than $2^{n}$. In particular, for each key $\mathbf{k}_{1}$, the number of steps required to populate the set $\mathcal{S}_{\mathbf{k}_{1}}$ is roughly $2^{2 n}$. Therefore, Stage-II of the algorithm takes at most $2^{4 n}$ operations. In step 2 of Stage-III, the algorithm requires at least one checking operation for each set $\mathcal{S}_{\mathbf{k}_{1}}$, and therefore requires about $2^{n}$ operations. This adds up to give an overall time complexity of $O\left(2^{4 n}\right)$ for the algorithm; the number of construction queries is $2^{2 n / 3+1}$ and the total number of primitive queries is $2^{2 n / 3+2}$.

[^6]
### 4.3. Proof of Theorem 9

Let $\mathbf{k}=\left(\mathbf{k}_{1}, \mathbf{k}_{2}\right) \in\{0,1\}^{2 n}$ be a pair of $n$-bit keys. We consider any information theoretic deterministic distinguisher D that interacts with the following oracles: $\left(\mathrm{pEDM} \mathrm{k}_{\mathrm{k}}^{\pi}, \pi\right)$ in the real world and (RF, $\pi$ ) in the ideal world, where RF is the random function over $\{0,1\}^{n}$ to $\{0,1\}^{n}$. We call the first oracle a construction oracle and the second a primitive oracle. Queries to the construction oracle are called construction queries and to the primitive oracle, primitive queries. A transcript $\tau_{c}=\left\{\left(M_{1}, T_{1}\right), \ldots,\left(M_{q}, T_{q}\right)\right\}$ summarizes the construction queries and a transcript $\tau_{p}=\left\{\left(\tilde{u}_{1}, \tilde{v}_{1}\right), \ldots,\left(\tilde{u}_{p}, \tilde{v}_{p}\right)\right\}$, the primitives queries, with the assumption that D makes a total of $q$ construction and $p$ primitive queries. Primitive queries can either be forward queries $\tilde{u}$ to the primitive $\pi$ resulting in responses $\tilde{v}$, or inverse queries $\tilde{v}$ to $\pi^{-1}$ resulting in responses $\tilde{u}$. Since we assume D to never make redundant queries, none of the transcripts contain any duplicate elements.

We modify the experiment by releasing internal values to $D$ after it has finished its interaction with one of the oracles but has not yet output its decision bit. We also reveal the key $\mathbf{k}$ used in the construction in the real world, and a pair of $n$-bit dummy keys $\mathbf{k}=\left(\mathbf{k}_{1}, \mathbf{k}_{2}\right)$ sampled uniformly at random from the keyspace $\{0,1\}^{n}$ in the ideal world, to the distinguisher. Thus, the complete transcript is $\tau=\left(\tau_{c}, \tau_{p}, \mathbf{k}\right)$. Since the modified experiment only makes the distinguisher more powerful, the distinguishing advantage of $D$ in this experiment is no less than its distinguishing advantage in the former one. Let $\mathrm{X}_{\text {re }}$ denote the random variable that takes as its value, a transcript $\tau$ realized in the real world, and $X_{i d}$ the random variable that takes as its value, a transcript $\tau$ realized in the ideal world. The probability of realizing $\tau=\left(\tau_{c}, \tau_{p}, \mathbf{k}\right)$ in the ideal (resp. real) world is called ideal (resp. real) interpolation probability. A transcript $\tau$ is attainable by D if its ideal interpolation probability is non-zero. Let $\Theta$ denote the set of all attainable transcripts and $\phi: \Theta \rightarrow[0, \infty)$ be a non-negative function that maps any attainable transcript to a non-negative real value. Following these notations and using the expectation method (1.2), we shall prove the following result:

Lemma 10. Let $\tau=\left(\tau_{c}, \tau_{p}, \mathbf{k}\right) \in \Theta$ be an attainable transcript. Let $p(\tau):=$


$$
\rho(\tau):=\frac{\pi_{\mathrm{re}}(\tau)}{\pi_{\mathrm{id}}(\tau)}=p(\tau) \cdot 2^{n q} .
$$

Recall that $\mathrm{pEDM} \mathbf{k}_{\mathbf{k}}^{\pi} \longrightarrow \tau_{c}$ denotes $\mathrm{pEDM} \mathbf{k}_{\mathbf{k}}^{\pi}\left(M_{i}\right)=T_{i}$ for all $\left(M_{i}, T_{i}\right) \in \tau_{c}$, i.e. $\pi\left(\pi\left(M_{i} \oplus \mathbf{k}_{1}\right) \oplus M_{i} \oplus \mathbf{k}_{1} \oplus \mathbf{k}_{2}\right) \oplus \mathbf{k}_{1}=T_{i}$, where $\mathbf{k}=\left(\mathbf{k}_{1}, \mathbf{k}_{2}\right)$. The proof of this lemma is hence trivial, the ideal interpolation probability for a good transcript being $\frac{1}{\left(2^{n}\right)^{2 n q}}$ (since the random function RF always outputs a uniformly random $n$-bit string on each input query).

### 4.3.1. Definition and Probability of Bad Transcripts

In this section, we define and bound the probability of bad transcripts in the ideal world. For a transcript $\tau=\left(\tau_{c}, \tau_{p}, \mathbf{k}_{1}, \mathbf{k}_{2}\right)$,

$$
\begin{aligned}
\mathcal{U} & :=\left\{\tilde{u} \in\{0,1\}^{n}:(\tilde{u}, \tilde{v}) \in \tau_{p}\right\}, \\
\mathcal{V} & :=\left\{\tilde{v} \in\{0,1\}^{n}:(\tilde{u}, \tilde{v}) \in \tau_{p}\right\}, \\
\alpha & :=\left|\left\{(M, T) \in \tau_{c}: M \oplus \mathbf{k}_{1} \in \mathcal{U}\right\}\right|, \\
\beta & :=\left|\left\{(M, T) \in \tau_{c}: T \oplus \mathbf{k}_{1} \in \mathcal{V}\right\}\right|, \\
C & :=\left|\left\{(M, T),\left(M^{\prime}, T^{\prime}\right) \in \tau_{c}: T=T^{\prime}\right\}\right|, \\
\sigma & :=\left|\left\{(M, T),\left(M^{\prime}, T^{\prime}\right),\left(M^{\prime \prime}, T^{\prime \prime}\right) \in \tau_{c}: T \oplus M^{\prime} \oplus \mathbf{k}_{2}=M^{\prime \prime} \oplus \mathbf{k}_{1}\right\}\right|, \\
\theta & :=\left|\left\{(\tilde{u}, \tilde{v}),\left(\tilde{u}^{\prime}, \tilde{v}^{\prime}\right) \in \tau_{p}: \tilde{u} \oplus \tilde{v}=\tilde{u}^{\prime} \oplus \tilde{v}^{\prime}\right\}\right| .
\end{aligned}
$$

We say that a construction query $(M, T) \in \tau_{c}$ is non-colliding if $\forall\left(M^{\prime}, T^{\prime}\right) \in$ $\tau_{c}, T \neq T^{\prime}$. The set of bad transcripts is characterized by identifying two-fold collisions, as depicted in Fig. 4.3:

B. 1

B. 3

B. 6

B. 5

B. 2

B. 4

B. 7

B. 8

Figure 4.3.: Different cases of two-fold collisions. A red edge denotes a construction input/output collision with a primitive input/output, a blue edge denotes a primitive input colliding with the input or output of some construction query, and a green edge denotes a collision amongst similar types.

Definition 3. An attainable transcript $\tau=\left(\tau_{c}, \tau_{p}, \mathbf{k}\right)$ is called a bad transcript if any one of the following holds:

1. Inputs to (resp. outputs of) the two consecutive permutation calls within one or two construction queries are not fresh:

- B.1: $\exists(M, T) \in \tau_{c}(\tilde{u}, \tilde{v}),\left(\tilde{u}^{\prime}, \tilde{v}^{\prime}\right) \in \tau_{p}$ such that $M \oplus \mathbf{k}_{1}=\tilde{u}, \tilde{v} \oplus$ $\tilde{u} \oplus \mathbf{k}_{2}=\tilde{u}^{\prime}$.
- B.2: $\exists(M, T) \in \tau_{c},(\tilde{u}, \tilde{v}),\left(\tilde{u}^{\prime}, \tilde{v}^{\prime}\right) \in \tau_{p}$ such that $T \oplus \mathbf{k}_{1}=\tilde{v}, \tilde{u} \oplus$ $\left(M \oplus \mathbf{k}_{1}\right) \oplus \mathbf{k}_{2}=\tilde{v}^{\prime}$.
- B.3: $\exists(M, T),\left(M^{\prime}, T^{\prime}\right) \in \tau_{c},(\tilde{u}, \tilde{v}) \in \tau_{p}$ such that $M \oplus \mathbf{k}_{1}=\tilde{u}, \tilde{v} \oplus$ $\tilde{u} \oplus \mathbf{k}_{2}=M^{\prime} \oplus \mathbf{k}_{1}$.
- B.4: $\exists(M, T),\left(M^{\prime}, T^{\prime}\right) \in \tau_{c}(\tilde{u}, \tilde{v}) \in \tau_{p}$ such that $T \oplus \mathbf{k}_{1}=\tilde{v}, \tilde{u} \oplus$ $\left(M \oplus \mathbf{k}_{1}\right) \oplus \mathbf{k}_{2}=T^{\prime} \oplus \mathbf{k}_{1}$.

2. The input and output of a construction query are both not fresh:

- B.5: $\exists(M, T) \in \tau_{c},(\tilde{u}, \tilde{v}),\left(\tilde{u}^{\prime}, \tilde{v}^{\prime}\right) \in \tau_{p}$ such that $M \oplus \mathbf{k}_{1}=\tilde{u}, T \oplus$ $\mathbf{k}_{1}=\tilde{v}^{\prime}$.

3. Inputs to (resp. outputs of) the first (resp. second) permutation call of two construction queries collide with the inputs (resp. outputs) of two primitive queries, and the inputs to (resp. outputs of) the second (resp. from first) permutation call for these two construction queries also collide:

- B.6: $\exists(M, T),\left(M^{\prime}, T^{\prime}\right) \in \tau_{c},(\tilde{u}, \tilde{v}),\left(\tilde{u}^{\prime}, \tilde{v}^{\prime}\right) \in \tau_{p}$ such that $M \oplus \mathbf{k}_{1}=$ $\tilde{u}, M^{\prime} \oplus \mathbf{k}_{1}=\tilde{u}^{\prime}, \tilde{u} \oplus \tilde{v}=\tilde{u}^{\prime} \oplus \tilde{v}^{\prime}$.
- B.7: $\exists(M, T),\left(M^{\prime}, T^{\prime}\right) \in \tau_{c},(\tilde{u}, \tilde{v}),\left(\tilde{u}^{\prime}, \tilde{v}^{\prime}\right) \in \tau_{p}$ such that $T \oplus \mathbf{k}_{1}=$ $\tilde{v}, T^{\prime} \oplus \mathbf{k}_{1}=\tilde{v}^{\prime}, \tilde{u} \oplus M=\tilde{u}^{\prime} \oplus M^{\prime}$.

4. Additional bad events:

- B.8: $\exists(M, T),\left(M^{\prime}, T^{\prime}\right) \in \tau_{c},(\tilde{u}, \tilde{v}) \in \tau_{p}$ such that $M \oplus \mathbf{k}_{1}=\tilde{u}, T=$ $T^{\prime}$.
- B.9: $\sigma \geq q^{2} / 2^{n / 3}$.
- B.10: $C \geq q / 2^{n / 3}$.
- B.11: $\alpha \geq \sqrt{q}$.
- B.12: $\beta \geq \sqrt{q}$.
- B.13: $\theta \geq \sqrt{\bar{p}}$.

Recall that BadT $\subseteq \Theta$ is the set of all attainable bad transcripts and GoodT $=\Theta \backslash$ BadT is the set of all attainable good transcripts. We bound the probability of bad transcripts in the ideal world as follows:

Lemma 11. Let $\tau=\left(\tau_{c}, \tau_{p}, \mathbf{k}\right)$ be an attainable transcript. Then

$$
\begin{aligned}
\operatorname{Pr}\left[\mathrm{X}_{\mathrm{id}} \in \mathrm{Bad} \mathrm{~T}\right] \leq \frac{3 q p^{2}}{2^{2 n}}+\frac{4 p q^{2}}{2^{2 n}}+\frac{3 p \sqrt{n q}}{2^{n}}+\frac{2 p \sqrt{q}}{2^{n}}+\frac{q \sqrt{p}}{2^{n}} & +\frac{p^{3 / 2}}{2^{n}} \\
& +\frac{2 q}{2^{2 n / 3}}+\frac{2}{2^{n}}
\end{aligned}
$$

Proof. Let $\tau=\left(\tau_{c}, \tau_{p}, \mathbf{k}_{1}, \mathbf{k}_{2}\right)$ be any attainable transcript. As $\mathbf{k}_{1}$ and $\mathbf{k}_{2}$ are sampled uniformly and independently from the keyspace in the ideal world, the union bound gives

$$
\begin{equation*}
\operatorname{Pr}\left[\mathrm{X}_{\mathrm{id}} \in \mathrm{BadT}\right] \leq \operatorname{Pr}[\mathrm{B} .7 \vee \mathrm{~B} .13]+\sum_{\substack{1 \leq i \leq 13 \\ i \neq 7,13}} \operatorname{Pr}[\mathrm{~B} . \mathrm{i}] \tag{4.16}
\end{equation*}
$$

We bound the probabilities of all bad events individually, adding which, we obtain the lemma.


$$
\operatorname{Pr}\left[\mathbf{k}_{1}=M \oplus \tilde{u}, \mathbf{k}_{2}=\tilde{u}^{\prime} \oplus \tilde{v} \oplus \tilde{u}\right]=\frac{1}{2^{2 n}}
$$

due to randomness of the keys $\mathbf{k}_{1}$ and $\mathbf{k}_{2}$. Summing over all possible choices of these values gives

$$
\begin{equation*}
\operatorname{Pr}[\mathrm{B} .1] \leq \frac{q p^{2}}{2^{2 n}} \tag{4.17}
\end{equation*}
$$

Bounding B.2. For fixed values $(M, T) \in \tau_{c}$ and $(\tilde{u}, \tilde{v}),\left(\tilde{u}^{\prime}, \tilde{v}^{\prime}\right) \in \tau_{p}$,

$$
\operatorname{Pr}\left[\mathbf{k}_{1}=T \oplus \tilde{v}, \mathbf{k}_{2}=\tilde{v}^{\prime} \oplus \tilde{\mathfrak{u}} \oplus\left(M \oplus \mathbf{k}_{1}\right)\right]=\frac{1}{2^{2 n}}
$$

by randomness of $\mathbf{k}_{1}$ and $\mathbf{k}_{2}$. Summing over all possible choices of these values gives

$$
\begin{equation*}
\operatorname{Pr}[\mathrm{B} .2] \leq \frac{q p^{2}}{2^{2 n}} \tag{4.18}
\end{equation*}
$$

Bounding B.3. Fixing $(M, T),\left(M^{\prime}, T^{\prime}\right) \in \tau_{c}$ and $(\tilde{u}, \tilde{v}) \in \tau_{p}$,

$$
\operatorname{Pr}\left[\mathbf{k}_{1}=\tilde{u} \oplus M, \mathbf{k}_{2}=\tilde{v} \oplus\left(M^{\prime} \oplus \mathbf{k}_{1}\right) \oplus \tilde{u}\right]=\frac{1}{2^{2 n}}
$$

by randomness of $\mathbf{k}_{1}$ and $\mathbf{k}_{2}$. Summing over all possible choices of these values gives

$$
\begin{equation*}
\operatorname{Pr}[\mathrm{B} .3] \leq \frac{p q^{2}}{2^{2 n}} \tag{4.19}
\end{equation*}
$$

Bounding B.4. Similar to B.3,

$$
\begin{equation*}
\operatorname{Pr}[\mathrm{B} .4] \leq \frac{p q^{2}}{2^{2 n}} \tag{4.20}
\end{equation*}
$$

Bounding B.5. Consider the set

$$
\begin{aligned}
\operatorname{BadK}_{1}:=\left\{\mathbf{k}_{1} \in\{0,1\}^{n}: \exists(M, T) \in \tau_{c},(\tilde{u}, \tilde{v}),\left(\tilde{u}^{\prime}, \tilde{v}^{\prime}\right)\right. & \in \tau_{p} \text { such that } \\
\mathbf{k}_{1} & \left.=M \oplus \tilde{u}=T \oplus \tilde{v}^{\prime}\right\} .
\end{aligned}
$$

Therefore, for any $\Delta>0$,

$$
\begin{align*}
\operatorname{Pr}[\mathrm{B} .5]= & \operatorname{Pr}\left[\mathbf{k}_{1} \in \mathrm{BadK}_{1}\right] \\
= & \operatorname{Pr}\left[\left(\mathbf{k}_{1} \in \mathrm{BadK}_{1}\right) \wedge\left(\left|\operatorname{BadK}_{1}\right| \geq \Delta\right)\right] \\
& +\operatorname{Pr}\left[\left(\mathbf{k}_{1} \in \operatorname{BadK}_{1}\right) \wedge\left(\left|\operatorname{BadK}_{1}\right|<\Delta\right)\right] \\
\leq & \left.\operatorname{Pr}\left[\left|\operatorname{BadK}_{1}\right| \geq \Delta\right]\right]+\frac{\Delta}{2^{n}} . \tag{4.21}
\end{align*}
$$

Clearly, $\left|\operatorname{BadK}_{1}\right| \leq \mathcal{Z}$, where $\mathcal{Z}:=\mid\left\{\left((M, T), \tilde{u}, \tilde{v}^{\prime}\right) \in \tau_{c} \times \mathcal{U} \times \mathcal{V}: M \oplus \tilde{\mathcal{u}}=\right.$ $\left.T \oplus \tilde{v}^{\prime}\right\} \mid$. By Lemma 21,

$$
\operatorname{Pr}\left[|\mathcal{Z}| \geq q p^{2} / 2^{n}+3 p \sqrt{n q}\right] \leq 2 / 2^{n}
$$

Therefore, setting $\Delta=q p^{2} / 2^{n}+3 p \sqrt{n q}$ in Eqn. (4.21) gives

$$
\begin{equation*}
\operatorname{Pr}[\mathrm{B} .5] \leq \frac{q p^{2}}{2^{2 n}}+\frac{3 p \sqrt{n q}}{2^{n}}+\frac{2}{2^{n}} \tag{4.22}
\end{equation*}
$$

Bounding B. $6 \vee$ B.13. Note that

$$
\begin{equation*}
\operatorname{Pr}[\text { B. } 6 \vee \text { B. } 13] \leq \operatorname{Pr}[\text { B. } 13]+\operatorname{Pr}[B .6 \wedge \overline{\mathrm{~B} .13}] . \tag{4.23}
\end{equation*}
$$

To bound the probability of occurrence of B.13, we define an indicator random variable $\mathbb{1}_{a b}$ that takes value 1 if and only if $\exists\left(\tilde{u}_{a}, \tilde{v}_{a}\right),\left(\tilde{u}_{b}, \tilde{v}_{b}\right) \in \tau_{p}$ such that $\tilde{u}_{a} \oplus \tilde{v}_{a}=\tilde{u}_{b} \oplus \tilde{v}_{b}$. For fixed values of $a, b, \operatorname{Pr}\left[1_{a b}=1\right]=1 / 2^{n}$ as either both $\left(\tilde{u}_{a}, \tilde{v}_{a}\right),\left(\tilde{u}_{b}, \tilde{v}_{b}\right)$ are backward queries with random values for $\tilde{u}_{a}, \tilde{u}_{b}$, or at least one of them (say $\left(\tilde{u}_{b}, \tilde{v}_{b}\right)$ ) is a forward query, with a random value for $\tilde{v}_{b}$. Hence, by the linearity of expectation,

$$
\begin{equation*}
\mathbf{E}[\theta]=\sum_{a b} \mathbf{E}\left[\mathbb{1}_{a b}\right]=\sum_{a b} \operatorname{Pr}\left[\mathbb{1}_{a b}=1\right] \leq \frac{p^{2}}{2^{n}} \tag{4.24}
\end{equation*}
$$

Therefore, using Markov's inequality, we have

$$
\begin{equation*}
\operatorname{Pr}[\mathrm{B} .13]=\operatorname{Pr}[\theta \geq \sqrt{p}] \leq \frac{\mathbf{E}[\theta]}{\sqrt{\bar{p}}} \leq \frac{p^{3 / 2}}{2^{n}} \tag{4.25}
\end{equation*}
$$

by Eqn. (4.24). Next, in order to bound the probability of occurrence of the event B. $6 \wedge \overline{\text { B. } 13}$, we fix $(M, T),\left(M^{\prime}, T^{\prime}\right) \in \tau_{c}$ and $(\tilde{u}, \tilde{v}),\left(\tilde{u}^{\prime}, \tilde{v}^{\prime}\right) \in \tau_{p}$. Then the probability of the event $\left(M \oplus \mathbf{k}_{1}=\tilde{u}\right) \wedge\left(M^{\prime} \oplus \mathbf{k}_{1}=\tilde{u}^{\prime}\right) \wedge\left(\tilde{u} \oplus \tilde{v}=\tilde{u}^{\prime} \oplus \tilde{v}^{\prime}\right)$ is $1 / 2^{n}$ due to the randomness of $\mathbf{k}_{1}$. This probability is well defined as $\tilde{u} \neq \tilde{u}^{\prime}$.

Observe that the number of pairs $(\tilde{u}, \tilde{v}),\left(\tilde{u}^{\prime}, \tilde{v}^{\prime}\right) \in \tau_{p}$ that satisfy this event is at most $\sqrt{p}$. Furthermore, the number of choices for $(M, T) \in \tau_{c}$ is $q$,
which restricts the number of choices for $\left(M^{\prime}, T^{\prime}\right) \in \tau_{c}$ to at most 1 (since choosing an $(M, T)$ determines $\left(M^{\prime}, T^{\prime}\right)$ as $\left.M^{\prime}=\tilde{u}^{\prime} \oplus \tilde{u} \oplus M\right)$. Hence,

$$
\begin{equation*}
\operatorname{Pr}[\mathrm{B} .6 \wedge \overline{\mathrm{~B} .13}] \leq \frac{q \sqrt{p}}{2^{n}} . \tag{4.26}
\end{equation*}
$$

Combining Eqn.s (4.23), (4.25) and (4.26), we get

$$
\begin{equation*}
\operatorname{Pr}[\text { B. } 6 \vee B .13] \leq \frac{q \sqrt{p}}{2^{n}}+\frac{p^{3 / 2}}{2^{n}} \tag{4.27}
\end{equation*}
$$

Bounding B.7. For fixed pairs $(M, T),\left(M^{\prime}, T^{\prime}\right) \in \tau_{c}$ and $(\tilde{u}, \tilde{v}),\left(\tilde{u}^{\prime}, \tilde{v}^{\prime}\right) \in \tau_{p}$, this event occurs with probability $1 / 2^{2 n}$ due to independence of $T$ and $T^{\prime}$. As the number of choices for $(M, T),\left(M^{\prime}, T^{\prime}\right)$ is at most $q^{2}$ and the number of choices for $(\tilde{u}, \tilde{v})$ is at most $p$, the number of choices for $\left(\tilde{u}^{\prime}, \tilde{v}^{\prime}\right)$ are restricted to at most 1 . Varying over all possible choices of $(M, T),\left(M^{\prime}, T^{\prime}\right) \in \tau_{c}$ and $(\tilde{u}, \tilde{v}),\left(\tilde{u}^{\prime}, \tilde{v}^{\prime}\right) \in \tau_{p}$, we have

$$
\begin{equation*}
\operatorname{Pr}[\mathrm{B} .7] \leq \frac{p q^{2}}{2^{2 n}} \tag{4.28}
\end{equation*}
$$

Bounding B.8. Fix $(M, T),\left(M^{\prime}, T^{\prime}\right) \in \tau_{c}$ and $(\tilde{u}, \tilde{v}) \in \tau_{p}$. Then

$$
\operatorname{Pr}\left[\mathbf{k}_{1}=\tilde{u} \oplus M, T=T^{\prime}\right]=\frac{1}{2^{2 n}}
$$

Summing over all possible choices of $(M, T),\left(M^{\prime}, T^{\prime}\right) \in \tau_{c},(\tilde{u}, \tilde{v}) \in \tau_{p}$, we have

$$
\begin{equation*}
\operatorname{Pr}[\mathrm{B} .8] \leq \frac{p q^{2}}{2^{2 n}} \tag{4.29}
\end{equation*}
$$

Bounding B.9. Consider an indicator random variable $\mathbb{1}_{i_{1} i_{2} i_{3}}$, which takes value 1 if and only if $\left(M_{i_{1}}, T_{i_{1}}\right),\left(M_{i_{2}}, T_{i_{2}}\right),\left(M_{i_{3}}, T_{i_{3}}\right) \in \tau_{c}$ such that $T_{i_{1}} \oplus$ $M_{i_{2}} \oplus \mathbf{k}_{2}=M_{i_{3}} \oplus \mathbf{k}_{1}$. Since $\operatorname{Pr}\left[\mathbb{1}_{i_{1} i_{2} i_{3}}=1\right]=1 / 2^{n}$ for fixed values of $i_{1}, i_{2}$ and $i_{3}$ (by the randomness of $\mathbf{k}_{1}$ ),

$$
\begin{equation*}
\mathbf{E}[\sigma]=\sum_{i_{1} i_{2} i_{3}} \mathbf{E}\left[\mathbb{1}_{i_{1} i_{2} i_{3}}\right]=\sum_{i_{1} i_{2} i_{3}} \operatorname{Pr}\left[\mathbb{1}_{i_{1} i_{2} i_{3}}=1\right] \leq \frac{q^{3}}{2^{n}} \tag{4.30}
\end{equation*}
$$

Therefore, by Markov's inequality,

$$
\begin{equation*}
\operatorname{Pr}[\mathrm{B} .9]=\operatorname{Pr}\left[\sigma \geq q^{2} / 2^{n / 3}\right] \leq \frac{\mathbf{E}[\sigma]}{q^{2} / 2^{n / 3}} \leq \frac{q}{2^{2 n / 3}} \text { (by Eqn. (4.30).) } \tag{4.31}
\end{equation*}
$$

Bounding B.10. Consider an indicator random variable $\mathbb{1}_{i_{1} i_{2}}$, which takes value 1 if and only if $\exists\left(M_{i_{1}}, T_{i_{1}}\right),\left(M_{i_{2}}, T_{i_{2}}\right) \in \tau_{c}$ such that $T_{i_{1}}=T_{i_{2}}$. Since $\operatorname{Pr}\left[\mathbb{1}_{i_{1} i_{2}}=1\right]=1 / 2^{n}$ for fixed $i_{1}, i_{2}$ (by the independence of $T_{i_{1}}$ and $T_{i_{2}}$ ),

$$
\begin{equation*}
\mathbf{E}[\mathrm{C}]=\sum_{i_{1} i_{2}} \mathbf{E}\left[\mathbb{1}_{i_{1} i_{2}}\right]=\sum_{i_{1} i_{2}} \operatorname{Pr}\left[\mathbb{1}_{i_{1} i_{2}}=1\right] \leq \frac{q^{2}}{2^{n}} \tag{4.32}
\end{equation*}
$$

Therefore,

$$
\begin{equation*}
\operatorname{Pr}[\mathrm{B} .10]=\operatorname{Pr}\left[\mathrm{C} \geq q / 2^{n / 3}\right] \leq \frac{\mathrm{E}[\mathrm{C}]}{q / 2^{n / 3}} \leq \frac{q}{2^{2 n / 3}}(\text { by Eqn. }(4.32)) \tag{4.33}
\end{equation*}
$$

Bounding B.11. Again consider an indicator random variable $\mathbb{1}_{i a}$, taking value 1 if and only if $\exists\left(M_{i}, T_{i}\right) \in \tau_{c},\left(\tilde{u}_{a}, \tilde{v}_{a}\right) \in \tau_{p}$ such that $M_{i} \oplus \mathbf{k}_{1}=\tilde{u}_{a}$. Fixing $i, a$ implies $\operatorname{Pr}\left[\mathbb{1}_{i a}=1\right]=1 / 2^{n}$ by the randomness of $\mathbf{k}_{1}$. Thus,

$$
\begin{equation*}
\mathbf{E}[\alpha]=\sum_{i a} \mathbf{E}\left[\mathbb{1}_{i a}\right]=\sum_{i a} \operatorname{Pr}\left[\mathbb{1}_{i a}=1\right] \leq \frac{q p}{2^{n}} . \tag{4.34}
\end{equation*}
$$

Then by Markov's inequality,

$$
\begin{equation*}
\operatorname{Pr}[\mathrm{B} .11]=\operatorname{Pr}[\alpha \geq \sqrt{q}] \leq \frac{\mathrm{E}[\alpha]}{\sqrt{q}} \leq \frac{p \sqrt{q}}{2^{n}}(\text { by Eqn. (4.34)) } \tag{4.35}
\end{equation*}
$$

Bounding B.12. Consider $\mathbb{1}_{i a}$, taking value 1 if and only if $\exists\left(M_{i}, T_{i}\right) \in$ $\tau_{c},\left(\tilde{u}_{a}, \tilde{v}_{a}\right) \in \tau_{p}$ such that $T_{i} \oplus \mathbf{k}_{1}=\tilde{v}_{a}$. For fixed values $i, a$, since $\operatorname{Pr}\left[\mathbb{1}_{i a}=\right.$ 1] $=1 / 2^{n}$ by the randomness of $\mathbf{k}_{1}$,

$$
\begin{equation*}
\mathbf{E}[\beta]=\sum_{i a} \mathbf{E}\left[\mathbb{1}_{i a}\right]=\sum_{i a} \operatorname{Pr}\left[\mathbb{1}_{i a}=1\right] \leq \frac{q p}{2^{n}} \tag{4.36}
\end{equation*}
$$

Therefore, using Markov's inequality gives

$$
\begin{equation*}
\operatorname{Pr}[\mathrm{B} .12]=\operatorname{Pr}[\beta \geq \sqrt{q}] \leq \frac{\mathbf{E}[\beta]}{\sqrt{q}} \leq \frac{p \sqrt{q}}{2^{n}}(\text { by Eqn. }(4.36)) \tag{4.37}
\end{equation*}
$$

The result follows from Eqn.s (4.16)- (4.37).

### 4.3.2. Analysis of Good Transcripts

This section shows that for a good transcript $\tau=\left(\tau_{c}, \tau_{p}, \mathbf{k}\right)$, realizing $\tau$ is almost as likely in the real world as in the ideal world:

Lemma 12 (Good Lemma). Let $\tau=\left(\tau_{c}, \tau_{p}, \mathbf{k}\right) \in$ GoodT be a good transcript, and $\mathrm{X}_{\mathrm{re}}, \mathrm{X}_{\mathrm{id}}$ be as defined previously. Then there exists a positive integer $t$ such that for $0 \leq t \leq q / 2^{n / 3}$,

$$
\begin{gathered}
\frac{\operatorname{Pr}\left[\mathrm{X}_{\mathrm{re}}=\tau\right]}{\operatorname{Pr}\left[\mathrm{X}_{\mathrm{id}}=\tau\right]} \geq 1-\left(\frac{12 q^{2}}{2^{4 n / 3}}+\frac{2 p q}{2^{4 n / 3}}+\frac{13 q}{2^{2 n / 3}}+\frac{2 p t}{q^{2}}+\frac{2 \sqrt{q}}{2^{n / 3}}+\frac{28 p q^{2}}{2^{2 n}}+\frac{4 p^{2} q}{2^{2 n}}\right. \\
\left.+\frac{24 q^{3}}{2^{2 n}}+\frac{2 q^{3 / 2}}{2^{n}}\right)
\end{gathered}
$$

### 4.3.3. Proof of Good Lemma

In this section, we prove Lemma 12 by establishing a lower bound for $\mathrm{p}(\tau)$ - since it is clear from Lemma 10 that to compute the ratio of real to ideal interpolation probabilities for a good transcript $\tau$, one must compare this probability with $2^{n q}$.

## Establishing a Lower Bound for $\mathbf{p}(\tau)$

$\tau=\left(\tau_{c}, \tau_{p}, \mathbf{k}_{1}, \mathbf{k}_{2}\right)$ being a good transcript, we now prove that the set of construction queries $\tau_{c}$ can be partitioned into the following subsets:

$$
\begin{aligned}
\mathcal{Q}_{\mathcal{U}} & :=\left\{(M, T) \in \tau_{c}: M \oplus \mathbf{k}_{1} \in \mathcal{U}\right\} \\
\mathcal{Q}_{\mathcal{V}} & :=\left\{(M, T) \in \tau_{c}: T \oplus \mathbf{k}_{1} \in \mathcal{V}\right\} \\
\mathcal{Q}_{0} & :=\left\{(M, T) \in \tau_{c}: M \oplus \mathbf{k}_{1} \notin \mathcal{U}, T \oplus \mathbf{k}_{1} \notin \mathcal{V}\right\}
\end{aligned}
$$

Observe first that $\mathcal{Q}_{\mathcal{U}} \cup \mathcal{Q}_{\mathcal{V}} \cup \mathcal{Q}_{0}$. By definition of bad transcripts, $\mathcal{Q}_{\mathcal{U}} \cap$ $\mathcal{Q}_{\mathcal{V}}=\phi$ and by definition of the subsets, $\mathcal{Q}_{\mathcal{U}} \cap \mathcal{Q}_{0}=\phi, \mathcal{Q}_{\mathcal{V}} \cap \mathcal{Q}_{0}=\phi$. Thus:
Proposition 1. Let $\tau=\left(\tau_{c}, \tau_{p}, \mathbf{k}_{1}, \mathbf{k}_{2}\right) \in$ GoodT be a good transcript. Then the sets $\left(\mathcal{Q}_{\mathcal{U}}, \mathcal{Q}_{\mathcal{V}}, \mathcal{Q}_{0}\right)$ are pairwise disjoint.

Since $\tau$ is a good transcript, $\alpha=\left|\mathcal{Q}_{\mathcal{U}}\right| \leq \sqrt{q}$ and $\beta=\left|\mathcal{Q}_{\mathcal{V}}\right| \leq \sqrt{q}$. Let $\mathrm{E}_{\mathcal{U}}$ denote the event $\mathrm{pEDM} \mathrm{k}_{\mathbf{k}}^{\pi} \longrightarrow \mathcal{Q}_{\mathcal{U}}$. Similarly, let $\mathrm{E}_{\mathcal{V}}$ denote the event $\mathrm{pEDM} \mathrm{k}_{\mathbf{k}}^{\pi} \longrightarrow \mathcal{Q}_{\mathcal{V}}$ and $\mathrm{E}_{0}$ denote the event $\mathrm{pEDM}{ }_{\mathbf{k}}^{\pi} \longrightarrow \mathcal{Q}_{0}$. It is easy to see that

$$
\begin{align*}
\mathrm{p}(\tau) & =\operatorname{Pr}\left[\mathrm{E}_{\mathcal{U}} \wedge \mathrm{E}_{\mathcal{V}} \wedge \mathrm{E}_{0} \mid \pi \longrightarrow \tau_{p}\right] \\
& =\operatorname{Pr}\left[\mathrm{E}_{\mathcal{U}} \wedge \mathrm{E}_{\mathcal{V}} \mid \pi \longrightarrow \tau_{p}\right] \cdot \operatorname{Pr}\left[\mathrm{E}_{0} \mid \mathrm{E}_{\mathcal{U}} \wedge \mathrm{E}_{\mathcal{V}} \wedge \pi \longrightarrow \tau_{p}\right] \tag{4.38}
\end{align*}
$$

Therefore, it is enough to establish a good lower bound on the final two probabilities to obtain a bound for $\tau$.

To bound $\operatorname{Pr}\left[\mathrm{E}_{\mathcal{U}} \wedge \mathrm{E}_{\mathcal{V}} \mid \pi \longrightarrow \tau_{p}\right]$, we define the following sets:

$$
\begin{array}{r}
\mathcal{S}_{1}:=\left\{M \oplus \mathbf{k}_{1}:(M, T) \in \mathcal{Q}_{\mathcal{U}}\right\}, \quad \mathcal{S}_{2}:=\left\{M \oplus \mathbf{k}_{1}:(M, T) \in \mathcal{Q}_{\mathcal{V}}\right\} \\
\mathcal{D}_{1}:=\left\{T \oplus \mathbf{k}_{1}:(M, T) \in \mathcal{Q}_{\mathcal{U}}\right\}, \quad \mathcal{D}_{2}:=\left\{T \oplus \mathbf{k}_{1}:(M, T) \in \mathcal{Q}_{\mathcal{V}}\right\}
\end{array}
$$

Note that $\mathcal{S}_{1} \subseteq \mathcal{U},\left|\mathcal{S}_{1}\right|=\alpha$, and $\mathcal{D}_{2} \subseteq \mathcal{V},\left|\mathcal{D}_{2}\right|=\beta$. Since $\pi \longrightarrow \tau_{p}, \pi$ is fixed on exactly $p$ input-output pairs. Therefore, for each $(M, T) \in \mathcal{Q}_{\mathcal{U}}, \exists$ ! $(\tilde{u}, \tilde{v}) \in \tau_{p}$ such that $M \oplus \mathbf{k}_{1}=\tilde{u}$, so that $\pi(M \oplus k)$ is well defined and equal to $\tilde{v}$. Similarly, for each $(M, T) \in \mathcal{Q}_{\mathcal{V}}, \exists!(\tilde{u}, \tilde{v}) \in \tau_{p}$ such that $T \oplus \mathbf{k}_{1}=\tilde{v}$, so that $\pi^{-1}\left(T \oplus \mathbf{k}_{1}\right)$ is well defined and equal to $\tilde{u}$. We can now define the following two sets:

$$
\begin{aligned}
& \mathcal{X}_{1}:=\left\{\pi\left(M \oplus \mathbf{k}_{1}\right) \oplus M \oplus \mathbf{k}_{1} \oplus \mathbf{k}_{2}:(M, T) \in \mathcal{Q}_{\mathcal{U}}\right\} \\
& \mathcal{X}_{2}:=\left\{\pi^{-1}\left(T \oplus \mathbf{k}_{1}\right) \oplus M \oplus \mathbf{k}_{1} \oplus \mathbf{k}_{2}:(M, T) \in \mathcal{Q}_{\mathcal{V}}\right\} .
\end{aligned}
$$

Proposition 2. Every element of $\mathcal{D}_{1}$ is distinct and does not collide with any primitive query output. Similarly, every element of $\mathcal{S}_{2}$ is distinct and does not collide with any primitive query input.

Proof. The distinct property of $\mathcal{D}_{1}$ follows from $\neg$ B.6. Moreover, if any element of $\mathcal{D}_{1}$ collides with a primitive query output then it would satisfy condition B.2. Thus, $\mathcal{D}_{1} \cap \mathcal{V}=\phi \Rightarrow \mathcal{D}_{1} \cap \mathcal{D}_{2}=\phi$ and hence $\left|\mathcal{D}_{1}\right|=\alpha$. Similarly by definition, every element of $\mathcal{S}_{2}$ is unique and does not collide with any primitive query input (otherwise satisfies condition B.2). Hence, $\mathcal{S}_{2} \cap \mathcal{U}=\phi \Rightarrow \mathcal{S}_{2} \cap \mathcal{S}_{1}=\phi$ and hence $\left|\mathcal{S}_{2}\right|=\beta$.

Proposition 3. Every element of $\mathcal{X}_{1}$ is distinct and $\mathcal{X}_{1} \cap \mathcal{S}_{1}=\phi, \mathcal{X}_{1} \cap \mathcal{S}_{2}=\phi$. Every element of $\mathcal{X}_{2}$ is distinct and $\mathcal{X}_{2} \cap \mathcal{D}_{1}=\phi, \mathcal{X}_{2} \cap \mathcal{D}_{2}=\phi$.

Proof. For the sake of contradiction, assume that $\pi\left(M_{i_{1}} \oplus \mathbf{k}_{1}\right) \oplus M_{i_{1}} \oplus \mathbf{k}_{1} \oplus$ $\mathbf{k}_{2}=\pi\left(M_{i_{2}} \oplus \mathbf{k}_{1}\right) \oplus M_{i_{2}} \oplus \mathbf{k}_{1} \oplus \mathbf{k}_{2}$ for some $\left.\left(M_{i_{1}}, T_{i_{1}}\right),\right)\left(M_{i_{2}}, T_{i_{2}}\right) \in \mathcal{Q}_{\mathcal{U}}$. However, this requires validity of the condition B.7, necessitating $\tau$ to be a bad transcript. Thus, every element of $\mathcal{X}_{1}$ is distinct. Furthermore, no element of $\mathcal{X}_{1}$ collides with any primitive query input, as otherwise condition B. 1 would be satisfied. This implies $\mathcal{X}_{1} \cap \mathcal{S}_{1}=\phi$. Also, $\mathcal{X}_{1} \cap \mathcal{S}_{2}=\phi$ follows due to $\neg$ B.4. Thus, $\mathcal{X}_{1} \cap \mathcal{U}=\phi \Rightarrow \mathcal{X}_{1} \cap \mathcal{S}_{1}=\phi$ and $\mathcal{X}_{1} \cap \mathcal{S}_{2}=\phi$. Hence, $\left|\mathcal{X}_{1}\right|=\alpha$.

Again assuming $\pi^{-1}\left(T_{i_{1}} \oplus \mathbf{k}_{1}\right) \oplus\left(M_{i_{1}} \oplus \mathbf{k}_{1}\right) \oplus \mathbf{k}_{2}=\pi^{-1}\left(T_{i_{2}} \oplus \mathbf{k}_{1}\right) \oplus$ $\left(M_{i_{2}} \oplus \mathbf{k}_{1}\right) \oplus \mathbf{k}_{2}$ for some $\left(M_{i_{1}}, T_{i_{1}}\right),\left(M_{i_{2}}, T_{i_{2}}\right) \in \mathcal{Q}_{\mathcal{V}}$ forces the condition B. 8 to hold, necessitating $\tau$ to be a bad transcript. Thus, every element of $\mathcal{X}_{2}$ is distinct. Moreover, no element of $\mathcal{X}_{2}$ collides with any primitive query output, as otherwise condition B. 3 would be satisfied. This implies $\mathcal{X}_{2} \cap \mathcal{D}_{2}=\phi$. Since $\mathcal{X}_{2} \cap \mathcal{D}_{1}=\phi$ follows due to $\neg$ B. $5, \mathcal{X}_{2} \cap \mathcal{V}=\phi \Rightarrow \mathcal{X}_{2} \cap \mathcal{D}_{2}=\phi$ and $\mathcal{X}_{2} \cap \mathcal{D}_{1}=\phi$. Hence, $\left|\mathcal{X}_{2}\right|=\beta$.

Consider the following two sequences:

$$
\begin{aligned}
\mathcal{Q}_{1} & :=\left(\pi\left(M_{i} \oplus \mathbf{k}_{1}\right) \oplus M_{i} \oplus \mathbf{k}_{1} \oplus \mathbf{k}_{2}, T_{i} \oplus \mathbf{k}_{1}\right)_{\left(M_{i}, T_{i}\right) \in \mathcal{Q}_{U}} \\
\mathcal{Q}_{2} & :=\left(M_{i} \oplus \mathbf{k}_{1}, \pi^{-1}\left(T_{i} \oplus \mathbf{k}_{1}\right) \oplus M_{i} \oplus \mathbf{k}_{1} \oplus \mathbf{k}_{2}\right)_{\left(M_{i}, T_{i}\right) \in \mathcal{Q}_{V}}
\end{aligned} .
$$

From propositions 2 and 3 , it follows that the domain of $\mathcal{Q}_{1}$ is disjoint from the domain of $\mathcal{Q}_{2}$. Moreover, they are pairwise disjoint from $\mathcal{U}$. Similarly, the range of $\mathcal{Q}_{1}$ is disjoint from the range of $\mathcal{Q}_{2}$ and they are pairwise disjoint from $\mathcal{V}$. Therefore, $\mathfrak{X}=\left(\mathcal{U}, \mathcal{X}_{1}, \mathcal{S}_{2}\right)$ and $\mathfrak{Y}=\left(\mathcal{V}, \mathcal{D}_{1}, \mathcal{X}_{2}\right)$ are disjoint collections. Thus, from Proposition 1,

$$
\begin{align*}
& \operatorname{Pr}\left[\mathrm{E}_{\mathcal{U}} \wedge \mathrm{E}_{\mathcal{V}} \mid \pi \longrightarrow \tau_{p}\right] \\
:= & \operatorname{Pr}\left[\pi \stackrel{\$}{\stackrel{ }{4}} \operatorname{Perm}(n): \mathfrak{X} \backslash \mathcal{U} \xrightarrow{\pi} \mathfrak{Y} \backslash \mathcal{V} \mid \pi \longrightarrow \tau_{p}\right] \\
= & \frac{1}{\left(2^{n}-p\right)_{\alpha+\beta}} . \tag{4.39}
\end{align*}
$$

We now bound $\operatorname{Pr}\left[\mathrm{E}_{0} \mid \mathrm{E}_{\mathcal{U}} \wedge \mathrm{E}_{\mathcal{V}} \wedge \pi \longrightarrow \tau_{p}\right]$. For the sake of simplicity, we rename the elements of $\mathcal{Q}_{0}$ as $\mathcal{Q}_{0}=\left\{\left(M_{1}, T_{1}\right),\left(M_{2}, T_{2}\right), \ldots,\left(M_{q^{\prime}}, T_{q^{\prime}}\right)\right\}$, and note that $\left|\mathcal{Q}_{0}\right|=q^{\prime}=q-(\alpha+\beta)$. Let us define sets

$$
\begin{aligned}
\mathcal{X} & =\left\{M \in\{0,1\}^{n}:(M, T) \in\left(\tau_{c} \backslash \mathcal{Q}_{\mathcal{U}}\right)\right\} \\
\mathcal{Y} & =\left\{T \in\{0,1\}^{n}:(M, T) \in \mathcal{Q}_{0}\right\} \\
\mathcal{S} & =\left\{(M, T) \in \mathcal{Q}_{0}: \forall\left(M^{\prime}, T^{\prime}\right) \neq(M, T) \in \mathcal{Q}_{0}, T \neq T^{\prime}\right\},
\end{aligned}
$$

where $r=|\mathcal{Y}|, \mathcal{S}$ is the set of non-colliding queries of $\mathcal{Q}_{0}$ and $s^{\prime}=|\mathcal{S}|$. Since $\tau$ is a good transcript, $s^{\prime} \geq q-\frac{q}{2^{n / 3}}$, so as not to satisfy B.10. Thus, we must bound the probability that a permutation $\pi$ realizes $\mathcal{Q}_{0}$, i.e. we must bound the number of permutations $\pi$ that are already fixed on $\alpha+\beta$ input-output pairs such that

$$
\begin{equation*}
\forall(M, T) \in \mathcal{Q}_{0}, \pi\left(\pi\left(M \oplus \mathbf{k}_{1}\right) \oplus M \oplus \mathbf{k}_{1} \oplus \mathbf{k}_{2}\right) \oplus \mathbf{k}_{1}=T \tag{4.40}
\end{equation*}
$$

Note that the equations in Eqn. (4.40) are not independent as the two permutations are identical: for two queries $(M, T)$ and $\left(M^{\prime}, T^{\prime}\right)$ in $\mathcal{Q}_{0}$, $\pi\left(M \oplus \mathbf{k}_{1}\right) \oplus M \oplus \mathbf{k}_{1} \oplus \mathbf{k}_{2}=M \oplus \mathbf{k}_{1}$ implies $\pi\left(M^{\prime} \oplus \mathbf{k}_{1}\right)=T \oplus \mathbf{k}_{1}$. Similarly, $\pi\left(M \oplus \mathbf{k}_{1}\right)=T^{\prime} \oplus \mathbf{k}_{1}$ implies $\pi\left(M^{\prime} \oplus \mathbf{k}_{1}\right) \oplus M^{\prime} \oplus \mathbf{k}_{1} \oplus \mathbf{k}_{2}=M \oplus \mathbf{k}_{1}$. One could count only the permutations $\pi$ that are already fixed on $\alpha+\beta$ input-output pairs such that for any query $(M, T) \in \mathcal{Q}_{0}, \pi\left(M \oplus \mathbf{k}_{1}\right) \oplus M \oplus$ $\mathbf{k}_{1} \oplus \mathbf{k}_{2} \notin \mathcal{X} \oplus \mathbf{k}_{1}$. However this only leads to a birthday bound. To obtain a beyond the birthday bound, we need to allow for collisions and a more precise counting. We shall thus consider permutations $\pi$ that are already fixed on $\alpha+\beta$ input-output pairs such that $\pi\left(M \oplus \mathbf{k}_{1}\right) \oplus M \oplus \mathbf{k}_{1} \oplus \mathbf{k}_{2}=M^{\prime} \oplus \mathbf{k}_{1}$ for $t$ pairs $\left((M, T),\left(M^{\prime}, T^{\prime}\right)\right)$ of distinct non-colliding queries, where $t$ is a sufficiently large value. However, care must be taken in choosing the $t$-pairs of distinct non-colliding queries so as to not create incompatibility with other queries.

## Counting Collisions

To this end, we define an index set $\mathcal{I}=\left\{i \in\left[q^{\prime}\right]:\left(M_{i}, T_{i}\right) \in \mathcal{S}\right\}$, and the set $\mathcal{I}^{(\underline{2})}=\mathcal{I}^{(\underline{2})}=\{(i, j): i, j \in \mathcal{I}, i \neq j\}$ i.e. the set of all ordered pairs of distinct elements of $\mathcal{I}$.

Definition 4. For a fixed positive integer $t$, an unordered set of $t$ ordered pairs of indices

$$
\mathcal{I}_{t}=\left\{\left(i_{1}, j_{1}\right),\left(i_{2}, j_{2}\right), \ldots,\left(i_{t}, j_{t}\right)\right\} \subseteq \mathcal{I}^{(2)}
$$

is good if it satisfies the following conditions:

1. for $l \in[t], M_{j_{l}} \oplus M_{i_{l}}$ are distinct.
2. for $l \in[t], T_{i_{l}} \oplus M_{j_{l}}$ are distinct.
3. for $l \in[t], M_{j_{l}} \oplus M_{i_{l}} \oplus \mathbf{k}_{2} \notin \mathcal{V}$.
4. for $l \in[t], T_{i_{l}} \oplus M_{j_{l}} \oplus \mathbf{k}_{2} \notin \mathcal{U}$.
5. for $l \in[t], T_{i_{l}} \oplus \mathbf{k}_{2} \oplus M_{j_{l}} \notin \mathcal{X} \oplus \mathbf{k}_{1}$.
6. for $l \in[t], M_{i_{l}} \oplus \mathbf{k}_{2} \oplus M_{j_{l}} \notin \mathcal{Y} \oplus \mathbf{k}_{1}$.
7. for $l \in[t], M_{j_{l}} \oplus M_{i_{l}} \oplus \mathbf{k}_{2} \notin \mathcal{X}_{2}$.
8. for $l \in[t], T_{i_{l}} \oplus M_{j_{l}} \oplus \mathbf{k}_{2} \notin \mathcal{X}_{1}$.

We call an element in the set $\mathcal{I}_{t}$ a dependency pair.
Note that $\mathcal{I}_{t}$ is the set of $t$ ordered pairs of indices of non-colliding queries. We justify below why the conditions listed above, are not incompatible with the other queries.
Rationale for the Conditions. A dependency pair $\left(i_{l}, j_{l}\right) \in \mathcal{I}_{t}$ is dependent in one of the following two ways:
(a) $\pi\left(M_{i_{l}} \oplus \mathbf{k}_{1}\right) \oplus\left(M_{i_{l}} \oplus \mathbf{k}_{1}\right) \oplus \mathbf{k}_{2}=M_{j_{l}} \oplus \mathbf{k}_{1}$ or
(b) $\pi\left(M_{i_{l}} \oplus \mathbf{k}_{1}\right)=T_{j_{l}} \oplus \mathbf{k}_{1}$
for permutations $\pi$ that are already fixed on $\alpha+\beta$ input-output pairs. Such a dependency pair is said to be of length 1 . Thus, we have the following two equalities:
( $\widehat{a}) \pi\left(M_{i_{l}} \oplus \mathbf{k}_{1}\right)=M_{i_{l}} \oplus M_{j_{l}} \oplus \mathbf{k}_{2}$,
( $\widehat{b}$ ) $\pi\left(M_{j_{l}} \oplus \mathbf{k}_{1}\right)=M_{i_{l}} \oplus M_{j_{l}} \oplus \mathbf{k}_{2}$.
Both these equalities impose distinctness of the permutation outputs, which justifies condition (1) of Defn. 4. They also require the permutation outputs to not collide with any primitive output (i.e. the elements of $\mathcal{V}$ ), as their corresponding input does not collide with any primitive input (i.e. elements of $\mathcal{U}$ ), validating condition (3). Similarly, $M_{i_{l}} \oplus M_{j_{l}} \oplus \mathbf{k}_{2}$ should not collide with any element of $\mathcal{Y} \oplus \mathbf{k}_{1}$, establishing condition (6). Furthermore, $M_{i_{l}} \oplus$ $M_{j_{l}} \oplus \mathbf{k}_{2}$ should not collide with any element of $\mathcal{X}_{2}$, as $\left(M_{i_{l}}, T_{i_{l}}\right),\left(M_{j_{l}, T_{j l}}\right) \notin$ $\mathcal{Q}_{\mathcal{V}}$. This justifies conditions (7). Finally, since Eqn. (a) also imposes the following equality:

$$
\widehat{(c)} \pi\left(M_{j_{l}} \oplus \mathbf{k}_{1}\right)=T_{i_{l}} \oplus \mathbf{k}_{1}
$$

$\pi\left(M_{j_{l}} \oplus \mathbf{k}_{1}\right) \oplus\left(M_{j_{l}} \oplus \mathbf{k}_{1} \oplus \mathbf{k}_{2}\right)$ (or equivalently $\left.T_{i_{l}} \oplus M_{j_{l}} \oplus \mathbf{k}_{2}\right)$ should be distinct, which accounts for condition (2). Moreover, it should not collide with any other elements of $\mathcal{X} \oplus \mathbf{k}_{1}$, as it would otherwise extend the length of the dependency pair by 1 . This validates condition (5) of the definition. Similarly $T_{i_{l}} \oplus M_{j_{l}} \oplus \mathbf{k}_{2}$ should not collide with any primitive inputs, as $T_{j_{l}} \oplus \mathbf{k}_{1}$ does not collide with any primitive output. This establishes condition (4) of the definition. As $T_{i_{l}} \oplus M_{j_{l}} \oplus \mathbf{k}_{2}$ should not collide with any element of $\mathcal{X}_{2}$ (otherwise $T_{j_{l}} \oplus \mathbf{k}_{1} \in \mathcal{D}_{1}$, which is not possible as $\left.\left(M_{j_{l}}, T_{j_{l}}\right) \notin \mathcal{Q} \mathcal{U}\right)$, this justifies condition (8).

Lemma 13. Fix a positive integer $t$ such that $0 \leq t \leq M$. Then the number of good sets $\mathcal{I}_{t}$ of t pairs of non-colliding queries is at least

$$
\left|\mathcal{I}_{t}\right| \geq \frac{\left(s^{\prime}\right)_{2 t}}{t!}\left(1-\frac{4 q}{2^{2 n / 3}}-\frac{2 p t}{q^{2}}-\frac{2 \sqrt{q}}{2^{n / 3}}\right)
$$

Proof. First observe that amongst the $s^{\prime}\left(s^{\prime}-1\right)$ possible pairs of non-colliding query indices $\left(i_{1}, j_{1}\right)$, at most $(2 \sigma+2 p+\alpha+\beta)$ of them do not satisfy conditions (3)-(8). Indeed, by definition of a good transcript (more precisely, bad event B.9), there cannot be more than $\sigma$ pairs $\left(\left(M_{i_{l}}, T_{i_{l}}\right),\left(M_{j_{l}}, T_{j_{l}}\right)\right)$ such that $T_{i_{l}} \oplus M_{j_{l}} \oplus \mathbf{k}_{2} \in \mathcal{X} \oplus \mathbf{k}_{1}$, and there cannot be more than $\sigma$ pairs $\left(\left(M_{i_{l}}, T_{i_{l}}\right),\left(M_{j_{l}}, T_{j_{l}}\right)\right)$ such that $M_{i_{l}} \oplus M_{j_{l}} \oplus \mathbf{k}_{2} \in \mathcal{Y} \oplus \mathbf{k}_{1}$. Similarly, due to B.11, there cannot be more than $\alpha$ pairs such that $T_{i_{l}} \oplus M_{j_{l}} \oplus \mathbf{k}_{2} \in \mathcal{X}_{1}$ and due to B.12, there cannot be more than $\beta$ pairs such that $M_{j_{l}} \oplus M_{i_{l}} \oplus \mathbf{k}_{2} \in \mathcal{X}_{2}$. Hence, we obtain a lower bound $\mathcal{I}_{t}$ as follows:

- $\left(i_{1}, j_{1}\right)$ can be chosen from at least $s^{\prime}\left(s^{\prime}-1\right)-2 \sigma-2 p-\alpha-\beta$ possibilities.
- Once $\left(i_{1}, j_{1}\right)$ is fixed, $i_{2}$ can be chosen freely from the remaining $\left(s^{\prime}-2\right)$ possibilities. Since $j_{2}$ must be different from $i_{1}, j_{1}$ and $i_{2}, M_{j_{2}} \oplus M_{i_{2}} \neq$ $M_{j_{1}} \oplus M_{i_{1}}$ and $T_{i_{2}} \oplus M_{j_{2}} \neq T_{i_{1}} \oplus M_{j_{1}}$, the number of choices for $j_{2}$ is $\left(s^{\prime}-5\right)$; after removing the at most $2 \sigma+2 p+\alpha+\beta$ pairs of queries not satisfying (3)-(8), there remain at least $\left(s^{\prime}-2\right)\left(s^{\prime}-5\right)-2 \sigma-2 p-$ $\alpha-\beta$ possibilities for the pair $\left(i_{2}, j_{2}\right)$.
- Assuming $\left(i_{1}, j_{1}\right),\left(i_{2}, j_{2}\right),\left(i_{l-1}, j_{l-1}\right)$ are already selected, $i_{l}$ can be chosen freely from the $\left(s^{\prime}-2 l+2\right)$ remaining possibilities. As $j_{l}$ must be different from $i_{1}, j_{1}, \ldots, i_{l-1}, j_{l-1}, i_{l}$ and it must be such that $M_{j_{l}} \oplus$ $M_{i_{l}} \neq M_{j_{d}} \oplus M_{i_{d}}$ for $d \in[l-1], T_{i_{l}} \oplus M_{j_{l}} \neq T_{i_{d}} \oplus M_{j_{d}}$ for $d \in[l-1]$, there are at least $\left(s^{\prime}-4 l+3\right)$ possibilities for $j_{l}$. After removing at most $2 \sigma+2 p+\alpha+\beta$ pairs not satisfying (3)-(8), there remain at least $\left(s^{\prime}-2 l+2\right)\left(s^{\prime}-4 l+3\right)-2 \sigma-2 p-\alpha-\beta$ possibilities for the pair $\left(i_{l}, j_{l}\right)$.

Since $\mathcal{I}_{t}$ is an unordered set of $t$ pairs, the number $\left|\mathcal{I}_{t}\right|$ of good sets is at least

$$
\left|\mathcal{I}_{t}\right| \geq \frac{1}{t!} \prod_{l=0}^{t-1}\left(\left(s^{\prime}-2 l\right)\left(s^{\prime}-4 l-1\right)-2 \sigma-2 p-\alpha-\beta\right) .
$$

Therefore, $\left|\mathcal{I}_{t}\right| \geq \frac{\left(s^{\prime}\right) 2 t}{t!} \prod_{l=0}^{t-1} \frac{\left(s^{\prime}-2 l\right)\left(s^{\prime}-4 l-1\right)-2 p-2 \sigma-\alpha-\beta}{\left(s^{\prime}-2 l\right)\left(s^{\prime}-2 l-1\right)}$
$\geq \frac{\left(s^{\prime}\right)_{2 t}}{t!} \prod_{l=0}^{t-1}\left(1-\frac{2 l s^{\prime}-4 l^{2}+2 p+2 \sigma+\alpha+\beta}{\left(s^{\prime}-2 l\right)\left(s^{\prime}-2 l-1\right)}\right)$
$\geq \frac{\left(s^{\prime}\right)_{2 t}}{t!} \prod_{l=0}^{t-1}\left(1-\frac{2 l s^{\prime}+2 p+2 \sigma+\alpha+\beta}{\left(s^{\prime}-2 M\right)^{2}}\right)(\because l \leq t \leq M)$
$\geq \frac{\left(s^{\prime}\right)_{2 t}}{t!}\left(1-\sum_{l=0}^{t-1} \frac{2 l s^{\prime}+2 p+2 \sigma+\alpha+\beta}{\left(s^{\prime}-2 M\right)^{2}}\right)$
$\geq \frac{\left(s^{\prime}\right)_{2 t}}{t!}\left(1-\frac{2 s^{\prime} M^{2}+2 p t+2 \sigma M+\alpha M+\beta M}{q^{2}}\right)$
$\left(\because t \leq M\right.$ and $\left.s^{\prime}-2 M \leq q\right)$
$\geq \frac{\left(s^{\prime}\right)_{2 t}}{t!}\left(1-\frac{2 M^{2}}{q}-\frac{2 p t}{q^{2}}-\frac{2 \sigma M}{q^{2}}-\frac{\beta M}{q^{2}}-\frac{\alpha M}{q^{2}}\right)$
$\left(\right.$ as $\left.s^{\prime} \leq q\right)$
$\geq \frac{\left(s^{\prime}\right)_{2 t}}{t!}\left(1-\frac{2 q}{2^{2 n / 3}}-\frac{2 p t}{q^{2}}-\frac{2 q}{2^{2 n / 3}}-\frac{2}{\sqrt{q} 2^{n / 3}}\right)$
$\left(\right.$ as $M \leq q / 2^{n / 3}, \sigma \leq q^{2} / 2^{n / 3}$ and $\left.\alpha, \beta \leq \sqrt{q}\right)$
$\geq \frac{\left(s^{\prime}\right)_{2 t}}{t!}\left(1-\frac{2 q}{2^{2 n / 3}}-\frac{2 p t}{q^{2}}-\frac{2 q}{2^{2 n / 3}}-\frac{2 \sqrt{q}}{2^{n / 3}}\right)(q \geq 1)$
$\geq \frac{\left(s^{\prime}\right)_{2 t}}{t!}\left(1-\frac{4 q}{2^{2 n / 3}}-\frac{2 p t}{q^{2}}-\frac{2 \sqrt{q}}{2^{n / 3}}\right)$.
We shall henceforth work with a fixed positive integer $t$ such that $0 \leq$ $t \leq M$ and a good set $\mathcal{I}_{t}=\left\{\left(i_{1}, j_{1}\right), \ldots,\left(i_{t}, j_{t}\right)\right\}$. For a good set $\mathcal{I}_{t}$, let $\mathcal{Q}_{\mathcal{I}_{t}}:=\left\{\left(M_{i}, T_{i}\right) \in \mathcal{Q}_{0}:(i, \star) \in \mathcal{I}_{t} \vee(\star, i) \in \mathcal{I}_{t}\right\}$. We shall now compute a lower bound on the number of permutations $\pi$ that are already fixed on $\alpha+\beta$ input-output pairs and satisfy

$$
\begin{equation*}
\pi\left(\pi\left(M \oplus \mathbf{k}_{1}\right) \oplus M \oplus \mathbf{k}_{1} \oplus \mathbf{k}_{2}\right) \oplus \mathbf{k}_{1}=T, \forall(M, T) \in \mathcal{Q}_{0} \tag{4.41}
\end{equation*}
$$

such that for any $l \in[t], \pi\left(M_{i_{l}} \oplus \mathbf{k}_{1}\right) \oplus M_{i_{l}} \oplus \mathbf{k}_{1} \oplus \mathbf{k}_{2}=M_{j_{l}} \oplus \mathbf{k}_{1}$. Such a permutation $\pi$ for the $2 t$ queries appearing in $\mathcal{I}_{t}$ exists if and only if $\forall l \in[t]$,

1. $\pi\left(M_{i_{l}} \oplus \mathbf{k}_{1}\right)=M_{j_{l}} \oplus M_{i_{l}} \oplus \mathbf{k}_{2}$,
2. $\pi\left(M_{j_{l}} \oplus \mathbf{k}_{1}\right)=T_{i_{l}} \oplus \mathbf{k}_{1}$ and
3. $\pi\left(T_{i_{l}} \oplus M_{j_{l}} \oplus \mathbf{k}_{2}\right)=T_{j_{l}} \oplus \mathbf{k}_{1}$.

This set of $3 t$ equalities is input-output compatible as $\mathcal{I}_{t}$ is a good set. Now, as the sets in the collection $\mathfrak{X}^{+}=\left\{\mathcal{X} \oplus \mathbf{k}_{1}, \mathcal{U}, \mathcal{X}_{1},\left\{T_{i_{l}} \oplus M_{j_{l}} \oplus \mathbf{k}_{2}: l \in[t]\right\}\right\}$
are pairwise disjoint, and so are the sets in the collection $\mathfrak{Y}^{+}=\{\mathcal{Y} \oplus$ $\left.\mathbf{k}_{1}, \mathcal{V}, \mathcal{X}_{2},\left\{M_{j_{l}} \oplus M_{i_{l}} \oplus \mathbf{k}_{2}: l \in[t]\right\},\left\{M_{i_{l}} \oplus M_{j_{l}} \oplus \mathbf{k}_{2}: l \in[t]\right\}\right\}$, we can define

$$
\begin{aligned}
& \mathcal{X}^{\prime}:=\mathcal{X} \oplus \mathbf{k}_{1} \cup \mathcal{U} \cup \mathcal{X}_{1} \cup\left\{T_{i_{l}} \oplus M_{j_{l}} \oplus \mathbf{k}_{2}: l\right.\in[t]\} \text { and } \\
& \mathcal{Y}^{\prime}:=\mathcal{Y} \oplus \mathbf{k}_{1} \cup \mathcal{V} \cup \mathcal{X}_{2} \cup\left\{M_{j_{l}} \oplus M_{i_{l}} \oplus \mathbf{k}_{2}: l \in[t]\right\} \\
& \cup\left\{M_{i_{l}} \oplus M_{j_{l}} \oplus \mathbf{k}_{2}: l \in[t]\right\} .
\end{aligned}
$$

It is easy to see that $\left|\mathcal{X}^{\prime}\right|=q^{\prime}+p+\alpha+t$ and $\left|\mathcal{Y}^{\prime}\right|=r+2 t+p+\beta$, where one may recall that $r=|\mathcal{Y}|$. For the remaining queries in $\mathcal{Q}_{0}$ such that $(M, T) \notin \mathcal{Q}_{\mathcal{I}_{t}}$, let $q^{\prime \prime}=q^{\prime}-2 t=q-\alpha-\beta-2 t, s^{\prime \prime}=s^{\prime}-2 t$ the number of non-colliding queries in $\mathcal{Q}_{0} \backslash \mathcal{Q}_{\mathcal{I}_{t}}$ and $r^{\prime}=r-2 t$ the number of distinct oracle responses appearing in these queries.
An approach similar to [55] allows us to regroup the elements of $\mathcal{Q}_{0} \backslash \mathcal{Q}_{\mathcal{I}_{t}}$ such that all queries with the same output become consecutive. We write the queries as follows:

$$
\tau^{\prime}=\left\{\begin{array}{c}
\left(\left(M_{11}, T_{1}\right), \ldots,\left(M_{1 q_{1}}, T_{1}\right)\right. \\
\left(M_{21}, T_{2}\right), \ldots,\left(M_{2 q_{2}}, T_{2}\right), \\
\vdots \quad \vdots \quad \vdots \quad \vdots \\
\left.\left(M_{r^{\prime}, 1}, T_{r^{\prime}}\right), \ldots,\left(M_{r^{\prime},,_{r^{\prime}}}, T_{r^{\prime}}\right)\right)
\end{array}\right.
$$

where $T_{1}, \ldots, T_{r^{\prime}}$ are distinct. Furthermore, $\left(q_{1}+\ldots+q_{r^{\prime}}\right)=q^{\prime \prime}$. For the ease of later computations, we assume that all non-colliding queries appear first followed by colliding queries, i.e. $q_{i}=1$ for $i \in\left[s^{\prime \prime}\right]$ and $q_{i}>1$ for $i \in\left\{s^{\prime \prime}+1, \ldots, r^{\prime}\right\}$. Our goal is to obtain a lower bound on the number of permutations $\pi \in \operatorname{Perm}(n)$ that are already fixed on $\alpha+\beta$ input-output pairs, and in addition to satisfying above $3 t$ equalities, also satisfy the following:

$$
\begin{equation*}
\forall(M, T) \in \tau^{\prime}, \pi\left(\pi\left(M \oplus \mathbf{k}_{1}\right) \oplus M \oplus \mathbf{k}_{1} \oplus \mathbf{k}_{2}\right) \oplus \mathbf{k}_{1}=T \tag{4.42}
\end{equation*}
$$

We thus sample all intermediate values $z=\pi^{-1}\left(T \oplus \mathbf{k}_{1}\right)$, which leads us to the second step of the proof.

## Sampling Intermediate Values

Consider a sequence $\mathbf{z}=\left(z_{1}, z_{2}, \ldots, z_{r^{\prime}}\right)$ of $r n$-bit values. We say $\mathbf{z}$ is $\operatorname{good}$ if

1. each $z_{i}$ is distinct
2. for all $i \in\left[r^{\prime}\right], z_{i} \notin \mathcal{X}^{\prime}$
3. for all $i \in\left[r^{\prime}\right]$ and $j \in\left[q_{i}\right], z_{i} \oplus M_{i, j}$ are distinct
4. for all $i \in\left[r^{\prime}\right]$ and $j \in\left[q_{i}\right], z_{i} \oplus M_{i, j} \oplus \mathbf{k}_{1} \oplus \mathbf{k}_{2} \notin \mathcal{Y}^{\prime}$.

For any good tuple $\mathbf{z}=\left(z_{1}, \ldots, z_{r^{\prime}}\right)$, the equalities

$$
\begin{gathered}
\forall i \in\left[r^{\prime}\right], \forall j \in\left[q_{i}\right], \pi\left(M_{i, j} \oplus \mathbf{k}_{1}\right)=z_{i} \oplus \mathbf{k}_{2} \oplus M_{i, j} \oplus \mathbf{k}_{1} \\
\forall i \in\left[r^{\prime}\right], \pi\left(z_{i}\right)=T_{i} \oplus \mathbf{k}_{1}
\end{gathered}
$$

are compatible with all previously defined input-output pairs. Likewise, a permutation $\pi$ satisfying these equations is such that $\pi\left(\pi\left(M \oplus \mathbf{k}_{1}\right) \oplus M \oplus\right.$ $\left.\mathbf{k}_{1} \oplus \mathbf{k}_{2}\right)=T \oplus \mathbf{k}_{1}$ for all $(M, T) \in \tau^{\prime}$.

Lemma 14. Fix a positive integer $t$ such that $0 \leq t \leq M$ and a good set $\mathcal{I}_{t}$. Then the number of good tuples $\mathbf{z}=\left(z_{1}, \ldots, z_{r^{\prime}}\right)$ is at least

$$
\begin{aligned}
\mathcal{N}_{\mathbf{z}}(t) \geq\left(2^{n}-q-p-\alpha-\beta-3 t-r\right)_{s^{\prime \prime}} & \prod_{i=0}^{s^{\prime \prime}-1}\left(1-\frac{p+i}{2^{n}-(5 q+p)-i}\right) \\
& \left(2^{n}\right)^{r^{\prime}-s^{\prime \prime}}\left(1-\frac{6 q^{2}}{2^{4 n / 3}}-\frac{2 p q}{2^{4 n / 3}}\right) .
\end{aligned}
$$

Proof. The number of valid choices for $z_{1}$ is at least $2^{n}-(q+p+\alpha+t)-$ $q_{1}(r+2 t+p+\beta)$ as $z_{1} \notin \mathcal{X}^{\prime}$ and $z_{1} \oplus M_{1, j} \oplus \mathbf{k}_{1} \oplus \mathbf{k}_{2} \notin \mathcal{Y}^{\prime}$ for $j \in\left[q_{1}\right]$, where $\left|\mathcal{X}^{\prime}\right|=q+p+\alpha+t$ and $\left|\mathcal{Y}^{\prime}\right|=r+2 t+p+\beta$. Once the value of $z_{1}$ is fixed, $z_{2}$ can be chosen in the following way:

- $z_{2} \neq z_{1}$
- $z_{2} \notin \mathcal{X}^{\prime}$
- $z_{2} \oplus \mathbf{k}_{2} \oplus M_{2, j} \oplus \mathbf{k}_{1} \notin \mathcal{Y}^{\prime}$ for $j \in\left[q_{2}\right]$
- $z_{2} \neq z_{1} \oplus M_{1, j} \oplus M_{2, j^{\prime}}$ for $j \in\left[q_{1}\right], j^{\prime} \in\left[q_{2}\right]$.

Thus, the number of valid choices for $z_{2}$ is at least $2^{n}-1-(q+p+\alpha+t)-$ $q_{2}\left(r+2 t+p+\beta+q_{1}\right)$. In general, after choosing values for $z_{1}, \ldots, z_{i-1}$, the number of valid choices for $z_{i}$ is at least

$$
2^{n}-(i-1)-(q+p+\alpha+t)-q_{i}\left(r+2 t+p+\beta+\sum_{j=1}^{i-1} q_{j}\right)
$$

This is because $z_{i}$ cannot be equal to $z_{1}, \ldots, z_{i-1}$, which accounts for $i-1$ terms in the above equation. The term $(q+p+\alpha+t)$ is present in the equation as $z_{i} \notin \mathcal{X}^{\prime}$, and $j \in\left[q_{i}\right], z_{i} \oplus \mathbf{k}_{2} \oplus M_{i, j} \oplus \mathbf{k}_{1} \notin \mathcal{Y}^{\prime}$, which establishes the term $q_{i}(r+2 t+p+\beta)$. Lastly, $z_{i} \neq z_{l} \oplus M_{l, j} \oplus M_{i, j^{\prime}}$ for $l \in[i-1], j \in$ $\left[q_{l}\right], j^{\prime} \in\left[q_{i}\right]$ explains the term $q_{i}\left(q_{1}+\ldots+q_{i-1}\right)$ in the equation. Therefore, overall the number of good tuples $\mathbf{z}$ is at least

$$
\begin{equation*}
\mathcal{N}_{\mathbf{z}}(t) \geq \prod_{i=0}^{r^{\prime}-1}\left(2^{n}-(q+p+\alpha+t)-i-q_{i+1}\left(r+2 t+p+\beta+\sum_{j=1}^{i} q_{j}\right)\right) \tag{4.43}
\end{equation*}
$$

Next, we split Eqn. (4.43) into two parts - the first comprising the $s^{\prime \prime}$ noncolliding queries and the second, the colliding queries:

$$
\begin{align*}
& \mathcal{N}_{\mathbf{z}}(t) \geq \prod_{i=0}^{s^{\prime \prime}-1}\left(2^{n}-(q+p+\alpha+t)-i-r-2 t-p-\beta-i\right) \\
& \prod_{i=s^{\prime \prime}}^{r^{\prime}-1}\left(2^{n}-(q+p+\alpha+t)-i-q_{i+1}\left(r+2 t+p+\beta+\sum_{j=1}^{i} q_{j}\right)\right) \\
& \geq \prod_{i=0}^{s^{\prime \prime}-1}\left(2^{n}-(q+2 p+\alpha+\beta+3 t)-2 i-r\right) \\
& \prod_{i=s^{\prime \prime}}^{r^{\prime}-1}\left(2^{n}-(q+p+\alpha+t)-i-q_{i+1}\left(r+2 t+p+\beta+\sum_{j=1}^{i} q_{j}\right)\right) . \tag{4.44}
\end{align*}
$$

$$
\begin{align*}
& \text { Now, } \prod_{i=0}^{s^{\prime \prime}-1}\left(2^{n}-(q+2 p+\alpha+\beta+3 t)-2 i-r\right) \\
& =\left(2^{n}-q-p-\alpha-\beta-3 t-r\right)_{s^{\prime \prime}} \cdot \prod_{i=0}^{s^{\prime \prime}-1} \frac{2^{n}-q-2 p-\alpha-\beta-3 t-2 i-r}{2^{n}-q-p-\alpha-\beta-3 t-r-i} \\
& =\left(2^{n}-q-p-\alpha-\beta-3 t-r\right)_{s^{\prime \prime}} \cdot \prod_{i=0}^{s^{\prime \prime}-1}\left(1-\frac{p+i}{2^{n}-q-p-\alpha-\beta-3 t-r-i}\right) \\
& \geq\left(2^{n}-q-p-\alpha-\beta-3 t-r\right)_{s^{\prime \prime}} \cdot \prod_{i=0}^{s^{\prime \prime}-1}\left(1-\frac{p+i}{2^{n}-(5 q+p)-i}\right) \tag{4.45}
\end{align*}
$$

since $\alpha, \beta \leq q, r \leq q$ and $3 t \leq q$. Also, for $i \in\left\{s^{\prime \prime}, s^{\prime \prime}+1, \ldots, r^{\prime}-2, r^{\prime}-1\right\}$,

$$
\begin{align*}
& q+p+\alpha+t+i \\
\leq & q+p+\alpha+t+r^{\prime}-1 \quad\left(\text { as } i \leq r_{1}^{\prime}\right) \\
= & q+p+\alpha+r-t-1 \quad\left(\text { as } r^{\prime}=r-2 t\right) \\
\leq & 3 q+p \quad(\text { as } \alpha \leq q, r-t-1 \leq q), \text { and }  \tag{4.46}\\
& r+2 t+p+\beta+\sum_{j=1}^{i} q_{j} \\
\leq & r+2 t+p+\beta+q^{\prime \prime} \quad\left(\text { as }\left(q_{1}+\ldots q_{r^{\prime}}\right)=q^{\prime \prime}\right) \\
= & r+p+\beta+q^{\prime} \quad\left(\text { as } q^{\prime \prime}=q^{\prime}-2 t\right) \\
\leq & 3 q+p \quad\left(\text { as } q^{\prime} \leq q, \beta \leq q \text { and } r \leq q\right), \text { so that } \tag{4.47}
\end{align*}
$$

$$
\begin{align*}
& \prod_{i=s^{\prime \prime}}^{r^{\prime}-1}\left(2^{n}-(q+p+\alpha+t)-i-q_{i+1}\left(r+2 t+p+\beta+\sum_{j=1}^{i} q_{j}\right)\right) \\
= & \prod_{i=s^{\prime \prime}}^{r^{\prime}-1}\left(2^{n}-(q+p+\alpha+t)-i-q_{i+1}\left(r+2 t+p+\beta+\sum_{j=1}^{i} q_{j}\right)\right) \\
\geq & \prod_{i=s^{\prime \prime}}^{r^{\prime}-1}\left(2^{n}-(3 q+p)-q_{i+1}(3 q+p)\right) \quad(\text { from Eqn.s }(4 \cdot 46) \text { and }(4 \cdot 47)) \\
\geq & \left(2^{n}\right)^{r^{\prime}-s^{\prime \prime}} \prod_{i=s^{\prime \prime}}^{r^{\prime}-1}\left(\frac{2^{n}-(3 q+p)-q_{i+1}(3 q+p)}{2^{n}}\right) \\
\geq & \left(2^{n}\right)^{r^{\prime}-s^{\prime \prime}} \prod_{i=s^{\prime \prime}}^{r^{\prime}-1}\left(1-\frac{q_{i+1}(6 q+2 p)}{2^{n}}\right) \\
\geq & \left(2^{n}\right)^{r^{\prime}-s^{\prime \prime}}\left(1-\sum_{i=s^{\prime \prime}}^{r^{\prime}} \frac{q_{i+1}(6 q+2 p)}{2^{n}}\right) \\
\geq & \left(2^{n}\right)^{r^{\prime}-s^{\prime \prime}}\left(1-\frac{(6 q+2 p) \sum_{i=s^{\prime \prime}}^{r^{\prime}} q_{i+1}}{2^{n}}\right) \quad\left(\text { since } \sum_{i=s^{\prime \prime}}^{r^{\prime}-1} q_{i+1} \leq M\right) \\
\geq & \left(2^{n}\right)^{r^{\prime}-s^{\prime \prime}}\left(1-\frac{(6 q+2 p) M}{2^{n}}\right) \quad\left(\text { since } M \leq q / 2^{n / 3}\right) . \\
\geq & \left(2^{n}\right)^{r^{\prime}-s^{\prime \prime}}\left(1-\frac{6 q^{2}}{\left.2^{4 n / 3}-\frac{2 p q}{2^{4 n / 3}}\right) \quad \quad(4 \cdot 48}\right. \tag{4.48}
\end{align*}
$$

Therefore, the result follows from Eqn.s (4.44), (4.45) and (4.48).

## Final Calculation

As Sect. 4.3.3 fixes $\pi$ on $3 t$ input-output pairs and Sect. 4.3.3 fixes $\pi$ on $q^{\prime \prime}+r^{\prime}$ input-output pairs, i.e. a total of $3 t+q^{\prime \prime}+r^{\prime}=q^{\prime}+t+r^{\prime}$ pairs (as $q^{\prime \prime}=q^{\prime}-2 t$ ), and also on $p+\alpha+\beta$ input-output pairs by the attack transcript, Lemmas 13 and 14 imply

$$
\begin{align*}
& \operatorname{Pr}\left[\mathrm{E}_{0} \mid \mathrm{E}_{\mathcal{U}} \wedge \mathrm{E}_{\mathcal{V}} \wedge \pi \longrightarrow \tau_{p}\right] \geq \sum_{0 \leq t \leq M} \frac{\left|\mathcal{I}_{t}\right| \cdot \mathcal{N}_{\mathbf{z}}(t)}{\left(2^{n}-p-\alpha-\beta\right)_{q^{\prime}+t+r^{\prime}}} \\
\geq & \left(2^{n}\right)^{r^{\prime}-s^{\prime \prime}} \cdot\left(1-\frac{6 q^{2}}{2^{4 n / 3}}-\frac{2 p q}{2^{4 n / 3}}\right) \cdot \sum_{0 \leq t \leq M}\left[\frac{\left(s^{\prime}\right)_{2 t}}{t!} \cdot\left(1-\frac{4 q}{2^{2 n / 3}}-\frac{2 p t}{q^{2}}-\frac{2 \sqrt{q}}{2^{n / 3}}\right)\right. \\
& \left.\cdot \prod_{i=0}^{s^{\prime \prime}-1}\left(1-\frac{p+i}{2^{n}-(5 q+p)-i}\right) \cdot \frac{\left(2^{n}-q-p-\alpha-\beta-3 t-r\right)_{s^{\prime \prime}}}{\left(2^{n}-p-\alpha-\beta\right)_{q^{\prime}+t+r^{\prime}}}\right] . \tag{4.49}
\end{align*}
$$

Therefore, from Lemma 10 and Eqn.s (4.38), (4.39) and (4.49),

$$
\begin{align*}
& \rho(\tau) \geq \frac{2^{n\left(q+r^{\prime}-s^{\prime \prime}\right)}}{\left(2^{n}-p\right)_{\alpha+\beta}} \cdot\left(1-\frac{6 q^{2}}{2^{4 n / 3}}-\frac{2 p q}{2^{4 n / 3}}\right) . \\
& \sum_{0 \leq t \leq M}\left[\frac{\left(s^{\prime}\right)_{2 t}}{t!} \cdot\left(1-\frac{4 q}{2^{2 n / 3}}-\frac{2 p t}{q^{2}}-\frac{2 \sqrt{q}}{2^{n / 3}}\right) .\right. \\
& \left.\prod_{i=0}^{s^{\prime \prime}-1}\left(1-\frac{p+i}{2^{n}-(5 q+p)-i}\right) \cdot \frac{\left(2^{n}-q-p-\alpha-\beta-3 t-r\right)_{s^{\prime \prime}}}{\left(2^{n}-p-\alpha-\beta\right)_{q^{\prime}+t+r^{\prime}}}\right] \\
& \geq \underbrace{\frac{2^{n(\alpha+\beta)}}{\left(2^{n}-p\right)_{\alpha+\beta}}}_{\geq 1} \cdot \underbrace{\frac{\left(2^{n}\right)^{r^{\prime}-s^{\prime \prime}}}{\left(2^{n}-p-\alpha-\beta-q^{\prime}\right)_{r^{\prime}-s^{\prime \prime}}}}_{\geq 1} \text {. } \\
& \underbrace{\frac{2^{n q^{\prime}}}{\left(2^{n}-p-\alpha-\beta\right)_{q^{\prime}}} \cdot \prod_{i=0}^{s^{\prime \prime}-1}\left(1-\frac{p+i}{2^{n}-(5 q+p)-i}\right)}_{\text {D.1 }} \\
& \cdot\left(1-\frac{6 q^{2}}{2^{4 n / 3}}-\frac{2 p q}{2^{4 n / 3}}\right) \cdot\left(1-\frac{4 q}{2^{2 n / 3}}-\frac{2 p t}{q^{2}}-\frac{2 \sqrt{q}}{2^{n / 3}}\right) \\
& \cdot \underbrace{\left[\sum_{0 \leq t \leq M} \frac{\left(s^{\prime}\right)_{2 t} \cdot\left(2^{n}-q-p-\alpha-\beta-3 t-r\right)_{s^{\prime \prime}}}{t!\cdot\left(n-p-\alpha-\beta-q^{\prime}-r^{\prime}+s^{\prime \prime}\right)_{s^{\prime \prime}+t}}\right]}_{\text {D.2 }} . \tag{4.50}
\end{align*}
$$

## Computing D.1.

$$
\begin{align*}
\text { D.1 } & =\frac{2^{n q^{\prime}}}{\left(2^{n}-p-\alpha-\beta\right)_{q^{\prime}}} \cdot \prod_{i=0}^{s^{\prime \prime}-1}\left(1-\frac{p+i}{2^{n}-(5 q+p)-i}\right) \\
& \stackrel{(1)}{\geq} \prod_{i=0}^{q^{\prime}-1}\left(1+\frac{p+i}{2^{n}-p-i}\right) \cdot \prod_{i=0}^{s^{\prime \prime}-1}\left(1-\frac{p+i}{2^{n}-(5 q+p)-i}\right) \\
& \stackrel{(2)}{\geq} \prod_{i=0}^{q^{\prime}-1}\left[\left(1+\frac{p+i}{2^{n}-p-i}\right) \cdot\left(1-\frac{p+i}{2^{n}-i-5 q-p}\right)\right] \\
& \geq \prod_{i=0}^{q^{\prime}-1}\left[1-\left(\frac{5 q(p+i)+p^{2}+2 p i+i^{2}}{\left(2^{n}-p-i\right)\left(2^{n}-p-i-5 q\right)}\right)\right] \\
& \stackrel{(3)}{\geq} \prod_{i=0}^{q^{\prime}-1}\left[1-\frac{20 q(p+i)}{2^{2 n}}-\frac{4 p^{2}}{2^{2 n}}-\frac{8 p i}{2^{2 n}}-\frac{4 i^{2}}{2^{2 n}}\right] \\
& \geq\left(1-\frac{20 p q^{2}}{2^{2 n}}-\frac{20 q^{3}}{2^{2 n}}-\frac{4 p^{2} q}{2^{2 n}}-\frac{8 p q^{2}}{2^{2 n}}-\frac{4 q^{3}}{2^{2 n}}\right) \\
& \geq\left(1-\frac{28 p q^{2}}{2^{2 n}}-\frac{4 p^{2} q}{2^{2 n}}-\frac{24 q^{3}}{2^{2 n}}\right), \tag{4.51}
\end{align*}
$$

where (1) holds as $2^{n}-p-\alpha-\beta \leq 2^{n}-p$. (2) holds as $s^{\prime \prime} \leq q^{\prime}$ and (3) holds as $p+i \leq 2^{n} / 2, p+i+5 q \leq 2^{n} / 2$.

Computing D.2.
D. $2=\sum_{0 \leq t \leq M} \frac{\left(s^{\prime}\right)_{2 t} \cdot\left(2^{n}-q-p-\alpha-\beta-3 t-r\right)_{s^{\prime \prime}}}{t!\cdot\left(2^{n}-p-\alpha-\beta-q^{\prime}-r^{\prime}+s^{\prime \prime}\right)_{s^{\prime \prime}+t}}$

$$
\begin{align*}
& \stackrel{(1)}{\geq} \sum_{0 \leq t \leq M} \underbrace{\frac{\left(s^{\prime}\right)_{2 t}}{\left(s^{\prime}\right)_{t}\left(s^{\prime}\right)_{t}}}_{\text {E. } 1} \cdot \underbrace{\frac{\left(s^{\prime}\right)_{t}\left(s^{\prime}\right)_{t}}{t!} \cdot \frac{\left(2^{n}-q-p-\alpha-\beta-s^{\prime}\right)_{s^{\prime}-t}}{\left(2^{n}-q-p-\alpha-\beta\right)_{s^{\prime}}}}_{\text {E. } 2} \\
& \\
& \cdot \underbrace{\frac{\left(2^{n}-q-p-\alpha-\beta\right)_{s^{\prime}}}{\left(2^{n}-q-p-\alpha-\beta-s^{\prime}\right)_{s^{\prime}-t}} \cdot \frac{\left(2^{n}-q-p-\alpha-\beta-3 t-r\right)_{s^{\prime \prime}}}{\left(2^{n}-p-\alpha-\beta-q^{\prime}-r+s^{\prime}\right)_{s^{\prime \prime}+t}}}_{\text {E.3 }},
\end{align*}
$$

where (1) holds as $r^{\prime}=r-2 t$ and $s^{\prime \prime}=s^{\prime}-2 t$. Now, we individually bound E. 1 and E. 3 as follows:

Computing E.1.

$$
\begin{align*}
\text { E. } 1 & =\frac{\left(s^{\prime}\right)_{2 t}}{\left(s^{\prime}\right)_{t}\left(s^{\prime}\right)_{t}} \geq \frac{\left(s^{\prime}-2 M\right)^{2 t}}{\left(s^{\prime}\right)^{2 t}} \geq 1-\frac{4 t M}{s^{\prime}} \\
& \geq 1-\frac{4 M^{2}}{q-M} \stackrel{(3)}{\geq} 1-\frac{8 M^{2}}{q} \stackrel{(4)}{\geq}\left(1-\frac{8 q}{2^{2 n / 3}}\right) \tag{4.54}
\end{align*}
$$

where (2) follows as $s^{\prime} \geq q-M$, (3) follows as $q-3 M \leq q / 2$ and finally (4) follows as $M=q / 2^{n / 3}$.

Computing E. 3 .
E. $3=\frac{\left(2^{n}-q-p-\alpha-\beta\right) s^{\prime}}{\left(2^{n}-q-p-\alpha-\beta-s^{\prime}\right)_{s^{\prime}-t}} \cdot \frac{\left(2^{n}-q-p-\alpha-\beta-3 t-r\right) s^{\prime \prime}}{\left(2^{n}-p-\alpha-\beta-q^{\prime}-r+s^{\prime}\right)_{s^{\prime \prime}}+t}$
$\stackrel{(5)}{=} \frac{\left.\left(2^{n}-q-p-\alpha-\beta\right)\right)^{\prime \prime}+2 t}{\left(2^{n}-q-p-\alpha-\beta-s^{\prime}\right)} \cdot \frac{\left(2^{n}-q-p-\alpha-\beta-3 t-r\right)}{\left(2^{n}-p-\alpha-\beta-q^{\prime \prime}-r+s^{\prime}\right)} s_{s^{\prime \prime}}+t$
$=\frac{\left(2^{n}-q-p-\alpha-\beta\right)^{\prime \prime}+t}{\left(2^{n}-q-p-r+s^{\prime}\right) s^{\prime \prime}+t} \cdot \frac{\left(2^{n}-q-p-\alpha-\beta-s^{\prime \prime}-t\right) t}{\left(2^{n}-q-p-\alpha-\beta-s^{\prime}\right)_{t}} \cdot \frac{\left(2^{n}-q-p-\alpha-\beta-3 t-r\right)^{\prime \prime}}{\left(2^{\prime \prime}-q-p-\alpha-\beta-s^{\prime}-t\right)_{s^{\prime \prime}}}$
$\stackrel{(6)}{=} \underbrace{\frac{\left(2^{n}-q-p-\alpha-\beta\right) s^{\prime \prime}+t}{\left(2^{n}-q-p-r+s^{\prime} s^{\prime \prime}+t\right.}}_{\text {E.3.1 }} \cdot \underbrace{\left(2^{n}-q-p-\alpha-\beta-s^{\prime}+t\right) t}_{\geq 1}(\underbrace{\left(2^{n}-q-p-\alpha-\beta-s^{\prime}\right)_{t}} \cdot \underbrace{\frac{\left(2^{n}-q-p-\alpha-\beta-3 t-r\right)}{\left(2^{n}-q-p-\alpha-\beta-s^{\prime \prime}-t\right)},}_{\text {E.3.2 }}$
where (5) and (6) follows as $s^{\prime \prime}=s^{\prime}-2 t$. Now, we individually bound E.3.1 and E.3.2 as follows:

## Computing E.3.1.

$$
\begin{align*}
\mathrm{E} .3 .1 & =\frac{\left(2^{n}-q-p-\alpha-\beta\right)_{s^{\prime \prime}+t}}{\left(2^{n}-q-p-r+s^{\prime}\right)_{s^{\prime \prime}+t}}=\prod_{i=0}^{s^{\prime \prime}+t-1} \frac{2^{n}-q-p-\alpha-\beta-i}{2^{n}-q-p-r+s^{\prime}-i} \\
& =\prod_{i=0}^{s^{\prime \prime}+t-1}\left(1-\frac{\alpha+\beta-r+s^{\prime}}{2^{n}-q-p-i-r+s^{\prime}}\right) \\
& =\prod_{i=0}^{s^{\prime \prime}+t-1}\left(1-\frac{\alpha+\beta-\left(r-s^{\prime}\right)}{2^{n}-q-p-i-r+s^{\prime}}\right) \\
& \geq \prod_{i=0}^{(7)}\left(1-\frac{2(\alpha+\beta)}{2^{n}}\right) \\
& \geq \prod_{i=0}^{s^{\prime \prime}+t-1}\left(1-\frac{2 \sqrt{q}}{2^{n}}\right) \stackrel{(9)}{\geq}\left(1-\frac{2 q^{3 / 2}}{2^{n}}\right) \tag{4.55}
\end{align*}
$$

where (7) follows as $q+p+i+r-s^{\prime} \leq 2^{n} / 2$, (8) follows as $\alpha, \beta \leq q$ and (9) follows as $s^{\prime \prime}+t \leq q$.

Computing E.3.2.

$$
\begin{align*}
\text { E.3.2 } & =\frac{\left(2^{n}-q-p-\alpha-\beta-3 t-r\right)_{s^{\prime \prime}}}{\left(2^{n}-q-p-\alpha-\beta-s^{\prime}-t\right)_{s^{\prime \prime}}} \\
& =\prod_{i=0}^{s^{\prime \prime}-1}\left(1-\frac{2 t+r-s^{\prime}}{2^{n}-q-p-\alpha-\beta-s^{\prime}-t-i}\right) \\
& \stackrel{(10)}{\geq}\left(1-\frac{2 s^{\prime \prime}\left(2 M+r-s^{\prime}\right)}{2^{n}}\right) \\
& \stackrel{(11)}{\geq}\left(1-\frac{6 s^{\prime \prime} M}{2^{n}}\right) \stackrel{(12)}{\geq}\left(1-\frac{6 q^{2}}{2^{4 n / 3}}\right), \tag{4.56}
\end{align*}
$$

where (10) follows as $t \leq M$ and $q+p+\alpha+\beta+s^{\prime}+t+i \leq 2^{n} / 2$. follows as $r-s^{\prime} \leq M$ and (12) follows as $s^{\prime \prime} \leq q$ and $M=q / 2^{n / 3}$. Therefore, from Eqn.s (4.55) and (4.56) and using the inequality $(1-a)(1-b) \geq$ $(1-a-b)$ for $a, b \leq 1$, we have

$$
\begin{equation*}
\text { E. } 3 \geq\left(1-\frac{2 q^{3 / 2}}{2^{n}}-\frac{6 q^{2}}{2^{4 n / 3}}\right) \tag{4.57}
\end{equation*}
$$

Now combining Eqn.s (4.52), (4.53) and (4.57) and using the inequality $(1-a)(1-b) \geq(1-a-b)$ for $a, b \leq 1$, we have

$$
\begin{equation*}
\text { D. } 2 \geq\left(1-\frac{8 q}{2^{2 n / 3}}-\frac{2 q^{3 / 2}}{2^{n}}-\frac{6 q^{2}}{2^{4 n / 3}}\right) \cdot \sum_{0 \leq t \leq M} \text { E.2. } \tag{4.58}
\end{equation*}
$$

Note that for a fixed $t$, E. $2=\operatorname{Hyp}(t)_{N^{\prime}, s^{\prime}, s^{\prime}}$, where $N^{\prime}=2^{n}-q-p-\alpha-\beta$ with parameters $N^{\prime}, s^{\prime}$ and $s^{\prime}$. It is a well-known result that the expectation of the hypergeometric distribution with parameters $N^{\prime}, s^{\prime}, s^{\prime}$ is $s^{\prime 2} / N^{\prime}$. Therefore, we have

$$
\text { D. } 2 \geq\left(1-\frac{8 q}{2^{2 n / 3}}-\frac{2 q^{3 / 2}}{2^{n}}-\frac{6 q^{2}}{2^{4 n / 3}}\right) \cdot \sum_{0 \leq t \leq M} \mathbf{H y p}(t)_{N^{\prime}, s^{\prime}, s^{\prime}}
$$

Now, using Markov's inequality, we have

$$
\begin{equation*}
\sum_{t>M} \mathbf{H y p}(t)_{N^{\prime}, s^{\prime}, s^{\prime}} \leq \frac{s^{\prime 2}}{q^{2 n / 3}} \leq \frac{q}{2^{2 n / 3}} \tag{4.59}
\end{equation*}
$$

where the first inequality appears due to the Markov's inequality and the second inequality follows as $s^{\prime} \leq q$ and $M=q / 2^{n / 3}$. Therefore, from Eqn.s (4.58) and (4.59) and by the inequality $(1-a)(1-b) \geq(1-a-b)$ for $a, b \leq 1$, we have

$$
\begin{equation*}
\text { D. } 2 \geq\left(1-\frac{9 q}{2^{2 n / 3}}-\frac{2 q^{3 / 2}}{2^{n}}-\frac{6 q^{2}}{2^{4 n / 3}}\right) \tag{4.60}
\end{equation*}
$$

Finally, combining Eqn.s (4.50), (4.51) and (4.60) and using the inequality $(1-a)(1-b) \geq(1-a-b)$ for $a, b \leq 1$, we have

$$
\begin{aligned}
& \rho(\tau) \geq \\
& 1-\underbrace{\left(\frac{12 q^{2}}{2^{4 n / 3}}+\frac{2 p q}{2^{4 n / 3}}+\frac{13 q}{2^{2 n / 3}}+\frac{2 p t}{q^{2}}+\frac{2 \sqrt{q}}{2^{n / 3}}+\frac{28 p q^{2}}{2^{2 n}}+\frac{4 p^{2} q}{2^{2 n}}+\frac{24 q^{3}}{2^{2 n}}+\frac{2 q^{3 / 2}}{2^{n}}\right)}_{\phi(\tau)}
\end{aligned}
$$

This completes the proof of Lemma 12. Now it only remains to compute the expectation of $\phi(\tau)$ as follows:
Computing the Expectation. We now compute the expectation of $\phi(\tau)$ over the randomness of the permutation $\pi$ as follows:

$$
\begin{aligned}
\mathbf{E}_{\pi}[\phi(\tau)] & =\mathbf{E}_{\pi}\left[\frac{2 p t}{q^{2}}\right]+\left(\frac{12 q^{2}}{2^{4 n / 3}}+\frac{2 p q}{2^{4 n / 3}}+\frac{13 q}{2^{2 n / 3}}+\frac{2 \sqrt{\bar{q}}}{2^{n / 3}}+\frac{28 p q^{2}}{2^{2 n}}+\frac{4 p^{2} q}{2^{2 n}}+\frac{24 q^{3}}{2^{2 n}}+\frac{2 q^{3 / 2}}{2^{n}}\right) \\
& =\frac{2 p}{q^{2}} \mathbf{E}_{\pi}[t]+\left(\frac{12 q^{2}}{2^{4 n / 3}}+\frac{2 p q}{2^{4 n / 3}}+\frac{13 q}{2^{2 n / 3}}+\frac{2 \sqrt{\bar{q}}}{2^{n / 3}}+\frac{28 p q^{2}}{2^{2 n}}+\frac{4 p^{2} q}{2^{2 n}}+\frac{24 q^{3}}{2^{3 n}}+\frac{2 q^{3 / 2}}{2^{n}}\right) .
\end{aligned}
$$

Now, it remains to compute the expectation of the random variable $t$ over the randomness of the permutation $\pi$. Let $t_{i}$ be the indicator random variable that takes the value 1 if $\pi\left(M_{i} \oplus \mathbf{k}_{1}\right) \oplus M_{i} \oplus \mathbf{k}_{2} \in \mathcal{X}$, for $1 \leq i \leq M$. Therefore, it is easy to see that

$$
\operatorname{Pr}\left[t_{i}=1\right]=\operatorname{Pr}\left[\pi\left(M_{i} \oplus \mathbf{k}_{1}\right) \oplus M_{i} \oplus \mathbf{k}_{2} \in \mathcal{X}\right] \leq \frac{q^{\prime}}{2^{n}}
$$

Since $t=t_{1}+\ldots+t_{M}$, due to the linearity of expectation, we have

$$
\begin{equation*}
\mathbf{E}_{\pi}[t]=\sum_{i=1}^{M} \mathbf{E}_{\pi}\left[t_{i}\right]=\sum_{i=1}^{M} \operatorname{Pr}\left[t_{i}=1\right] \leq \frac{q^{\prime} M}{2^{n}} \leq \frac{q^{2}}{2^{4 n / 3}} \tag{4.61}
\end{equation*}
$$

where the last inequality appears as $M=q / 2^{n / 3}$ and $q^{\prime} \leq q$. Therefore, from Eqn. (4.61), we have

$$
\begin{align*}
& \mathbf{E}_{\pi}[\phi(\tau)] \leq \\
& \frac{12 q^{2}}{2^{4 n / 3}}+\frac{2 p q}{2^{4 n / 3}}+\frac{13 q}{2^{2 n / 3}}+\frac{2 \sqrt{q}}{2^{n / 3}}+\frac{28 p q^{2}}{2^{2 n}}+\frac{4 p^{2} q}{2^{2 n}}+\frac{24 q^{3}}{2^{2 n}}+\frac{2 q^{3 / 2}}{2^{n}}+\frac{2 p}{2^{4 n / 3}} . \tag{4.62}
\end{align*}
$$

The result of Theorem 9 follows from the expectation method (1.1), Lemma 11 and Eqn. (4.62) which concludes the proof of the security result.

### 4.4. Summary

This chapter has proposed an inverse-free single permutation-based beyond the birthday bound secure PRF that requires $2 n$ bit keys. The same goal may also be achieved using the single permutation-based tweakable Even-Mansour cipher [67]. However, this solution comes at the cost of implementing the costly universal hash functions. Furthermore, parallel modes like $n E H t M_{p}$, SoEM22 or DS-SoEM also achieve beyond the birthday bound PRF security, but again the former requires implementation of a universal hash function, SoEM22 requires two independent permutations and DSSoEM takes an $(n-1)$-bit input. It will be interesting to study the sequential design of an inverse-free single permutation-based PRF with only an $n$ bit key. We believe that pEDM can be turned into a single permutation-oriented beyond the birthday bound secure nonce based MAC by XORing an almostXOR universal hash function in between the two permutation calls (in a similar vein as the EWCDM [56]).

## 5. Tight Security Analysis of the Public Permutation-Based PMAC Plus


#### Abstract

Yasuda proposed a variable input-length PRF in CRYPTO 2011, called PMAC_Plus, based on an $n$-bit block cipher. PMAC_Plus is a rate- 1 construction and inherits the well-known PMAC parallel network with a low additional cost. However, unlike PMAC, PMAC_Plus is secure roughly up to $2^{2 n / 3}$ queries. Zhang et al. proposed 3kf9 in ASIACRYPT 2012, Naito proposed LightMAC_Plus in ASIACRYPT 2017, and Iwata et al. proposed GCM-SIV2 in FSE 2017 - all of them secure up to around $2^{2 n / 3}$ queries. Their structural designs and corresponding security proofs were unified by Datta et al. in their framework Double-block Hash-then-Sum (DbHtS). Leurent et al. in CRYPTO 2018 and then Lee et al. in EUROCRYPT 2020 established a tight security bound of $2^{3 n / 4}$ on DbHtS. That PMAC_Plus provides security for roughly up to $2^{3 n / 4}$ queries is a consequence of this result. In this chapter, we propose a public permutation-based variable input-length PRF called pPMAC_Plus. We show that pPMAC_Plus is secure against all adversaries that make at most $2^{2 n / 3}$ queries. We also show that the bound is essentially tight. It is of note here that instantiation of each block cipher of pPMAC_Plus with the two-round iterated Even-Mansour cipher can yield a beyond the birthday bound secure PRF based on public permutations. Altogether, the solution incurs $(2 \ell+4)$ permutation calls, whereas our proposal requires only $(\ell+2)$ permutation calls, $\ell$ being the maximum number of message blocks.


Keywords - PMAC Plus, Public Permutation, PRF from PRP, SumCapture Lemma, Coefficients-H Technique

### 5.1. Introduction

Beyond the Birthday Bound PRFs. Over the years, there have been many proposals of beyond the birthday bound-secure PRFs. In [135], Yasuda proposed SUM-ECBC, a beyond the birthday bound-secure PRF. SUM-ECBC is a rate $-1 / 2$ sequential mode of construction with four block cipher keys that offers about $2 n / 3$-bit security. In [134], he proposed another beyond the birthday bound-secure PRF, called PMAC_Plus that also offers about $2 n / 3$-bit security. However, unlike SUM-ECBC, it is a rate-1 and parallel mode of construction with three block cipher keys. In the following year, Zhang et al. [136] proposed another candidate for a beyond the birthday bound-secure PRF, called 3kf9, which is a rate- 1 sequential mode of construction with three block cipher keys and offers $2 n / 3$-bit security. Following these works, Naito proposed LightMAC_Plus in [114], the first beyond the birthday bound-secure PRF which is proven to have an $\ell$ independent beyond the birthday bound and hence effectively offers a better security than that of all the earlier three proposals. Datta et al. [63] proposed a single-keyed variant of the PMAC_Plus that offers a better security bound than that of PMAC_Plus. In [61], Datta et al. unified the design of all four beyond the birthday bound-secure PRFs (i.e., SUM-ECBC, PMAC_Plus, 3kf9, LightMAC_Plus) and gave a common security proof for all of them. They also proposed a two-keyed version of SUMECBC, PMAC_Plus, 3kf9, LightMAC_Plus and have shown that all of them achieve roughly $2 n / 3$-bit security. Interestingly, all these constructions share a similar structural design and offer the same level of security. All this motivated the unification of these designs and the provision of a common security proof for all of them in [61].

Double block-Hash-then-Sum. DbHtS [61] is a generic methodology for designing block cipher-based beyond the birthday bound-secure PRFs. It is a composition of two constituent elements: (i) a double block hash function that outputs a $2 n$-bit hash value of the input message and (ii) a sum function used in the finalization phase that generates the final tag by XORing the encryption (via two independent block ciphers) of two $n$-bit hash values. The authors have shown that if the cover-free advantage (refers to the probability that for a triplet of messages $M_{i}, M_{j}, M_{k}$, the first halves (i.e. the leftmost $n$ bits) of the hash values of $M_{i}$ and $M_{j}$ collide and the second halves (i.e. the rightmost $n$ bits) of the hash values of $M_{i}$ and $M_{k}$ collide) and the blockwise universal advantage (refers to the probability of collision of either of the halves of the hash values of any pair of distinct messages) of the underlying double-block hash function is sufficiently low, then DbHtS is secure up to $2^{2 n / 3}$ adversarial queries. The authors have also shown the applicability of their result by instantiating the two-keyed variants of SUMECBC, PMAC_Plus, 3kf9, LightMAC_Plus and have proven $2 n / 3$-bit security for all of them. Using the generic result, authors have also improved the

Table 5.1.: Comparison table for permutation-based PRFs and MACs. $n$ denotes the state size of the permutation, which we also call block size. The last row describes pPMAC_Plus, proposed in this work. The second and third columns, i.e. \#( $\pi$ ) and $\#(k)$, respectively show the number of permutations and the number of keys required by the construction. $\mathrm{i} / \mathrm{p}$ (resp. o/p) size denotes the bit size of the input (resp. output) to the construction. Constructions with a dagger symbol use keyed hash functions and the number of keys they require includes the hash key as well; they also take nonce as one of their inputs. Security bounds mentioned in green denote lower bounds for which a matching upper bound isn't yet proven, while blue denotes tight bounds and red denotes upper bounds.

| Constructions | $\#(\pi)$ | \#(k) | (i/p,o/p) size | Security |
| :---: | :---: | :---: | :---: | :---: |
| SoEM1 [53] | 1 | 2 | $(n, n)$ | n/2 |
| SoEM21 [53] | 2 | 1 | $(n, n)$ | n/2 |
| SoEM22 [53] | 2 | 2 | $(n, n)$ | 2n/3 |
| SoKAC1 [53] | 1 | 2 | $(n, n)$ | 2n/3 [47] |
| SoKAC21 [53] | 2 | 1 | $(n, n)$ | n/2 [118] |
| pEDM [73] | 1 | 2 | $(n, n)$ | 2n/3 [73] |
| PDMMAC [47] | 1 | 1 | $(n, n)$ | 2n/3 |
| DS-SoEM [28] | 1 | 2 | $(n-1, n)$ | 2n/3 |
| CENCPP* [28] | $w+1$ | 2 | ( $n, w n$ ) | $2 n / 3-\log \left(w^{2}\right)$ |
| DS-CENCPP* [28] | 1 | 2 | $(n-\log (w+1), w n)$ | $2 n / 3-\log \left(w^{4}\right)$ |
| ( $\dagger$ ) $\mathrm{nEHtM}{ }_{p}$ [70] | 1 | 2 | ( $n-1+\ell n, n)$ | $2 n / 3$ |
| (†) PDM*MAC [47] | 1 | 2 | $(n+\ell n, n)$ | $2 n / 3$ |
| (†) 1K-PDM ${ }^{*}$ MAC [47] | 1 | 1 | $(n+\ell n, n)$ | 2n/3 |
| Chaskey [112] | 1 | 1 | $(\ell n, t)$ | $n / 2+2^{-t}$ |
| pPMAC_Plus | 1 | 3 | $(\ell n, n)$ | $2 n / 3$ |

security bound for SUM-ECBC and PMAC_Plus.
In [95], Leurent et al. have shown attacks on all these constructions with $2^{3 n / 4}$-query complexity. Recently, Kim et al. [92] have proven 3n/4-bit security of DbHtS and hence established the tightness of the bound for SUM-ECBC, PMAC_Plus, $3 k f 9$ and LightMAC_Plus.

Permutation-based cryptography. A block cipher is generally designed to be efficient in evaluating the input in both forward and backward directions. However, a closer inspection reveals that all the block cipher-based PRFs discussed so far do not require the inverse mapping of the block ciphers. Thus, a block cipher is an over-engineered primitive for block cipher-based PRF constructions that do not require the inverse function of their underlying primitives.

Concurrently with block ciphers, cryptographic permutations have evolved as useful primitives. The primary feature of a cryptographic permutation
is that it does not use any key and hence does not require any separate processing for it. The use of cryptographic permutations gained popularity during the SHA-3 competition [127] as several submitted candidates in the competition were based on this type of primitive. The selection of the permutation-based Keccak sponge function as the SHA-3 standard has further boosted the level of confidence of the community in using this primitive. Today, permutation-based sponge-based constructions have become a successful and full-fledged alternative to block cipher-based modes. In fact, in the first round of the ongoing NIST lightweight competition [119], 24 out of the 57 submitted constructions are based on cryptographic permutations, and out of these 24,16 permutation-based proposals have qualified for round 2. These statistics depict the wide adoption of permutation-based designs $[46,20,26,48,59,64]$ in the community. A long line of research has also been carried out in the study of designing block ciphers and tweakable block ciphers out of public random permutations. Iterated Even Mansour (IEM) [51] and Tweakable Even-Mansour (TEM) [54] ciphers are notable approaches in this direction.

PRFs Built from Public Permutations. Variable input-length PRFs built using public permutations mostly follow sponge-type constructions. Inherent drawbacks of such designs are that (i) they do not use the full size of the permutation for guaranteeing security and (ii) they attain only birthday bound security in the size of their capacity c, (except Bettle [46], whose security bound is roughly the size of its capacity). It is obvious that the sponge-type designs offering $c / 2$-bit security are good in practice when they are instantiated with large permutations such as Keccak [23]. However, just like large block ciphers, large permutations are not suitable for a resource-constrained environment. In such a scenario, lightweight permutations such as SPONGENT [40] and PHOTON [80] (whose state sizes go as low as 88 and 100 bits respectively) are preferred over large ones. The use of these lightweight permutations in birthday bound-secure sponge constructions offers a practically inadequate security. Thus, to utilize lightweight permutations in practice, the natural choice would be to design a beyond the birthday bound-secure mode. In this regard, Chen et al. [53] have proposed two instances of public permutation-based pseudo-random functions, namely SoEM22 and SoKAC1. Both of them map an $n$-bit input to an $n$-bit output and offer beyond the birthday bound security with respect to the state size of the permutation. However, Nandi [118] has shown a birthday bound attack on SoKAC1 and hence invalidated its beyond the birthday bound security claim. Bhattacharjee et al. [28] have shown a public permutation-based fixed input-length to variable output-length PRF called XORPP* and its domain-separated variant called DS-XORPP*. Both of these constructions are built with a CENC [90]-style design and both of them have

2n/3-bit security [28]. Chakraborti et al. [47] have proposed a beyond the birthday bound-secure public permutation-based fixed input-length PRF, called PDMMAC, a variable input-length PRF PDM*MAC and its single-keyed variant. Recently, Dutta et al. [73] have proposed another candidate for public permutation-based PRFs, called pEDM, and have shown a tight $2 n / 3$-bit security. This line of research has been further extended in [69] by Dutta and Nandi, where they have proposed a beyond the birthday bound-secure nonce-based MAC build on top of public permutations.

### 5.1.1. Our Contribution

Given the state of the art in permutation-based cryptography, it is natural to wonder whether we can design a variable input-length PRF based on some lower-level primitive like public permutations instead of block ciphers that offer beyond the birthday bound security. In this chapter, we provide an answer in the positive. To this end, we propose a permutation-based PMAC_Plus construction, which we call pPMAC_Plus. The permutation-based variant of PMAC_Plus is exactly similar to PMAC_Plus with the following exception: in the block cipher-based PMAC_Plus construction, the output $t$ is defined as follows:

$$
t=\mathrm{E}_{k_{1}}(\Sigma) \oplus \mathrm{E}_{k_{2}}(\Theta),
$$

where $(\Sigma, \Theta)$ is the $2 n$-bit output value of the underlying double-block hash function PMAC_Plus-Hash. For pPMAC_Plus, we mask $\Sigma$ and $\Theta$ with $k_{2}$ and follow by a domain separation through $\operatorname{chop}_{\mathrm{LSB}}(\cdot) \| 0$, chop $_{\mathrm{LSB}}(\cdot) \| 1$, respectively. Next, we replace both $\mathrm{E}_{k_{1}}(\cdot)$ and $\mathrm{E}_{k_{2}}(\cdot)$ by an $n$-bit public random permutation $\pi(\cdot)$ (where $k_{1}$ and $k_{2}$ are two independently sampled block cipher keys). While PMAC_Plus-Hash is built from a block cipher $\mathrm{E}_{k}$ (independent from $\mathrm{E}_{k_{1}}$ and $\mathrm{E}_{k_{2}}$ ), $\mathrm{E}_{k}$ is also replaced by $\pi$ in pPMAC_Plus-Hash, the $\alpha^{\text {th }}$ block of the input message masked with the string $\left(2^{\alpha} k_{0} \oplus 2^{2 \alpha} k_{1}\right)$, where $k_{0}, k_{1}$ and $k_{2}$ are three independently sampled $n$-bit strings.

One can directly replace each block cipher of PMAC_Plus with the tworound iterated Even-Mansour cipher [52] or Mennnink's SoEM22 construction [53] and obtain a beyond the birthday bound secure PRF based on public permutations. While both the solutions incur $(2 \ell+4)$ permutation calls, our proposal requires only $(\ell+2)$ permutation calls, where $\ell$ is the maximum number of message blocks. Furthermore, unlike PMAC_Plus which has a tight $3 n / 4$-bit security, we have shown that pPMAC_Plus achieves a tight security bound of the order of $2^{2 n / 3}$.

## 5.2. pPMAC_Plus: A Public Permutation-Based BBB Secure MAC

In this section, we propose pPMAC_Plus, a public permutation-based beyond the birthday bound secure MAC. It takes an $n$-bit independent public permutation $\pi$ and three independent $n$-bit keys $k_{0}, k_{1}$ and $k_{2}$. For processing a message $M \in\{0,1\}^{*}$, the padding function pad : $\{0,1\}^{*} \rightarrow\left(\{0,1\}^{n}\right)^{+}$ is applied on $M$ that parses $M$ into $l$ blocks ( $M[1], M[2], \ldots, M[l])$ by concatenating $10 *$ to the right so that for each $i \in[l-1],|M[i]|=n$ and $1 \leq|M[l]| \leq n$.

$$
\begin{aligned}
& 1 \text { : } \quad(M[1], M[2], \ldots, M[\ell]) \leftarrow \operatorname{pad}(M) . \\
& \text { 2: return } T \leftarrow \pi(\Sigma) \oplus \pi(\Theta) \\
& 2: \quad(\Sigma, \Theta) \leftarrow\left(0^{n}, 0^{n}\right) \text {. } \\
& \text { 3: } \quad \text { for }(i=1 ; i \leq \ell ; i++) \\
& \text { 4: } \quad X \leftarrow 2^{i} k_{0} \oplus 2^{2 i} k_{1} \oplus M[i] \text {. } \\
& \text { 5: } \quad Y_{i} \leftarrow \pi_{0}(X) \text {. } \\
& \text { 6: } \quad \Sigma \leftarrow \Sigma \oplus Y_{i}, \Theta \leftarrow \Theta \oplus 2^{l-i+1} \cdot Y_{i} . \\
& 7 \text { : return }\left(\text { chop }_{\text {LSB }}\left(\Sigma \oplus k_{2}\right) \| 0, \text { chop }{ }_{\text {LSB }}\left(\Theta \oplus k_{2}\right) \| 1\right. \text { ). }
\end{aligned}
$$

Figure 5.1.: pPMAC_Plus is depicted on the left, while a permutation-based DbH function of pPMAC_Plus is shown on the right.

For each $\alpha \in[l]$, the message block $M[\alpha]$ of $M$ is masked with $2^{\alpha} k_{0} \oplus$ $2^{2 \alpha} k_{1}$ before passing it through the permutation $\pi$. Output blocks of the permutation are then XORed together, followed by masking with another key $k_{2}$ to generate an $n$-bit value $\Sigma$. Each output block of the hash permutation instances is simply XORed in one case and multiplied by 2 before XORing in another, and both are masked with the key $k_{2}$ to generate output values $\Sigma$ and $\Theta$, respectively. Finally, $\operatorname{chop}_{\mathrm{LSB}}\left(\Sigma \oplus k_{2}\right) \| 0$ and $\operatorname{chop}_{\mathrm{LSB}}\left(\Theta \oplus k_{2}\right) \| 1$ are passed through two copies of the same permutation $\pi$ (as used in the hash function) and the XOR of their outputs produces the MAC T. An algorithmic description of pPMAC_Plus is given in Fig. 5.1, and a pictorial illustration in Fig. 5.2.

Remark 3. Note that the structural design of pPMAC_Plus is similar to that of PMAC_Plus. The only difference of the former with the latter is that PMAC_Plus uses a block cipher Ewith three independent block cipher keys, whereas pPMAC_Plus replaces $E$ by an $n$-bit random permutation $\pi$ along with some masking elements and domain separation. It is easy to see that directly replacing E in PMAC_Plus


Figure 5.2.: A message with $\ell$ blocks (after padding) is input into pPMAC_Plus - Hash ${ }_{k_{0}, k_{1}, k_{2}}^{\pi}$, which produces outputs $\Sigma$ and $\Theta$. These outputs are masked with a random key $k_{2}$ before going through a domain-separating function, and the final pPMAC_Plus output is produced by passing these two values through two permutations and adding the resultants.
by the-two round iterated Even-Mansour cipher or SoEM22 construction [52] immediately leads the security of the resulting construction to beyond the birthday bound. However, both solutions pay a price for invoking the underlying permutation twice to process a single message block. Therefore, processing an $\ell$-block message requires $2 \ell+4$ permutation calls in the former approach and only $\ell+2$ permutation calls in ours.

### 5.2.1. Security of pPMAC_Plus

In this section, we state that pPMAC_Plus is secure against any information theoretic adversary that makes roughly $2^{2 n / 3}$ online and offline queries.

Theorem 10 (Security of pPMAC_Plus). Let $\mathcal{M}$ be a non-empty finite set and $\pi$ a uniformly sampled $n$-bit public permutation. Let A be any distinguisher that makes at most $q$ construction queries and at most $p$ primitive queries, and runs for at most time $t$. Then

$$
\begin{aligned}
& \operatorname{Adv}_{\mathrm{pPMAC}}^{\mathrm{prf}} \mathrm{prss}^{\mathrm{prf}}(\mathrm{~A}) \leq \frac{2 \sqrt{3 n q p_{1} p_{2}}+4}{2^{n}}+\frac{q^{3}\left(5 \ell^{3}+3 \ell^{2}+8 \ell+4\right)}{2^{2 n}} \\
& +\frac{6 q p^{2} l^{2}+2 q^{2} p l+2 q^{2} l}{2^{2 n}}+\frac{4 q^{3}+45 q^{2} p+20 q p^{2}+5 q^{2}}{2^{2 n}} .
\end{aligned}
$$

The PRF security of pPMAC_Plus is roughly at most $2^{2 n / 3}$ when $q \approx p$.

### 5.3. A Key-Recovery Attack on pPMAC_Plus

In this section, we show a matching key-recovery attack on pPMAC_Plus with a total of $2^{2 n / 3+1}$ of each of construction and primitive queries. We refer the readers to the full attack in Fig. 5.3.
Backward attack. The attack proceeds by first making $2^{2 n / 3}$ construction queries of two-block messages $M_{i}[1] \| M_{i}[2]$ for $i \in\left[2^{2 n / 3}\right]$, and collects the responses $T_{i}$. Next, it makes two sets of $2^{2 n / 3}$ offline forward queries - one with least significant bit (LSB) 0 and the other with LSB 1 - to the primitive permutation $\pi$, and collects their corresponding responses in lists $\mathcal{L}_{0}$ and $\mathcal{L}_{1}$, respectively. All these $2 p=2^{2 n / 3+1}$ forward queries and their responses are also collected into a list of pairs $\mathcal{L}=$ $\left\{\left(\tilde{x}_{1}, \tilde{y}_{1}\right),\left(\tilde{x}_{2}, \tilde{y}_{2}\right), \ldots,\left(\tilde{x}_{a}, \tilde{y}_{a}\right), \ldots,\left(\tilde{x}_{2 p}, \tilde{y}_{2 p}\right)\right\}$. A check of pairs $\left(\tilde{v}_{b}, \tilde{z}_{c}\right) \in\left(\mathcal{L}_{0} \times\right.$ $\left.\mathcal{L}_{1}\right)$ such that $\tilde{v}_{b} \oplus \tilde{z}_{c}=T_{i}$ provides triples $(i, b, c)$ collected in a set $\mathcal{S}_{1}$. Computing pairs $(\hat{\Sigma}, \hat{\Theta})$ for all pairs of second-coordinates $\left.\left(\tilde{y}_{a_{1}}, \tilde{y}_{a_{2}}\right) \in \mathcal{L}\right|_{2} \times\left.\mathcal{L}\right|_{2}$ helps filter the elements of $\mathcal{S}_{1}$ by checking whether

$$
\hat{\Sigma} \oplus \tilde{u}_{b}=\hat{\Theta} \oplus \tilde{w}_{c},
$$

where $\tilde{u}_{b}$ and $\tilde{w}_{c}$ are the preimages of $\tilde{v}_{b}$ and $\tilde{z}_{c}$ respectively. If this check passes, then the attack computes a candidate key $\hat{k}_{2}$, stores the corresponding triple in $\mathcal{S}_{2}$ and then for all elements of $\mathcal{S}_{2}$, computes a pair of candidate keys $\left(\hat{k}_{0}, \hat{k}_{1}\right)$.
Removing false positives. In order to remove the false positive keys from the set of candidates, the attack makes another $2^{2 n / 3}$ construction queries with messages of two blocks $M_{i}^{\prime}[1] \| M_{i}^{\prime}[2]$, where $M_{i}^{\prime}[1]=\left(M_{i}[1] \oplus 1\right)$ and $M_{i}^{\prime}[2]=M_{i}[2]$, and collects their corresponding responses $T_{i}^{\prime}$ for $i \in\left[2^{2 n / 3}\right]$. Next, it evaluates pPMAC_Plus on messages $M_{i}^{\prime}[1] \| M_{i}^{\prime}[2], i \in\left[2^{2 n / 3}\right]$, with the candidate key-triple $\left(\hat{k}_{0}, \hat{k}_{1}, \hat{k}_{2}\right)$. If the computed values match with the received responses $T_{i}^{\prime}$, then this triple of keys $\left(\hat{k}_{0}, \hat{k}_{1}, \hat{k}_{2}\right)$ stays in the candidate key-list, otherwise, it is removed. We show that the true key belongs to the set of potential candidate keys with a high probability and that the size of the set of the candidate keys is not very large. We have thus described a deterministic adversary A that recovers the key of pPMAC_Plus by making a total of $2^{2 n / 3+1}$ construction queries and $2^{2 n / 3+1}$ primitive queries as shown in Fig. 5.3.

## 5. Tight Security Analysis of the Public Permutation-Based PMAC_Plus

### 5.3.1. Analysis of the Attack

First observe that for internal values $x_{i}[1]=M_{i}[1] \oplus 2 \cdot k_{0} \oplus 2^{2} \cdot k_{1}$ and $x_{i}[2]=M_{i}[2] \oplus 2^{2} \cdot k_{0} \oplus 2^{4} \cdot k_{1}\left(M_{i}=M_{i}[1] \| M_{i}[2]\right), i \in\left[2^{2 n / 3}\right]$,

$$
\begin{aligned}
& \mathbf{E}\left[\left|\left\{\left(i, a_{1}, a_{2}\right) \in\left[2^{2 n / 3}\right] \times\left[2^{2 n / 3+1}\right] \times\left[2^{2 n / 3+1}\right]\right\}\right|:\right. \\
&\left.\left(x_{i}[1]=\tilde{x}_{a_{1}}\right) \wedge\left(x_{i}[2]=\tilde{x}_{a_{2}}\right)\right]=\mathcal{O}(1) .
\end{aligned}
$$

Next, for internal values $u_{i}=y_{i}[1] \oplus y_{i}[2] \oplus k_{2}$ and $w_{i}=2^{2} \cdot y_{i}[1] \oplus 2 \cdot y_{i}[2] \oplus$ $k_{2}, i \in\left[2^{2 n / 3}\right]$,

$$
\mathbf{E}\left[\left|\left\{(b, c) \in\left[2^{2 n / 3}\right] \times\left[2^{2 n / 3}\right]\right\}\right|:\left(u_{i}=\tilde{u}_{b}\right) \wedge\left(w_{i}=\tilde{w}_{c}\right)\right]=\mathcal{O}(1) .
$$

Thus, bounding the number of queries to the construction and each of the primitives by $\mathcal{O}\left(2^{2 n / 3}\right)$ ensures the presence of at least one tuple ( $a_{1}, a_{2}, b, c$ ) of primitive query indices that matches with true internal values corresponding to a construction index $i$ with high probability.

The backward attack checks for the validity of the equations induced by the construction. First consider the set $\mathcal{S}_{1}$. It is computed over sets of sizes $q, p$ and $p$ with a restriction of two conditions on $n$-bit strings. Therefore, $\mathbf{E}\left[\left|\mathcal{S}_{1}\right|\right]=\frac{q p^{2}}{2^{n}}$. Similarly, $\mathbf{E}\left[\left|\mathcal{S}_{2}\right|\right]=\frac{q p^{4}}{2^{2 n}}$. Note here that only the indices $b, c$ that appear in tuples $(i, b, c) \in \mathcal{S}_{1}$ are considered for the check in step 7 of the backward attack, and the corresponding construction query-index $i$ is used next for computing guess values ( $\hat{k}_{0}, \hat{k}_{1}$ ) of the key-pair. Observe that the probability depends on the sampling of values $\tilde{y}_{a}$, and not on the keys, as the hash computation of the message is not even considered so far.

By the same formula, the expected size of $\mathcal{K}$ is $\left|\mathcal{S}_{2}\right| \times q \times \frac{1}{2^{2 n}}=\frac{q^{2} p^{4}}{2^{4 n}}$. Since $q$ and $p$ both have the same order $\mathcal{O}\left(2^{2 n / 3}\right), \mathbf{E}[|\mathcal{K}|]$ is $\mathcal{O}(1)$ when $q=\mathcal{O}\left(2^{2 n / 3}\right)$. Finally, since the true key is in $\mathcal{K}$ with very high probability due to the choice of lengths of the query-lists, the true key $\left(k_{0}, k_{1}, k_{2}\right)$ must belong to $\mathcal{K}$ with very high probability. This demonstrates that the above is indeed an $\mathcal{O}\left(2^{2 n / 3}\right)$ attack on pPMAC_Plus.

### 5.4. Proof of Theorem 10

In this section, we prove Theorem 10 . We often denote pPMAC_Plus $\left[\pi, k_{0}, k_{1}, k_{2}\right]$ simply by pPMAC_Plus* when the primitives and the underlying keys are understood. We consider any information theoretic deterministic distinguisher A that has access to a triplet of oracles in the real and the ideal worlds: In the real world, it has access to the oracles $\mathbf{O}_{\mathrm{re}}:=\left(\mathrm{pPMAC}\right.$ Plus*$\left.{ }^{*}, \pi^{+}, \pi^{-}\right)$,
where $\pi$ is a uniformly chosen random $n$-bit permutation and $k_{0}, k_{1}, k_{2}$ are three independently and uniformly chosen random $n$-bit keys. In the ideal world, it has access to the oracles $\mathbf{O}_{\mathrm{id}}:=\left(\$, \pi^{+}, \pi^{-}\right)$, where $\pi$ is again a uniformly chosen $n$-bit random permutation. Queries to the first oracle in either of the two worlds are called construction queries and queries to the remaining oracles are called primitive queries. Note that as the primitive $\pi$ is a permutation, an adversary can make queries in the forward direction, which we call forward primitive queries, as well as in the inverse direction, which we call backward primitive queries. Throughout the proof, we assume that neither does an adversary A make duplicate or redundant queries nor does it make queries whose responses can be constructed from the previous query-responses. We call such an adversary a non-trivial adversary. We also assume that A makes $q$ construction queries and $p$ (forward and backward) primitive queries in either of the two worlds.

Once an adversary has finished making all its queries, the keys $k_{0}, k_{1}, k_{2}$ in the real world, and corresponding dummy values in the ideal world are released to the adversary. Furthermore, the intermediate values
$\left(\left(x_{i}[1], x_{i}[2], \ldots, x_{i}\left[l_{i}\right]\right),\left(y_{i}[1], y_{i}[2], \ldots, y_{i}\left[l_{i}\right]\right), u_{i}, v_{i}, w_{i}, z_{i}\right)$ for each construction query $i \in[q]$ are also released. These values represent the following:

$$
\begin{align*}
x_{i}[\alpha]=M_{i} \oplus 2^{\alpha} k_{0} \oplus 2^{1 \alpha} k_{1} \forall \alpha \in\left[l_{i}\right], & y_{i}[\alpha]=\pi\left(x_{i}[\alpha]\right) \forall \alpha \in\left[l_{i}\right] \\
\Sigma_{i}=y_{i}[1] \oplus \ldots \oplus y_{i}\left[l_{i}\right], & \Theta_{i}=2^{l_{i}} \cdot y_{i}[1] \oplus \ldots \oplus 2 \cdot y_{i}\left[l_{i}\right] \\
u_{i}=\operatorname{chop}_{\mathrm{LSB}}\left(\Sigma_{i} \oplus k_{2}\right) \| 0, & v_{i}=\pi\left(u_{i}\right) \\
w_{i}=\operatorname{chop}_{\mathrm{LSB}}\left(\Theta_{i} \oplus k_{2}\right) \| 1, & z_{i}=\pi\left(w_{i}\right) . \tag{5.1}
\end{align*}
$$

### 5.4.1. An Outline of the Proof

We begin the proof by providing well-defined algorithms for the interaction of an adversary with the real and ideal worlds. While the adversarial interaction with the real world only involves an online phase (since its responses are true to the construction), the ideal world also requires an offline phase for computation of certain output values so as to mimic the real world more closely. These algorithms are detailed in Fig.s 5.4-5.8.

Stage I of the offline phase of the ideal world (Fig. 5.6) lists certain events (which we call bad events), for which, the algorithm aborts; the probability of occurrence of these events is computed next. This is the bad event analysis, and can be found in Sect. 5.4.5.

The remaining cases are analyzed in the good transcript analysis (Sect. 5.5) by proving that the ideal interpolation probability is very close to the real interpolation probability. The computation for the real case is quite straightforward, and the bound is given by Eqn. (5.52).

For the ideal world, all queries made by the adversary to the online and offline oracles are indexed according to the respective algorithms. These
indices are first split into those corresponding to free (non-repeating hash output blocks) and single-colliding (collision in exactly one block of the hash output) indices. An equivalence relation is defined according to the collisions of the hash function outputs of the second category of indices so as to classify the output definitions for both inputs. These steps are detailed in Stages II (Fig. 5.7) and III (Fig. 5.8) of the offline phase of the ideal world. This partitions all queried indices into the following sets:

1. $\mathcal{F}$ is the set of indices corresponding to free queries,
2. $\mathcal{I}$ contains the indices corresponding to queries with one hash output block colliding with a primitive query input,
3. $\mathcal{P}^{c}$ is the set of indices corresponding to queries with one of their hash output blocks colliding with one of the hash-primitive inputs, and
4. $\mathcal{Q}^{c}$ is the set of indices corresponding to queries with one of their hash output blocks colliding with the corresponding block of the hash output of another query.

### 5.4.2. Real World and Ideal World

In the real world, when an adversary $A$ makes a construction query with message $M$ to pPMAC_Plus*, it receives the tag $T \leftarrow$ pPMAC_Plus* $(M)$. In the ideal world, when A makes a construction query with message $M$ to $\$$, it samples an $n$-bit tag $T \stackrel{\$}{\leftarrow}\{0,1\}^{n}$ and returns it to $A$. In both the worlds, A is allowed to make forward as well as backward primitive queries to $\pi$. When A makes the $a^{\text {th }}$ forward query $\tilde{x}_{a}$ to $\pi$ for $a \in[2 p]$, it samples $\tilde{y}_{a} \stackrel{\$}{\leftarrow}\{0,1\}^{n} \backslash\left\{\tilde{y}_{1}, \ldots, \tilde{y}_{a-1}\right\}$ and returns it to the adversary. Similarly, for
 returns it to the adversary.
The behavior of the oracles in the real and ideal worlds is detailed in Fig.s 5.4 and 5.5. When all the queries and responses are finished, the real world returns the key $\left(k_{0}, k_{1}, k_{2}\right)$ to A , whereas the ideal world behaves as depicted in Fig.s 5.6, 5.7 and 5.8.

### 5.4.3. Offline Phase of the Ideal World

After the query-response phase, the ideal world samples three $n$-bit dummy keys $\left(k_{0}, k_{1}, k_{2}\right)$, uniformly and independently of all the previously sampled random variables. Then it starts computing the hash value of pPMAC_Plus-Hash* for all the $q$ queried messages. During this hash computation, if any of the events mentioned in stage 1 of the game (shown in Fig. 5.6) occur, it is aborted. The first event Coll addresses collisions between two inputs to the hash-permutations of a particular construction query and inputs to any
forward primitive query. 3-Coll takes care of collisions of a hash-permutation input from one construction query with one input block each of hashpermutations involved in two other construction queries. $\left(\operatorname{Bad}_{1}-\mathrm{Bad}_{3}\right)$ occur when there is a collision in both invocations of $\pi$ involved in the sum function. Note that $\overline{\mathrm{Bad}}_{2}$ and $\overline{\mathrm{Bad}_{3}}$ guarantee that a collision of the value $\Sigma_{i}$ of the $i^{\text {th }}$ construction query with a primitive query $\tilde{x}_{a}$ ensures freshness of $\Theta_{i}$, and by symmetry, the same for $\Sigma_{i}$ due to a primitive-value collision of $\Theta_{i}$. This makes certain that the output $T_{i} \oplus \tilde{y}_{a}$ of $\Theta_{i}$ through $\pi$ remains fresh. However, if $T_{i} \oplus \tilde{y}_{a}$ collides with any $\tilde{y}_{a^{\prime}}$ due to the sampling of $T_{i}$, then permutation compatibility is violated. A similar violation arises when $\operatorname{chop}_{\mathrm{LSB}}\left(\Theta_{i} \oplus k_{2}\right) \| 0$ collides with a primitive query $\tilde{x}_{a}$, but the output of $\Sigma_{i}$ is not fresh. This event is captured in $\mathrm{Bad}_{4}$. The events $\overline{\mathrm{Bad}}_{1}$ and $\mathrm{Bad}_{3}$ guarantee that a collision in exactly one half of the hash blocks of two construction queries implies freshness of the other half. This also means that their tags do not collide with each other. However, if they do happen to collide with each other through sampling of the tags, permutation compatibility is again violated, as captured in $\mathrm{Bad}_{5}$. If the game is not aborted in stage I, it proceeds to stage II.
In this stage, there may exist a set of indices for which exactly one hash block collides with a primitive query. For example, if chop ${ }_{\text {LSB }}\left(\Sigma_{i} \oplus k_{2}\right) \| 0$ collides with $\tilde{u}_{b}$ for some $i \in[q]$ and for some $b \in[p]$, then we remove $i$ from $\mathcal{I}$ and add $\Sigma_{i}$ to $\widetilde{\Sigma}$ and $\Theta_{i}$ to $\widetilde{\Theta}$, as well as chop ${ }_{\mathrm{LSB}}\left(\Theta_{i} \oplus k_{2}\right) \| 1$ to the domain of $\pi$ and $T_{i} \oplus \tilde{v}_{b}$ to the range of $\pi$. Similarly, if chop ${ }_{\text {LSB }}\left(\Theta_{i} \oplus k_{2}\right) \| 0$ collides with $\tilde{w}_{c}$ for some $i \in[q]$ and for some $c \in[p]$, we remove $i$ from $\mathcal{I}$ and add $\Sigma_{i}$ and $\Theta_{i}$ to $\widetilde{\Sigma}$ and $\widetilde{\Theta}$ respectively, as well as chop ${ }_{\text {LSB }}\left(\Sigma_{i} \oplus k_{2}\right) \| 0$ to the domain of $\pi$ and $T_{i} \oplus \tilde{z}_{c}$ to the range of $\pi$. Note that if $\operatorname{chop}_{\text {LSB }}\left(\Sigma_{i} \oplus k_{2}\right) \| 0$ collides with $\tilde{u}_{b}$, then $\Theta_{i}$ is fresh as $\operatorname{Bad}_{2}$ and $\operatorname{Bad}_{3}$ do not occur. Moreover, $T_{i} \oplus \tilde{y}_{a}$ is also fresh as $\mathrm{Bad}_{4}$ does not occur. Hence, the inclusion of $\Theta_{i}$ in the set $\operatorname{Dom}\left(\pi^{1}\right)$ and $T_{i} \oplus \tilde{y}_{a}$ in $\operatorname{Ran}\left(\pi^{1}\right)$ is sound. One can similarly argue that the inclusion of $\Sigma_{i}$ in $\operatorname{Dom}\left(\pi^{0}\right)$ and $T_{i} \oplus y_{j}^{2}$ in $\operatorname{Ran}\left(\pi^{0}\right)$ is also sound.
For the remaining $q-|\mathcal{I}|$ indices, there may exist a set of free indices $\mathcal{F}$ for which both blocks of the hash value are fresh in the set of $2(q-|\mathcal{I}|)$ hash block values. The oracle samples outputs for these fresh hash values without replacement such that for any $i \in \mathcal{F}$, the sampled outputs $v_{i}$ and $z_{i}$ sum up to $T_{i}$.
The cases remaining in stage III are those for which exactly one block of the hash value collides with that of another construction query. For all $i \in[q] \backslash(\mathcal{F} \sqcup \mathcal{I})$, if the output of the colliding hash value, say $\Sigma_{i}$, is not yet sampled, then the oracle samples its output without replacement, say $v_{i}$ and sets the output of the remaining block, i.e., the output of $\Theta_{i}$ as the sum of $v_{i}$ and $T_{i}$ (see line 2 of stage III). Else, the oracle sets the output of $\Sigma_{i}$ to the already defined element and adjusts the output of the other block
accordingly (see line 3 of stage III). Note that in the latter case, the oracle does not sample the output. If the output of $\Theta_{i}$ (i.e., $T_{i} \oplus v_{i}$ ) happens to collide with any previously sampled output or any element of $\operatorname{Ran}\left(\pi^{1}\right)$ in the above argument, then $R C_{\Sigma}$ is set to 1 (see line 4 of stage III) and aborts the game. Similarly, the oracle sets $\mathrm{RC}_{\Theta}$ to 1 if the adjustment of the output of $\Sigma_{i}$ causes a collision with any previously sampled output or any element of $\operatorname{Ran}\left(\pi^{0}\right)$. Note that these events cannot hold for the real oracle as at least one of $\Theta_{i}$ or $\Sigma_{i}$ is always fresh in the tuple of $2(q-|\mathcal{I}|)$ hash block values. Finally, it returns all these sampled values along with the sampled hash key to the distinguisher A .

### 5.4.4. Attack transcript

Let $\tau_{c}:=\left\{\left(M_{1}, T_{1}\right),\left(M_{2}, T_{2}\right), \ldots,\left(M_{q}, T_{q}\right)\right\}$ be the list of construction queries and responses made by A. We call $\tau_{c}$ the construction query transcript. Let $\tau_{p}:=\left\{\left(\tilde{x}_{1}, \tilde{y}_{1}\right), \ldots,\left(\tilde{x}_{2 p}, \tilde{y}_{2 p}\right)\right\}$ be the list of primitive queries and responses made to $\pi$ by A. The pair ( $\tau_{c}, \tau_{p}$ ) constitutes the query transcript of the attack. For convenience, we slightly modify the experiment by revealing the keys $\left(k_{0}, k_{1}, k_{2}\right)$ and internal or random values to the distinguisher A (only after it completes making all its queries but before it outputs its decision) in addition to responses to the queries it makes. If $A$ interacts with the real world, then the actual key of the construction is revealed along with the permutation outputs of the hash output blocks $\Sigma$ and $\Theta$, whereas for the ideal world, a triplet of dummy $n$-bit keys ( $k_{0}, k_{1}, k_{2}$ ) is revealed. The construction query transcript of the attack is thus

$$
\hat{\tau}_{c}=\left(\left(M_{1}, T_{1}, v_{1}, z_{1}\right),\left(M_{2}, T_{2}, v_{2}, z_{2}\right), \ldots,\left(M_{q}, T_{q}, v_{q}, z_{q}\right), k_{0}, k_{1}, k_{2}\right) .
$$

Therefore, the query transcript of the attack is $\tau=\left(\hat{\tau}_{c}, \tau_{p}\right)$, where $\tau_{p}$ can further be partitioned into $\tau_{p}^{0}:=\left\{\left(\tilde{u}_{b}, \tilde{v}_{b}\right): \tilde{u}_{b}=\hat{u}_{b} \| 0\right.$ where $\hat{u}_{b} \in$ $\left.\{0,1\}^{n-1}, \forall b \in[p]\right\}$ and $\tau_{p}^{1}:=\left\{\left(\tilde{w}_{c}, \tilde{z}_{c}\right): \tilde{w}_{c}=\hat{w}_{c} \| 1\right.$ where $\hat{w}_{c} \in\{0,1\}^{n-1}$, $\forall c \in[p]\}$. Note that if A interacts with the real world, then

$$
\begin{aligned}
\forall i \in[q], v_{i} & :=\pi^{0}\left(\operatorname{chop}_{\mathrm{LSB}}\left(\Sigma_{i} \oplus k_{2}\right) \| 0\right) \\
z_{i} & :=\pi\left(\pi^{1}\left(\operatorname{chop}_{\mathrm{LSB}}\left(\Theta_{i} \oplus k_{2}\right) \| 0\right),\right. \\
\left.\left.\Theta_{i} \oplus k_{2}\right) \| 1\right) & :=\pi\left(\operatorname{chop}_{\mathrm{LSB}}\left(\Theta_{i} \oplus k_{2}\right) \| 1\right),
\end{aligned}
$$

where $\left(\Sigma_{i}, \Theta_{i}\right):=$ pPMAC_Plus-Hash $k_{k_{0}, k_{1}, k_{2}}^{\pi}\left(M_{i}\right)$. Moreover, a transcript $\tau$ in the real world must satisfy the following conditions:

- $v_{i} \oplus z_{i}=T_{i}, \forall i \in[q]$.
- $\forall a \in[2 p], \pi\left(\tilde{x}_{a}\right)=\tilde{y}_{a}$ such that $\forall b \in[p], \pi\left(\tilde{u}_{b}\right)=\tilde{v}_{b}$ and $\forall c \in$ $[p], \pi\left(\tilde{w}_{c}\right)=\tilde{z}_{c}$, where $\tilde{u}_{b}=\hat{u}_{b} \| 0$ and $\tilde{w}_{c}=\hat{w}_{c} \| 1$ for $\hat{u}_{b}, \hat{w}_{c} \in\{0,1\}^{n-1}$.
- $\widetilde{\Sigma}$ is permutation compatible with $\widetilde{v}$ and $\widetilde{\Theta}$ is permutation compatible with $\widetilde{z}$ (note that $(\widetilde{\Sigma}, \widetilde{\Theta})$ is uniquely determined by the message tuple $\left(M_{1}, \ldots, M_{q}\right)$, the tuple of keys $k_{0}, k_{1}, k_{2}$ and the public random permutation $\pi$ ).


### 5.4.5. Definition and Probability of Bad Transcripts

Suppose $\mathcal{X}$ denotes the set of all attainable transcripts and $\mathrm{D}_{\mathrm{re}}$ and $\mathrm{D}_{\mathrm{id}}$ the random variables that take transcript $\tau$ induced in the real world and ideal world respectively. An attainable transcript $\tau \in \mathcal{X}$ is said to be bad if either of the following bad flags

$$
\text { Coll, 3-Coll, } \mathrm{Bad}_{1}, \mathrm{Bad}_{2}, \mathrm{Bad}_{3}, \mathrm{Bad}_{4}, \mathrm{Bad}_{5}, \mathrm{Bad}_{6}, \mathrm{RC}_{\Sigma}, \mathrm{RC}_{\Theta}
$$

is set to 1 as defined in Fig. 5.6. We define the event Bad as

$$
\begin{aligned}
\text { Coll } \vee \text { 3-Coll } \vee(\vee_{i=1}^{6} \underbrace{\left(\operatorname{Bad}_{i} \wedge \overline{\operatorname{Coll}} \wedge \overline{3-C o l l}\right)}_{\operatorname{Bad}_{i}^{*}}) & \vee \underbrace{\left(R C_{\Sigma}^{*} \wedge \overline{\operatorname{Coll}} \wedge \overline{3-C o l l}\right)}_{R_{\Sigma}} \\
& \vee \underbrace{\left(R C_{\Theta} \wedge \overline{C_{o l l}} \wedge \overline{3-C o l l}\right)}_{R C_{\Theta}^{*}}
\end{aligned}
$$

Thus, BadT $:=\left\{\left(\left(M_{i}, T_{i}, v_{i}, z_{i}\right),\left(\tilde{x}_{a}, \tilde{y}_{a}\right)\right) \in\left(\hat{\tau}_{c}, \tau_{p}\right):\left(\left(M_{i}, T_{i}, v_{i}, z_{i}\right),\left(\tilde{x}_{a}, \tilde{y}_{a}\right)\right)\right.$ satisfies at least one condition boxed in Fig. 5.6\} $\subseteq \mathcal{X}$ and GoodT := $\mathcal{X} \backslash$ BadT denote the set of bad and good transcripts, respectively. Having identified the bad transcripts, we bound the probability of realizing them in the ideal world in the following lemma.

Lemma 15. Let BadT be the set of all attainable bad transcripts and $\mathrm{D}_{\mathrm{id}}$ be the random variable that takes a transcript $\tau$ induced in the ideal world. Then

$$
\begin{aligned}
\operatorname{Pr}\left[\mathrm{D}_{\mathrm{id}} \in \operatorname{Bad} T\right] \leq \epsilon_{\mathrm{bad}} & =\frac{2 \sqrt{3 n q p^{2}}+4}{2^{n}}+\frac{q^{3}\left(10 \ell^{3}+5 \ell^{2}+4 \ell+8\right)}{2^{2 n}} \\
& +\frac{q^{2} p(2 \ell+9)}{2^{2 n}}+\frac{q p^{2}\left(11 \ell^{2}+4 \ell+8\right)}{2^{2 n}}+\frac{q^{2}(2 \ell+5)}{2^{2 n}} .
\end{aligned}
$$

proof. Bounding the probability of the bad transcripts in the ideal world is equivalent to bounding the probability of the event Bad in the ideal world. Due to the union bound,
$\operatorname{Pr}[\mathrm{Bad}] \leq \operatorname{Pr}[$ Coll $]+\operatorname{Pr}[3-\mathrm{Coll}]+\sum_{i=1}^{6} \operatorname{Pr}\left[\operatorname{Bad}_{i}^{*}\right]+\operatorname{Pr}\left[\mathrm{RC}_{\Sigma}^{*}\right]+\operatorname{Pr}\left[\mathrm{RC}_{\Theta}^{*}\right]$.
In the following, we separately bound each of the above terms. By a slight abuse of notation, we use the flag names to identify the corresponding event. Before we bound the terms, we set up a few notations.
Notational set-up. Let $\mathcal{U}=\left\{\tilde{x}_{a} \in\{0,1\}^{n}:\left(\tilde{x}_{a}, \tilde{y}_{a}\right) \in \tau_{p}\right\}$ and $\mathcal{V}=\left\{\tilde{y}_{a} \in\right.$ $\left.\{0,1\}^{n}:\left(\tilde{x}_{a}, \tilde{y}_{a}\right) \in \tau_{p}\right\}$ be the domain and range of the transcript of $\pi$. Let $\left(M_{1}, \ldots, M_{q}\right)$ be a tuple of $q$ distinct messages such that the $i^{\text {th }}$ message
$M_{i}$ has $\ell_{i}$ blocks with $\ell=\max \left\{l_{1}, \ldots, l_{q}\right\}$, being the maximum number of message blocks amongst all the $q$ messages. For two distinct fixed indices $i_{1}, i_{2} \in[q]$, we define the set

$$
\begin{aligned}
\operatorname{NEQ}_{i_{1}, i_{2}}=\left\{\alpha \in \min \left[l_{i_{1}}, l_{i_{2}}\right]:\right. & \left.M_{i_{1}}[\alpha] \neq M_{i_{2}}[\alpha]\right\} \\
& \cup\left\{\alpha: \min \left[l_{l_{1}}, l_{i_{2}}\right]+1 \leq \alpha \leq \max \left[l_{i_{1}}, l_{i_{2}}\right]\right\}
\end{aligned}
$$

In words, $\mathrm{NEQ}_{i_{1}, i_{2}}$ refers to the set of all positions at which inputs to the hash permutation $\pi$ from message blocks of $M_{i_{1}}$ and $M_{i_{2}}$ differ. We denote the inputs (resp. outputs) of these permutation instances as $x_{i}$ (resp. $y_{i}$ ). In particular, we write $x_{i}[\alpha]$ to denote the permutation input corresponding to the $\alpha^{\text {th }}$ block of the $i^{\text {th }}$ message, i.e. $x_{i}[\alpha]=M_{i}[\alpha] \oplus 2^{\alpha} k_{0} \oplus 2^{2 \alpha} k_{1}$ and $y_{i}[\alpha]=\pi\left(x_{i}[\alpha]\right)$.
Bounding Coll. For a fixed choice of $i \in[q], \alpha \neq \beta$ in $\left[l_{i}\right]$ and $a_{1}, a_{2} \in[p]$, the system of equations

$$
\begin{aligned}
& 2^{\alpha} k_{0} \oplus 2^{2 \alpha} k_{1}=M^{i}[\alpha] \oplus \tilde{x}_{a_{1}} \\
& 2^{\beta} k_{0} \oplus 2^{2 \beta} k_{1}=M^{i}[\beta] \oplus \tilde{x}_{a_{2}}
\end{aligned}
$$

has rank 2 . Since $k_{0}$ and $k_{1}$ are two independent $n$-bit keys, varying over all possible choices of indices gives

$$
\begin{equation*}
\operatorname{Pr}[\text { Coll }] \leq \frac{q p^{2} \ell^{2}}{2^{2 n+1}} \tag{5.3}
\end{equation*}
$$

Bounding 3-Coll. For a fixed choice of $i_{1}, i_{2}, i_{3} \in[q]$, and distinct $\alpha_{1} \in\left[l_{i_{1}}\right], \alpha_{2} \in$ $\left[l_{i_{2}}\right], \alpha_{3} \in\left[l_{i_{3}}\right]$, the system of equations

$$
\begin{aligned}
& \left(2^{\alpha_{1}} \oplus 2^{\alpha_{2}}\right) k_{0} \oplus\left(2^{2 \alpha_{1}} \oplus 2^{2 \alpha_{2}}\right) k_{1}=M_{i_{1}}\left[\alpha_{1}\right] \oplus M_{i_{2}}\left[\alpha_{2}\right], \\
& \left(2^{\alpha_{1}} \oplus 2^{\alpha_{3}}\right) k_{0} \oplus\left(2^{2 \alpha_{1}} \oplus 2^{2 \alpha_{3}}\right) k_{1}=M_{i_{1}}\left[\alpha_{1}\right] \oplus M_{i_{3}}\left[\alpha_{3}\right]
\end{aligned}
$$

has rank 2 . Since $k_{0}$ and $k_{1}$ are two independent $n$-bit keys, varying over all possible choices of indices gives

$$
\begin{equation*}
\operatorname{Pr}[3-\text { Coll }] \leq \frac{q^{3}\binom{3 \ell}{3}}{2^{2 n}} \leq \frac{5 q^{3} \ell^{3}}{2^{2 n}} . \tag{5.4}
\end{equation*}
$$

Bounding Event $\mathrm{Bad}_{1}^{*}$. We fix three messages $M_{i_{1}}, M_{i_{2}}$ and $M_{i_{3}}$ where $i_{1} \neq$ $i_{2}, i_{1} \neq i_{3}$, such that $M_{i_{1}}$ has $l_{i_{1}}$ blocks, $M_{i_{2}}$ has $l_{i_{2}}$ blocks and $M_{i_{3}}$ has $l_{i_{3}}$ blocks. Consider the event
$\operatorname{CollX}^{(1)}:\left\{\exists j_{1}, j_{2} \in\left\{i_{1}, i_{2}, i_{3}\right\}\right.$ and $\alpha \in\left[l_{j_{1}}\right], \beta \in\left[l_{j_{2}}\right]$, such that $\left.x_{j_{1}}[\alpha]=x_{j_{2}}[\beta]\right\}$.
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Therefore,

$$
\begin{aligned}
\operatorname{Pr}\left[\mathrm{Bad}_{1}^{*}\right] \leq & \sum_{i_{1}, i_{2}, i_{3}}(\underbrace{\operatorname{Pr}\left[\Theta_{i_{1}}=\Theta_{i_{3}} \wedge \overline{\operatorname{Coll}} \wedge \overline{3-\operatorname{Coll}} \wedge \operatorname{CollX}^{(1)}\right]}_{(1)} \\
& +\underbrace{\operatorname{Pr}\left[\Sigma_{i_{1}}=\Sigma_{i_{2}} \wedge \Theta_{i_{1}}=\Theta_{i_{3}} \wedge \overline{\operatorname{Coll}} \wedge \overline{3-\operatorname{Coll}^{\prime}} \wedge \overline{\operatorname{CollX}^{(1)}}\right]}_{(2)}) \cdot(5.5)
\end{aligned}
$$

Bounding (1): It is easy to see that for a fixed triplet of messages, the probability of CollX ${ }^{(1)}$ is at most $\binom{3 \ell}{2} / 2^{n}$. Under this condition, $\Theta_{i_{1}}=\Theta_{i_{3}}$ provides a non-trivial equation for some random variable $y_{i^{\prime}}\left[\alpha^{\prime}\right]$. Assuming $l_{i_{1}} \leq l_{i_{3}}$, let $\alpha \in\left[l_{i_{1}}\right]$ (if it exists) be the largest index such that $M_{i_{1}}[\alpha] \neq M_{i_{3}}[\alpha]$. Then either $y_{i_{1}}[\alpha]$ or $y_{i_{3}}[\alpha]$ is fresh and the equation $\Theta_{i_{1}}=\Theta_{i_{3}}$ is non-trivial for this random variable. On the other hand, if no such index $\alpha$ exists(i.e. $M_{i_{1}}[\alpha]=M_{i_{3}}[\alpha]$ for all $\alpha \in\left[l_{i_{1}}\right]$ and $l_{i_{1}}<l_{i_{3}}$ ), we can obtain a freshly sampled random variable $y_{i_{3}}[\beta]$, for which $\Theta_{i_{1}}=\Theta_{i_{3}}$ becomes non-trivial. Therefore, the probability that this equation is satisfied is at most $1 /\left(2^{n}-2 \ell\right) \leq 2 / 2^{n}$, assuming $\ell \leq 2^{n-2}$, giving (1) an upper bound of $\binom{3 \ell}{2} / 2^{n} \cdot 2 / 2^{n} \leq 9 \ell^{2} / 2^{2 n}$ :

$$
\begin{equation*}
\operatorname{Pr}\left[\Theta_{i}=\Theta_{k} \wedge \overline{\operatorname{Coll}} \wedge \overline{3-\operatorname{Coll}} \wedge \operatorname{CollX}^{(1)}\right] \leq \frac{9 \ell^{2}}{2^{2 n}} \tag{5.6}
\end{equation*}
$$

Bounding (2): We split this case into the following two subcases:
$i_{2}=i_{3}$ : Without loss of generality, assume $l_{i_{1}} \leq l_{i_{2}}$. Note that if $l_{i_{1}}=l_{i_{2}}$, then $l_{i_{2}}$ must be at least 2 for $\Sigma_{i_{1}}=\Sigma_{i_{2}}$ to yield a non-trivial equation. In this case, we can easily find two freshly sampled random variables $y_{i_{1}}[\alpha]$ and $y_{i_{2}}[\beta]$ for which $\left(\Sigma_{i_{1}}=\Sigma_{i_{2}}\right) \wedge\left(\Theta_{i_{1}}=\Theta_{i_{2}}\right)$ yields a system of equations of rank 2. Hence by the rank argument (i.e. Lemma 25),

$$
\begin{equation*}
\operatorname{Pr}\left[\left(\Sigma_{i_{1}}=\Sigma_{i_{2}}\right) \wedge\left(\Theta_{i_{1}}=\Theta_{i_{2}}\right) \wedge \overline{\mathrm{Coll}} \wedge \overline{3-\text { Coll }} \wedge \overline{\operatorname{CollX}^{(1)}}\right] \leq \frac{1}{\left(2^{n}-2 \ell\right)_{2}} \tag{5.7}
\end{equation*}
$$

In the particular case when $l_{i_{1}}+1=l_{i_{2}}$ and $\mathrm{NEQ}_{i_{1} i_{2}}=\left\{l_{i_{2}}\right\}$, if $x_{i_{2}}\left[l_{i_{2}}\right]=$ $\tilde{x}_{a}$ for some $a \in[p]$, then $\Sigma_{i_{1}}=\Sigma_{i_{2}}$ and $\Theta_{i_{1}}=\Theta_{i_{2}}$ would boil down to

$$
\begin{align*}
& \tilde{y}_{a}=0^{n} \\
& \left(2^{l_{1}} \oplus 2^{l_{i_{1}}+1}\right) y_{i_{1}}[1] \oplus \ldots\left(2 \oplus 2^{2}\right) y_{i_{1}}\left[l_{i_{1}}\right] \oplus 2 \tilde{y}_{a}=0^{n} . \tag{5.8}
\end{align*}
$$

As the second equation in 5.8 is non-trivial, and $x_{i_{2}}\left[l_{i_{2}}\right]=\tilde{x}_{a}$ holds with probability at most $1 / 2^{n}$ (the number of choices for $\tilde{x}_{a}$ is 1 ),

$$
\begin{equation*}
\operatorname{Pr}\left[\left(\Sigma_{i_{1}}=\Sigma_{i_{2}}\right) \wedge\left(\Theta_{i_{1}}=\Theta_{i_{2}}\right) \wedge \overline{\operatorname{Coll}} \wedge \overline{3-\text { Coll }} \wedge \overline{\operatorname{CollX}^{(1)}}\right] \leq \frac{1}{2^{n}\left(2^{n}-2 \ell\right)} \tag{5.9}
\end{equation*}
$$

In case $l_{i_{2}} \geq l_{i_{1}}+2$, we either determine $\beta_{1}, \beta_{2} \in\left\{l_{i_{1}}+1, \ldots, l_{i_{2}}\right\}$ or $\beta_{1} \in\left[l_{i_{1}}\right], \beta_{2} \in\left\{l_{i_{1}}+1, \ldots, l_{i_{2}}\right\}$ such that $y_{i_{2}}\left[\beta_{1}\right]$ and $y_{i_{2}}\left[\beta_{2}\right]$ are freshly sampled. In both instances, $\left(\Sigma_{i_{1}}=\Sigma_{i_{2}}\right) \wedge\left(\Theta_{i_{1}}=\Theta_{i_{2}}\right)$ would result in a system of equations having rank 2 , and hence by the rank argument (i.e. Lemma 25),

$$
\begin{equation*}
\operatorname{Pr}\left[\left(\Sigma_{i_{1}}=\Sigma_{i_{2}}\right) \wedge\left(\Theta_{i_{1}}=\Theta_{i_{2}}\right) \wedge \overline{\text { Coll }} \wedge \overline{3-\operatorname{Coll}} \wedge \overline{\operatorname{CollX}^{(1)}}\right] \leq \frac{1}{\left(2^{n}-2 \ell\right)_{2}} \tag{5.10}
\end{equation*}
$$

Combining Eqn.s (5.7), (5.9) and (5.10), and assuming $\ell+1 \leq 2^{n-2}$, we have

$$
\begin{equation*}
\operatorname{Pr}\left[\left(\Sigma_{i_{1}}=\Sigma_{i_{2}}\right) \wedge\left(\Theta_{i_{1}}=\Theta_{i_{2}}\right) \wedge \overline{\text { Coll }} \wedge \overline{3-\text { Coll }} \wedge \overline{\text { CollX }^{(1)}}\right] \leq \frac{10}{2^{2 n}} \tag{5.11}
\end{equation*}
$$

$i_{2} \neq i_{3}$ : We approach this in five parts, the first four addressing cases when either $M_{i_{1}}$ is a prefix of one of $M_{i_{2}}$ and $M_{i_{3}}$, or one of $M_{i_{2}}$ and $M_{i_{3}}$ is a prefix of $M_{i_{1}}$, and the fifth when neither of the first four occur.
$M_{i_{1}}$ is a prefix of $M_{i_{2}}$ : Let $l_{i_{2}}=l_{i_{1}}+1$ and $x_{i_{2}}\left[l_{i_{2}}\right]=\tilde{x}_{a}$ for some $a \in[p]$. Then $\Theta_{i_{1}}=\Theta_{i_{3}}$ becomes a non-trivial equation, contributing a term $1 /\left(2^{n}-3 \ell\right)$ to the bound. An additional $1 / 2^{n}$ is contributed by the event $x_{i_{2}}\left[l_{i_{2}}\right]=\tilde{x}_{a}$ (as the number of choices for $\tilde{x}_{a}$ is 1 ). Assuming $\ell \leq 2^{n-1} / 3$, the bound is thus $2 / 2^{2 n}$. On the other hand, if $x_{i_{2}}\left[l_{i_{2}}\right]$ is fresh, then a freshly sampled random variable $y_{i_{1}}[\star]$ can be found such that $\Theta_{i_{1}}=\Theta_{i_{3}}$ becomes a non-trivial equation. Therefore, $\Sigma_{i_{1}}=$ $\Sigma_{i_{2}}, \Theta_{i_{1}}=\Theta_{i_{3}}$ becomes a system of equations of rank 2 (in $y_{i_{2}}\left[l_{i_{2}}\right]$ and $y_{i_{1}}[\star]$ ), and hence by the rank argument (i.e. Lemma 25), we bound the probability of the event by $1 /\left(2^{n}-3 \ell\right)_{2} \leq 4 / 2^{2 n}$, assuming $3 \ell+1 \leq 2^{n-1}$.
If $l_{i_{2}} \geq l_{i_{1}}+2$, then it is easy to find an index $\beta \in\left\{l_{i_{1}}+1, \ldots, l_{i_{2}}\right\}$ such that $y_{i_{2}}[\beta]$ is freshly sampled. Moreover, we can find another index $\alpha \in\left[l_{i_{1}}\right]$ (or $\alpha \in\left[l_{i_{3}}\right]$ ) such that $y_{i_{1}}[\alpha]$ (or $y_{i_{3}}[\alpha]$ ) is freshly sampled. In both cases, $\Sigma_{i_{1}}=\Sigma_{i_{2}}, \Theta_{i_{1}}=\Theta_{i_{3}}$ becomes a system of equations of rank 2. Therefore, by the rank argument (i.e. Lemma 25) and assuming $3 \ell+1 \leq 2^{n-1}$, the probability of the event becomes at most $4 / 2^{2 n}$. Thus,

$$
\begin{equation*}
\operatorname{Pr}\left[\Sigma_{i_{1}}=\Sigma_{i_{2}} \wedge \Theta_{i_{1}}=\Theta_{i_{2}} \wedge \overline{\text { Coll }} \wedge \overline{3 \text {-Coll }} \wedge \overline{\operatorname{CollX}^{(1)}}\right] \leq \frac{10}{2^{2 n}} \tag{5.12}
\end{equation*}
$$

The other subcases can be argued similarly and their probabilities bounded above by $10 / 2^{2 n}$.
We now assume that neither is $M_{i_{1}}$ a prefix of $M_{i_{2}}$ or $M_{i_{3}}$, and nor the reverse. In this case, we can find an index $\alpha$ such that $M_{i_{1}}[\alpha] \neq M_{i_{2}}[\alpha]$ and $y_{i_{1}}[\alpha]$ is freshly sampled. Moreover, we can find another index
$\beta$ such that $M_{i_{1}}[\beta] \neq M_{i_{3}}[\beta]$ and $y_{i_{3}}[\beta]$ is freshly sampled. $\Sigma_{i_{1}}=$ $\Sigma_{i_{2}}, \Theta_{i_{1}}=\Theta_{i_{3}}$ is a system of equations of rank 2 in these two variables, and hence by the rank argument (i.e. Lemma 25) and by assuming $3 \ell+1 \leq 2^{n-1}$,

$$
\begin{equation*}
\operatorname{Pr}\left[\Sigma_{i_{1}}=\Sigma_{i_{2}} \wedge \Theta_{i_{1}}=\Theta_{i_{2}} \wedge \overline{\operatorname{Coll}} \wedge \overline{3-\operatorname{Coll}} \wedge \overline{\operatorname{CollX}^{(1)}}\right] \leq \frac{4}{2^{2 n}} \tag{5.13}
\end{equation*}
$$

Therefore, combining Eqn.s (5.12) and (5.13), the assumption $3 \ell+1 \leq$ $2^{n-1}$ gives

$$
\begin{equation*}
\operatorname{Pr}\left[\Sigma_{i_{1}}=\Sigma_{i_{2}} \wedge \Theta_{i_{1}}=\Theta_{i_{2}} \wedge \overline{\text { Coll }} \wedge \overline{3 \text {-Coll }} \wedge \overline{\operatorname{CollX}^{(1)}}\right] \leq \frac{14}{2^{2 n}} \tag{5.14}
\end{equation*}
$$

Finally, varying over all choices of $i_{1}, i_{2}, i_{3} \in[q]$ and combining Eqn.s (5.5), (5.6), (5.11) and (5.14) with the assumption that $3 \ell+1 \leq 2^{n-1}$, we have

$$
\begin{equation*}
\operatorname{Pr}\left[\operatorname{Bad}_{1}^{*}\right] \leq \frac{3 q^{3} \ell^{2}}{2^{2 n+1}}+\frac{4 q^{3}}{2^{2 n}} \tag{5.15}
\end{equation*}
$$

Bounding Event Bad $_{2}^{*}$. For fixed indices $i \in[q]$ and $b, c \in[p]$, the event

$$
\left(\operatorname{chop}_{\mathrm{LSB}}\left(\Sigma_{i} \oplus k_{2}\right) \| 0=\tilde{u}_{b}\right) \wedge\left(\operatorname{chop}_{\mathrm{LSB}}\left(\Theta_{i} \oplus k_{2}\right) \| 1=\tilde{w}_{c}\right)
$$

can be reduced to the following system of equations:

$$
\begin{align*}
y_{i}[1] \oplus y_{i}[2] \oplus \ldots \oplus y_{i}\left[l_{i}\right] \oplus k_{2} & =\tilde{u}_{b} \\
2^{l_{i}} y_{i}[1] \oplus 2^{l_{i}-1} y_{i}[2] \oplus \ldots \oplus 2 y_{i}\left[l_{i}\right] \oplus k_{2} & =\tilde{w}_{c} \tag{5.16}
\end{align*}
$$

We split Bad $_{2}^{*}$ into the following two cases:
CASE (1): Suppose $l_{i}=1$ and $M_{i}[1] \oplus 2 k_{0} \oplus 2^{2} k_{1}$ collides with a primitive query input $\tilde{x}_{a^{\prime}}$ for some $a^{\prime} \in[2 p]$. In this case, (5.16) boils down to $\left\{\tilde{y}_{a^{\prime}} \oplus\right.$ $\left.k_{2}=\tilde{u}_{b}, 2 \tilde{y}_{a^{\prime}} \oplus k_{2}=\tilde{w}_{c}\right\}$. The probability of occurrence of $\operatorname{Bad}_{2}^{*}$ can now be bounded using the events $M_{i}[1] \oplus 2 k_{0} \oplus 2^{2} k_{1}=\tilde{x}_{a^{\prime}}$ and $k_{2}=\tilde{y}_{a^{\prime}} \oplus \tilde{u}_{b}$; the probability of the first event is bounded by $2^{-n}$ through the randomness of $k_{0}$, and the probability of the latter is bounded by $2^{-n}$ through the randomness of $k_{2}$. Note that the number of choices for $a^{\prime}$ is $2 p$, that for $b$, $c$ (each) is $p$, and that for $i$ is $q$. For each of these choices of $\tilde{x}_{a^{\prime}}$ and $\tilde{u}_{b}$, the number of choices for $\tilde{w}_{c}$ is 1 . Hence,

$$
\begin{equation*}
\operatorname{Pr}\left[\operatorname{Bad}_{2}^{*}\right] \leq \frac{2 q p^{2}}{2^{2 n}} \tag{5.17}
\end{equation*}
$$

On the other hand, if $M_{i}[1] \oplus 2 k_{0} \oplus 2^{2} k_{1}$ does not collide with any primitive query, then $y_{i}[1]$ is fresh. Thus, (5.16) boils down to $\left\{y_{i}[1] \oplus k_{2}=\tilde{u}_{b}, 2 y_{i}[1] \oplus\right.$
$\left.k_{2}=\tilde{w}_{c}\right\}$. Note that the rank of this system of equations is 2 . Varying over all possible choices of $b, c \in[p]$ and $i \in[q]$ gives

$$
\begin{equation*}
\operatorname{Pr}\left[\mathrm{Bad}_{2}^{*}\right] \leq \frac{q p^{2}}{2^{n}\left(2^{n}-\ell\right)} \tag{5.18}
\end{equation*}
$$

CASE (2): In this case, we assume $l_{i}>1$. Let CollX ${ }^{(2)}$ be the event that refers to the collision of any two input blocks, i.e.

$$
\operatorname{CollX}^{(2)}:\left\{\exists \alpha_{1}, \alpha_{2} \in\left[l_{i}\right], \text { such that } \alpha_{1} \neq \alpha_{2}, x_{i}\left[\alpha_{1}\right]=x_{i}\left[\alpha_{2}\right]\right\} .
$$

Therefore, we write

$$
\begin{aligned}
\operatorname{Pr}\left[\operatorname{Bad}_{2}^{*}\right] \leq \sum_{i=1}^{q}(\underbrace{\operatorname{Pr}\left[\text { Eqn.s }(5 \cdot 16) \text { hold } \wedge \operatorname{CollX}^{(2)}\right]}_{(1)} & \\
& +\underbrace{\operatorname{Pr}\left[\text { Eqn.s }(5.16) \text { hold } \wedge \overline{\operatorname{CollX}^{(2)}}\right]}_{(2)})
\end{aligned}
$$

The joint event in (1) holds with probability at most $\binom{\ell}{2} / 2^{2 n}$ (in which the event CollX ${ }^{(2)}$ contrinutes the term $\binom{\ell}{2} / 2^{n}$ and the randomness of $k_{2}$ contributes the term $1 / 2^{n}$ ). The event in (2) ensures the freshness of at least one of the variables $y_{i}[1], \ldots, y_{i}\left[l_{i}\right]$. Without loss of generality, let us assume $y_{i}[1]$ is fresh. Given the values of all the other random variables $y_{i}[\star]$ in (5.16), the reduced system of equations $\left\{y_{i}[1] \oplus k_{2}=c, 2 y_{i}[1] \oplus k_{2}=c^{\prime}\right\}$ with rank 2 results in an upper bound of $1 / 2^{n}\left(2^{n}-\ell\right)$. Varying (1) and (2) over all choices of $b, c \in[p]$ and $i \in[q]$ gives

$$
\begin{equation*}
\operatorname{Pr}\left[\operatorname{Bad}_{2}^{*}\right] \leq \frac{q p^{2} \ell^{2}}{2^{2 n+1}}+\frac{q p^{2}}{2^{n}\left(2^{n}-\ell\right)} \tag{5.19}
\end{equation*}
$$

From Eqn.s (5.17), (5.18) and (5.19), and with the assumption that $\ell \leq 2^{n-1}$, we obtain

$$
\begin{equation*}
\operatorname{Pr}\left[\operatorname{Bad}_{2}^{*}\right] \leq \frac{5 q p^{2} \ell^{2}}{2^{2 n}}+\frac{2 q p^{2}}{2^{2 n}} \tag{5.20}
\end{equation*}
$$

Bounding Event $\mathrm{Bad}_{3}^{*}$. This event can be split into the following two subevents:
(1) : $\left\{\exists i_{1} \neq i_{2}\right.$ in $[q]:\left(\operatorname{chop}_{\text {LSB }}\left(\Sigma_{i_{1}} \oplus k_{2}\right)\left\|0=\operatorname{chop}_{\text {LSB }}\left(\Sigma_{i_{2}} \oplus k_{2}\right)\right\| 0\right)$ $\left.\wedge\left(\operatorname{chop}_{\text {LSB }}\left(\Theta_{i_{1}} \oplus k_{2}\right) \| 1 \in \operatorname{Dom}\left(\pi^{1}\right)\right) \wedge \overline{\text { Coll } \vee 3 \text {-Coll }}\right\}$,
(2) : $\left\{\exists i_{1} \neq i_{2}\right.$ in $[q]:\left(\operatorname{chop}_{\mathrm{LSB}}\left(\Theta_{i_{1}} \oplus k_{2}\right)\left\|1=\operatorname{chop}_{\mathrm{LSB}}\left(\Theta_{i_{2}} \oplus k_{2}\right)\right\| 1\right)$ $\left.\wedge\left(\operatorname{chop}_{\mathrm{LSB}}\left(\Sigma_{i_{1}} \oplus k_{2}\right) \| 0 \in \operatorname{Dom}\left(\pi^{0}\right)\right) \wedge \overline{\operatorname{Coll} \vee 3-C o l l}\right\}$.

Bounding (1): For fixed $i_{1} \neq i_{2}$ in $[q]$ and a fixed $c \in[p]$, the event is $\left(\operatorname{chop}_{\mathrm{LSB}}\left(\Sigma_{i_{1}} \oplus k_{2}\right)\left\|0=\operatorname{chop}_{\mathrm{LSB}}\left(\Sigma_{i_{2}} \oplus k_{2}\right)\right\| 0\right) \wedge\left(\operatorname{chop}_{\mathrm{LSB}}\left(\Theta_{i_{1}} \oplus k_{2}\right) \| 1=\tilde{w}_{c}\right)$ $\wedge \overline{\text { Coll }} \wedge \overline{3 \text {-Coll. Without loss of generality, assume } l_{i_{1}} \geq l_{i_{2}} \text {. Since the proba- }}$ bility of (1) is zero for $l_{i_{1}} \leq 1$, assume $l_{i_{1}} \geq 2$. As before, we determine an index $\beta \in\left[l_{i_{1}}-1\right]$ : If $l_{i_{1}}>l_{i_{2}}$, then $\beta=l_{i_{1}}$; if $l_{i_{1}}=l_{i_{2}}$ and $\operatorname{NEQ}_{i_{1} i_{2}}=\left\{l_{i_{1}}\right\}$, then the probability becomes zero - so we set $\beta=\max \left\{\alpha \in \operatorname{NEQ}_{i_{1} i_{2}}\right\}\left(\neq l_{i_{1}}\right)$ when $l_{i_{1}}=l_{i_{2}}$. Let

$$
\begin{aligned}
\operatorname{CollX}_{\beta}^{(3)}:\left\{\left(\exists \beta_{1} \in\left[l_{i_{1}}\right]: \beta_{1} \neq \beta, x_{i_{1}}[\beta]\right.\right. & \left.=x_{i_{1}}\left[\beta_{1}\right]\right) \\
& \left.\vee\left(\exists \beta_{2} \in\left[l_{i_{2}}\right]: x_{i_{1}}[\beta]=x_{i_{2}}\left[\beta_{2}\right]\right)\right\}
\end{aligned}
$$

be the event that denotes the collision of $x_{i_{1}}[\beta]$ with at least one of the remaining input blocks. Also let $\mathrm{E}_{\beta}$ denote the event $\left\{\exists a \in[p]: x_{i_{1}}[\beta]=\tilde{x}_{a}\right\}$. Therefore, we write

$$
\begin{align*}
& \operatorname{Pr}\left[\left(\operatorname{chop}_{\mathrm{LSB}}\left(\Sigma_{i_{1}} \oplus k_{2}\right)\left\|0=\operatorname{chop}_{\mathrm{LSB}}\left(\Sigma_{i_{2}} \oplus k_{2}\right)\right\| 0\right) \wedge\left(\operatorname{chop}_{\mathrm{LSB}}\left(\Theta_{i_{1}} \oplus k_{2}\right) \| 1=\tilde{w}_{c}\right) \wedge \overline{\operatorname{Coll}^{3}} \overline{3-\operatorname{Coll}}\right] \\
& \leq \operatorname{Pr}[ \left.\left(\operatorname{chop}_{\mathrm{LSB}}\left(\Theta_{i_{1}} \oplus k_{2}\right) \| 1=\tilde{w}_{c}\right) \wedge \overline{\operatorname{Coll}} \wedge \overline{3-\operatorname{Coll}} \wedge \operatorname{CollX}_{\beta}^{(3)}\right] \\
&+\operatorname{Pr}\left[\left(\operatorname{chop}_{\mathrm{LSB}}\left(\Sigma_{i_{1}} \oplus k_{2}\right)\left\|0=\operatorname{chop}_{\mathrm{LSB}}\left(\Sigma_{i_{2}} \oplus k_{2}\right)\right\| 0\right) \wedge\right. \\
&\left.\left(\operatorname{chop}_{\mathrm{LSB}}\left(\Theta_{i_{1}} \oplus k_{2}\right) \| 1=\tilde{w}_{c}\right) \wedge \overline{\operatorname{Coll}} \wedge \overline{3-\operatorname{Coll}} \wedge \overline{\operatorname{CollX}_{\beta}^{(3)}}\right] \\
& \leq \operatorname{Pr}\left[\left(\operatorname{chop}_{\mathrm{LSB}}\left(\Theta_{i_{1}} \oplus k_{2}\right) \| 1=\tilde{w}_{c}\right) \wedge \overline{\operatorname{Coll}} \wedge \overline{3-\operatorname{Coll}} \wedge \operatorname{CollX}_{\beta}^{(3)}\right] \\
&+\operatorname{Pr}\left[\left(\operatorname{chop}_{\mathrm{LSB}}\left(\Sigma_{i_{1}} \oplus k_{2}\right)\left\|0=\operatorname{chop}_{\mathrm{LSB}}\left(\Sigma_{i_{2}} \oplus k_{2}\right)\right\| 0\right) \wedge\right. \\
&\left.\left(\operatorname{chop}_{\mathrm{LSB}}\left(\Theta_{i_{1}} \oplus k_{2}\right) \| 1=\tilde{w}_{c}\right) \wedge \overline{\operatorname{Coll}} \wedge \overline{3-\operatorname{Coll}} \wedge \overline{\operatorname{CollX}_{\beta}^{(3)}} \wedge \mathrm{E}_{\beta}\right] \\
&+\operatorname{Pr}\left[\left(\operatorname{chop}_{\mathrm{LSB}}\left(\Sigma_{i_{1}} \oplus k_{2}\right)\left\|0=\operatorname{chop}_{\mathrm{LSB}}\left(\Sigma_{i_{2}} \oplus k_{2}\right)\right\| 0\right) \wedge\right. \\
&\left(\operatorname{chop}_{\mathrm{LSB}}\left(\Theta_{i_{1}} \oplus k_{2}\right) \| 1=\tilde{w}_{c}\right) \wedge \overline{\operatorname{Coll}} \wedge \overline{\left.3-\operatorname{Coll} \wedge \overline{\operatorname{CollX}_{\beta}^{(3)}} \wedge \overline{\mathrm{E}_{\beta}}\right] .} . \tag{5.21}
\end{align*}
$$

We break this down into three manageable chunks:
E. $1:=\operatorname{Pr}\left[\left(\operatorname{chop}_{\mathrm{LSB}}\left(\Theta_{i_{1}} \oplus k_{2}\right) \| 1=\tilde{w}_{c}\right) \wedge \overline{\operatorname{Coll}} \wedge \overline{3-\operatorname{Coll}} \wedge \operatorname{CollX}_{\beta}^{(3)}\right]$,
E. $2:=\operatorname{Pr}\left[\left(\operatorname{chop}_{\mathrm{LSB}}\left(\Sigma_{i_{1}} \oplus k_{2}\right)\left\|0=\operatorname{chop}_{\mathrm{LSB}}\left(\Sigma_{i_{2}} \oplus k_{2}\right)\right\| 0\right)\right.$ $\left.\wedge\left(\operatorname{chop}_{\mathrm{LSB}}\left(\Theta_{i_{1}} \oplus k_{2}\right) \| 1=\tilde{w}_{c}\right) \wedge \overline{\mathrm{Coll}} \wedge \overline{3-\mathrm{Coll}} \wedge \overline{\operatorname{CollX}_{\beta}^{(3)}} \wedge \mathrm{E}_{\beta}\right]$,
E. $3:=\operatorname{Pr}\left[\left(\operatorname{chop}_{\mathrm{LSB}}\left(\Sigma_{i_{1}} \oplus k_{2}\right)\left\|0=\operatorname{chop}_{\mathrm{LSB}}\left(\Sigma_{i_{2}} \oplus k_{2}\right)\right\| 0\right)\right.$

$$
\left.\wedge\left(\operatorname{chop}_{\mathrm{LSB}}\left(\Theta_{i_{1}} \oplus k_{2}\right) \| 1=\tilde{w}_{c}\right) \wedge \overline{\mathrm{Coll}} \wedge \overline{3-\mathrm{Coll}} \wedge \overline{\operatorname{CollX}_{\beta}^{(3)}} \wedge \overline{\mathrm{E}_{\beta}}\right]
$$

1. In the sub-event (E.1), since the equation $\operatorname{chop}_{\mathrm{LSB}}\left(\Theta_{i_{1}} \oplus k_{2}\right) \| 1=\tilde{w}_{c}$ is non-trivial, it can be bound by probability $2 / 2^{n}$ using the randomness of $k_{2}$, and $\operatorname{CollX} \mathrm{X}_{\beta}^{(3)}$ holds with probability at most $2 \ell / 2^{n}$. Thus, (E.1) can be bound by

$$
\begin{equation*}
4 \ell / 2^{2 n} \tag{5.22}
\end{equation*}
$$

2. We first consider the case when $l_{i_{1}}=l_{i_{2}}+1$ and $\operatorname{NEQ}_{i_{1} i_{2}}=\left\{l_{i_{1}}\right\}$ in (E.2). Since $x_{i_{1}}\left[l_{i_{1}}\right]=\tilde{x}_{a}$, it boils the event $\left(\operatorname{chop}_{\text {LSB }}\left(\Sigma_{i_{1}} \oplus k_{2}\right)\left\|0=\operatorname{chop}_{\text {LSB }}\left(\Sigma_{i_{2}} \oplus k_{2}\right)\right\| 0\right)$ $\wedge\left(\operatorname{chop}_{\mathrm{LSB}}\left(\Theta_{i_{1}} \oplus k_{2}\right) \| 1=\tilde{w}_{c}\right)$ down to the following system of equations:

$$
\begin{align*}
& \tilde{y}_{a}=0^{n} \\
& 2^{l_{1}} y_{i_{1}}[1] \oplus 2^{l_{i_{1}}-1} y_{i_{1}}[2] \oplus \ldots \oplus 2 y_{i_{1}}\left[l_{l_{1}}\right] \oplus k_{2}=\tilde{w}_{c} \tag{5.23}
\end{align*}
$$

As the equation chop ${ }_{\text {LSB }}\left(\Theta_{i_{1}} \oplus k_{2}\right) \| 1=\tilde{w}_{c}$ is non-trivial, its probability can be at most $2 / 2^{n}$. Moreover, the probability that $x_{i_{1}}\left[l_{i_{1}}\right]=\tilde{x}_{a}$ is bounded above by $1 / 2^{n}$ (since the number of choices for $a$ is 1 ). Thus, this case of (E.2) can be bound by $2 / 2^{2 n}$.
We next consider the case when $l_{i_{1}}>l_{i_{2}}$ in (E.2). As $\mathrm{E}_{\beta}$ holds, $y_{i_{1}}\left[l_{i_{1}}\right]$ is not fresh. However, as Coll, 3-Coll and CollX $\beta^{(3)}$ also do not hold, at least one of the variables $y_{i_{1}}[\star]$ must be fresh, i.e. $\exists \alpha \in \mathrm{NEQ}_{i_{1} i_{2}} \backslash\left\{l_{i_{1}}\right\}$ such that $y_{i_{1}}[\alpha]$ is fresh. Without loss of generality, let us assume that $y_{i_{1}}[1]$ is fresh. Given all other random variables $y_{i_{1}}[\star]$ and $y_{i_{2}}[\star]$ in

$$
\begin{aligned}
y_{i_{1}}[1] \oplus y_{i_{1}}[2] \oplus \ldots y_{i_{1}}\left[l_{i_{1}}\right] \oplus y_{i_{2}}[1] \oplus y_{i_{2}}[2] \oplus \ldots \oplus y_{i_{2}}\left[l_{i_{2}}\right] & =0^{n} \\
2^{l_{i_{1}}} y_{i_{1}}[1] \oplus 2^{l_{i_{1}}-1} y_{i_{1}}[2] \oplus \ldots 2 y_{i_{1}}\left[l_{i_{1}}\right] \oplus k_{2} & =\tilde{w}_{c}
\end{aligned}
$$

we obtain $y_{i_{1}}[1]=d$ and $2^{l_{i_{1}}} y_{i_{1}}[1] \oplus k_{2}=d^{\prime}$, for constants $d$ and $d^{\prime}$. Hence,

$$
\operatorname{Pr}[\text { Eqn. } 5.24 \text { holds }] \leq \frac{1}{2^{n}\left(2^{n}-2 \ell\right)} \leq \frac{8}{2^{2 n}}, \quad \text { assuming } \ell \leq 2^{n-2}
$$

Combining the above bounds the probability of (E.2) by

$$
\begin{equation*}
\frac{10}{2^{2 n}} \tag{5.25}
\end{equation*}
$$

3. In the event (E.3), it is easy to see that $y_{i_{1}}\left[l_{i_{1}}\right]$ is fresh. Hence, given all other random variables $y_{i_{1}}[\star]$ and $y_{i_{2}}[\star]$ in Eqn. (5.24), the system is reduced to $y_{i_{1}}\left[l_{i_{1}}\right]=d, 2 y_{i_{1}}\left[l_{i_{1}}\right] \oplus k_{2}=d^{\prime}$ for some constants $d$ and $d^{\prime}$. Hence, the probability of (E.3) has an upper bound of

$$
\begin{equation*}
\frac{4}{2^{n}\left(2^{n}-2 \ell\right)} \leq \frac{8}{2^{2 n}} \tag{5.26}
\end{equation*}
$$

where the last inequality follows as $\ell \leq 2^{n-1}$.
Varying over all possible choices of $i_{1} \neq i_{2}$ in $[q]$ and $c \in[p]$ and combining Eqn.s (5.21), (5.22), (5.25) and (5.26) gives

$$
\begin{equation*}
\operatorname{Pr}[(1)] \leq \frac{(4.5+l) q^{2} p}{2^{2 n}} \tag{5.27}
\end{equation*}
$$

Bounding (2): This is symmetric to (1). Hence, it can be similarly bounded:

$$
\begin{equation*}
\operatorname{Pr}[(2)] \leq \frac{(4.5+l) q^{2} p}{2^{2 n}} \tag{5.28}
\end{equation*}
$$

Therefore, from Eqn.s (5.27) and (5.28),

$$
\begin{equation*}
\operatorname{Pr}\left[\operatorname{Bad}_{3}^{*}\right]=\operatorname{Pr}[(1)]+\operatorname{Pr}[(2)] \leq \frac{(9+2 l) q^{2} p}{2^{2 n}} \tag{5.29}
\end{equation*}
$$

Bounding $\mathrm{Bad}_{4}^{*}$. This event can be split into the following two sub-events:
(1) : $\left\{\exists i \in[q], b, c \in[p]:\left(\operatorname{chop}_{\mathrm{LSB}}\left(\Sigma_{i_{1}} \oplus k_{2}\right)\left\|0=\operatorname{chop}_{\mathrm{LSB}}\left(\Sigma_{i_{2}} \oplus k_{2}\right)\right\| 0\right)\right.$ $\left.\wedge\left(T_{i} \oplus \tilde{v}_{b}=\tilde{z}_{c}\right) \wedge \overline{\text { Coll } \vee 3 \text {-Coll }}\right\}$,
(2) : $\left\{\exists i \in[q], b, c \in[p]:\left(\operatorname{chop}_{\mathrm{LSB}}\left(\Theta_{i_{1}} \oplus k_{2}\right)\left\|1=\operatorname{chop}_{\mathrm{LSB}}\left(\Theta_{i_{2}} \oplus k_{2}\right)\right\| 1\right)\right.$

$$
\left.\wedge\left(T_{i} \oplus \tilde{z}_{c}=\tilde{v}_{b}\right) \wedge \overline{\text { Coll } \vee 3 \text {-Coll }}\right\}
$$

Bounding (1): We fix a message $M_{i}$ consisting of $l_{i}$ blocks. We also fix the indices $b$ and $c$. Now, we analyze the probability of the event in two cases: (I) The $i^{\text {th }}$ construction query occurs after the $b^{\text {th }}$ and $c^{\text {th }}$ primitive queries.
(II) At least one of the primitive queries appears after the $i^{\text {th }}$ construction query.

Case I: As $T_{i}$ is distributed uniformly at random and since the distribution of $k_{2}$ is independent of all the other random variables, we bound the probability of the event by $1 / 2^{2 n}$. Varying over all possible choices of $i \in[q]$ and $b, c \in[p]$, we have

$$
\begin{equation*}
\operatorname{Pr}\left[\operatorname{Bad}_{4}^{*}\right] \leq \frac{q p^{2}}{2^{2 n}} \text { in case }(\mathrm{I}) . \tag{5.30}
\end{equation*}
$$

Case II: Suppose the $b^{\text {th }}$ primitive query is the latest.
(a) If the primitive query is in the forward direction, then $\tilde{v}_{b}$ is randomly distributed. Hence by the randomness of $k_{2}$ and $\tilde{v}_{b}$, we bound the probability of the event to at most $2 / 2^{n}$. Varying over all possible choices of $i \in[q]$ and $b, c \in[p]$, we have

$$
\begin{equation*}
\operatorname{Pr}\left[\operatorname{Bad}_{4}^{*}\right] \leq \frac{2 q p^{2}}{2^{2 n}} \text { in case (IIa). } \tag{5.31}
\end{equation*}
$$

(b) If the $b^{\text {th }}$ primitive query is in the inverse direction, then $\tilde{u}_{b}$ is random. We bound the event $\operatorname{Bad}_{4}^{*}$ given the complement of the event

$$
\mathrm{E}:\left\{\left|\left\{\left(T_{i}, \tilde{v}_{b}, \tilde{z}_{c}\right) \in[q] \times[p] \times[p]: T_{i}=\tilde{v}_{b} \oplus \tilde{z}_{c}\right\}\right| \geq \frac{q p^{2}}{2^{n}}+\sqrt{3 n q p^{2}}\right\}
$$

As $\operatorname{Pr}\left[\operatorname{Bad}_{4}^{*}\right] \leq \operatorname{Pr}\left[\operatorname{Bad}_{4}^{*} \mid \overline{\mathrm{E}}\right]+\operatorname{Pr}[\mathrm{E}]$ and as $\operatorname{Pr}[\mathrm{E}] \leq 2 / 2^{n}$ according to the sum-capture Corollary 5 , for a fixed choice of $i, b$ and $c$ such that $T_{i}=\tilde{v}_{b} \oplus \tilde{z}_{c}$, the probability of the event chop ${ }_{\mathrm{LSB}}\left(\Sigma_{i} \oplus k_{2}\right) \| 0=\tilde{u}_{b}$ is at most $1 / 2^{n}$ by the randomness of $k_{2}$. As the number of choices for $i$, $b$ and $c$ is at most $q p^{2} / 2^{n}+\sqrt{3 n q p^{2}}$,

$$
\begin{equation*}
\operatorname{Pr}\left[\mathrm{Bad}_{4}^{*}\right] \leq \frac{q p^{2}}{2^{2 n}}+\frac{\sqrt{3 n q p^{2}}}{2^{n}}+\frac{2}{2^{n}} \text { in case }(\mathrm{Ilb}) . \tag{5.32}
\end{equation*}
$$

The analysis is exactly the same when the $c^{\text {th }}$ primitive query is the latest. Therefore,

$$
\begin{equation*}
\operatorname{Pr}\left[\operatorname{Bad}_{4}^{*}\right] \leq \frac{q p^{2}}{2^{2 n}}+\frac{\sqrt{3 n q p^{2}}}{2^{n}}+\frac{2}{2^{n}} \tag{5.33}
\end{equation*}
$$

Bounding (2): The analysis for bounding this sub-event is exactly identical to that of $\mathrm{Bad}_{4}^{*}$. Thus

$$
\begin{equation*}
\operatorname{Pr}\left[\operatorname{Bad}_{4}^{*}\right] \leq \frac{2 q p^{2}}{2^{2 n}}+\frac{2 \sqrt{3 n q p^{2}}}{2^{n}}+\frac{4}{2^{n}} \tag{5.34}
\end{equation*}
$$

## 5. Tight Security Analysis of the Public Permutation-Based PMAC_Plus

Bounding $\mathrm{Bad}_{5}^{*}$. We again begin by partitioning the event into two sub-events:

```
(1) : \(\left\{\exists i_{1} \neq i_{2}\right.\) in \([q]:\left(\operatorname{chop}_{\mathrm{LSB}}\left(\Sigma_{i_{1}} \oplus k_{2}\right)\left\|0=\operatorname{chop}_{\mathrm{LSB}}\left(\Sigma_{i_{2}} \oplus k_{2}\right)\right\| 0\right)\)
    \(\left.\wedge\left(T_{i_{1}}=T_{i_{2}}\right) \wedge \overline{\text { Coll } \vee 3-C o l l}\right\}\)
(2) : \(\left\{\exists i_{1} \neq i_{2}\right.\) in \([q]:\left(\operatorname{chop}_{\mathrm{LSB}}\left(\Theta_{i_{1}} \oplus k_{2}\right)\left\|0=\operatorname{chop}_{\mathrm{LSB}}\left(\Theta_{i_{2}} \oplus k_{2}\right)\right\| 1\right)\)
    \(\left.\wedge\left(T_{i_{1}}=T_{i_{2}}\right) \wedge \overline{\text { Coll } \vee \text { 3-Coll }}\right\}\).
```

Bounding (1): For the two fixed distinct messages $M_{i_{1}}$ and $M_{i_{2}}$, the event $\operatorname{chop}_{\mathrm{LSB}}\left(\Sigma_{i_{1}} \oplus k_{2}\right)\left\|0=\operatorname{chop}_{\mathrm{LSB}}\left(\Sigma_{i_{2}} \oplus k_{2}\right)\right\| 0$ is reduced to the following equations:

$$
\begin{equation*}
y_{i_{1}}[1] \oplus y_{i_{1}}[2] \oplus \ldots \oplus y_{i_{1}}\left[l_{i_{1}}\right] \oplus y_{i_{2}}[1] \oplus y_{i_{2}}[2] \oplus \ldots \oplus y_{i_{2}}\left[l_{i_{2}}\right]=0^{n} . \tag{5.35}
\end{equation*}
$$

Without loss of generality, assume $l_{i_{1}} \geq l_{i_{2}}$. The probability of the event is zero for $l_{i_{1}} \leq 1$. Thus, we assume $l_{i_{1}} \geq 2$. As before, we determine an index $\beta \in\left[l_{i_{1}}-1\right]$ as follows: if $l_{i_{1}}>l_{i_{2}}$, then $\beta=l_{i_{1}}$. If $l_{i_{1}}=l_{i_{2}}$ and $\operatorname{NEQ}_{i_{1} i_{2}}=\left\{l_{i_{1}}\right\}$, then the probability of the event is again zero. So we set $\beta=\max \mathrm{NEQ}_{i_{1} i_{2}}$ when $l_{i_{1}}=l_{i_{2}}$. Note the following event:

$$
\begin{aligned}
\operatorname{CollX}_{\beta}^{(4)}:\left\{\left(\exists \beta_{1} \in\left[l_{i_{1}}\right]: \beta_{1}\right.\right. & \left.\neq \beta, x_{i_{1}}[\beta]=x_{i_{1}}\left[\beta_{1}\right]\right) \\
& \left.\vee\left(\exists \beta_{2} \in\left[l_{i_{2}}\right] \text { such that } x_{i_{1}}[\beta]=x_{i_{2}}\left[\beta_{2}\right]\right)\right\} .
\end{aligned}
$$

Therefore, $\operatorname{Pr}\left[\operatorname{chop}_{\mathrm{LSB}}\left(\left(\Sigma_{i_{1}} \oplus k_{2}\right)\left\|0=\operatorname{chop}_{\mathrm{LSB}}\left(\Sigma_{i_{2}} \oplus k_{2}\right)\right\| 0\right) \wedge \overline{\text { Coll }}\right.$

$$
\wedge \overline{3-\mathrm{Coll}}] \leq \underbrace{\operatorname{Pr}\left[\operatorname{CollX}_{\beta}^{(5)}\right]}_{\mathrm{E} .4}+
$$



Due to the randomness of $k_{0}$ and $k_{1}$, the first term (i.e. E.4) in Eqn. (5.36) is bound by $(\ell-1+\ell) / 2^{n} \leq 2 \ell / 2^{n}$. We split the analysis of E. 5 into the following two cases:

Case I: When $l_{i_{1}}=l_{i_{2}}+1$ and $\operatorname{NEQ}_{i_{1} i_{2}}=\left\{l_{i_{1}}\right\}$, if $x_{i_{1}}\left[l_{i_{1}}\right]=\tilde{x}_{a}$ for some $a \in[p]$, then $\tilde{y}_{a}=0^{n}$. Therefore, the event occurs with a probability of at most $1 / 2^{n}$ due to the randomness of $k_{0}$ and $k_{1}$ (note that the number of choices for $\tilde{x}_{a}$ is 1 ). On the other hand, if $x_{i_{1}}\left[l_{i_{1}}\right]$ is fresh, then $y_{i_{1}}\left[l_{i_{1}}\right]$ is freshly sampled and hence for this random variable, the rank 1 equation $\operatorname{chop}_{\mathrm{LSB}}\left(\Sigma_{i_{1}} \oplus k_{2}\right)\left\|0=\operatorname{chop}_{\mathrm{LSB}}\left(\Sigma_{i_{2}} \oplus k_{2}\right)\right\| 0$ ensures a probability bound of $1 /\left(2^{n}-2 \ell\right)$, by the rank argument (i.e. Lemma 25).

Case-II: When $l_{i_{1}} \geq l_{i_{2}}+2$, at least one $\beta \in\left\{l_{i_{2}}+1, \ldots, l_{i_{1}}\right\}$ can be certainly found such that $x_{i_{1}}[\beta]$ is fresh and hence $y_{i_{1}}[\beta]$ is freshly sampled. For this random variable $y_{i_{1}}[\beta]$, the rank 1 equation chop ${ }_{\text {LSB }}\left(\Sigma_{i_{1}} \oplus k_{2}\right) \| 0=$ $\operatorname{chop}_{\mathrm{LSB}}\left(\Sigma_{i_{2}} \oplus k_{2}\right) \| 0$ ensures a probability bound of $1 /\left(2^{n}-2 \ell\right)$, by the rank argument (i.e. Lemma 25).

Combining the above two cases and by assuming $\ell \leq 2^{n-2}$ gives

$$
\begin{array}{r}
\operatorname{Pr}\left[\operatorname{chop}_{\mathrm{LSB}}\left(\Sigma_{i_{1}} \oplus k_{2}\right)\left\|0=\operatorname{chop}_{\mathrm{LSB}}\left(\Sigma_{i_{2}} \oplus k_{2}\right)\right\| 0 \wedge \overline{\operatorname{Coll}} \wedge \overline{3-\operatorname{Coll}} \wedge \overline{\operatorname{CollX}_{\beta}^{(5)}}\right] \\
\leq \frac{5}{2^{n}}
\end{array}
$$

Therefore from Eqn.s (5.36) and (5.37), and by the assumption $\ell \leq 2^{n-2}$, we have

$$
\begin{equation*}
\operatorname{Pr}\left[\operatorname{chop}_{\mathrm{LSB}}\left(\Sigma_{i_{1}} \oplus k_{2}\right)\left\|0=\operatorname{chop}_{\mathrm{LSB}}\left(\Sigma_{i_{2}} \oplus k_{2}\right)\right\| 0 \wedge \overline{\mathrm{Coll}} \wedge \overline{3-\mathrm{Coll}}\right] \leq \frac{2 \ell+5}{2^{n} .} \tag{-}
\end{equation*}
$$

Finally, from Eqn. (5.39), the fact that the event $T_{i_{1}}=T_{i_{2}}$ is independent of the event $\left(\operatorname{chop}_{\text {LSB }}\left(\Sigma_{i_{1}} \oplus k_{2}\right)\left\|0=\operatorname{chop}_{\text {LSB }}\left(\Sigma_{i_{2}} \oplus k_{2}\right)\right\| 0\right) \wedge \overline{\text { Coll }} \wedge \overline{3-C o l l}$, and that for a fixed choice of $i_{1}$ and $i_{2}$, the probability that $T_{i_{1}}=T_{i_{2}}$ holds is $2^{-n}$, we have

$$
\begin{align*}
& \operatorname{Pr}[(1)] \\
= & \sum_{i_{1}, i_{2}}\left(\operatorname{Pr}\left[T_{i_{1}}=T_{i_{2}}\right] .\right. \\
& \left.\operatorname{Pr}\left[\left(\operatorname{chop}_{\mathrm{LSB}}\left(\Sigma_{i_{1}} \oplus k_{2}\right)\left\|0=\operatorname{chop}_{\mathrm{LSB}}\left(\Sigma_{i_{2}} \oplus k_{2}\right)\right\| 0\right) \wedge \overline{\operatorname{Coll}} \wedge \overline{3-\mathrm{Coll}}\right]\right) \\
\leq & \frac{\frac{1}{2} q^{2}(2 \ell+5)}{2^{2 n}} \leq \frac{q^{2} \ell+2.5 q^{2}}{2^{2 n}} . \tag{5.39}
\end{align*}
$$

Bounding (2): This event is symmetric to the first, and thus has the same bound:

$$
\begin{equation*}
\operatorname{Pr}[(2)] \leq \frac{q^{2} \ell+2.5 q^{2}}{2^{2 n}} \tag{5.40}
\end{equation*}
$$

Therefore, from Eqn.s (5.39) and (5.40), we have

$$
\begin{equation*}
\operatorname{Pr}\left[\operatorname{Bad}_{5}^{*}\right]=\operatorname{Pr}[(1)]+\operatorname{Pr}[(2)] \leq \frac{2 q^{2} \ell+5 q^{2}}{2^{2 n}} \tag{5.41}
\end{equation*}
$$

Bounding $\mathrm{Bad}_{6}^{*}$. Consider the sub-event $\left(\operatorname{chop}_{\mathrm{LSB}}\left(\Sigma_{i_{1}} \oplus k_{2}\right) \| 0=x_{i_{1}}[\alpha]\right) \wedge$ $\left(\operatorname{chop}_{\mathrm{LSB}}\left(\Theta_{i_{1}} \oplus k_{2}\right) \| 1=x_{i_{3}}[\beta]\right) \wedge \overline{\text { Coll } \vee 3-C o l l .}$. This event can be expanded
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in terms of XOR operations on the hash permutation outputs as follows (where $\alpha \in\left[l_{i_{2}}\right]$ and $\beta \in\left[l_{i_{3}}\right]$ are arbitrary indices):

$$
\begin{aligned}
& \operatorname{Pr}\left[\operatorname{Bad}_{6}^{*}\right]=\operatorname{Pr}\left[\left(\operatorname{chop}_{\mathrm{LSB}}\left(\Sigma_{i_{1}} \oplus k_{2}\right) \| 0=M_{i_{2}}[\alpha] \oplus 2^{\alpha} k_{0} \oplus 2^{2 \alpha} k_{1}\right)\right. \\
& \left.\wedge\left(\operatorname{chop}_{\mathrm{LSB}}\left(\Theta_{i_{1}} \oplus k_{2}\right) \| 1=M_{i_{3}}[\beta] \oplus 2^{\beta} k_{0} \oplus 2^{2 \beta} k_{1}\right) \wedge \overline{\operatorname{Coll} \vee 3-\mathrm{Coll}}\right] \\
& \leq \operatorname{Pr}\left[\pi\left(M_{i_{1}}[1]\right) \oplus \ldots \oplus \pi\left(M_{i_{1}}\left[l_{i}\right]\right)=M_{i_{2}}[\alpha] \oplus 2^{\alpha} k_{0} \oplus 2^{2 \alpha} k_{1}\right] \times \\
& \quad \operatorname{Pr}\left[2^{l_{i}} \pi\left(M_{i_{1}}[1]\right) \oplus \ldots \oplus 2 \pi\left(M_{i_{1}}\left[l_{i}\right]\right)=M_{i_{3}}[\beta] \oplus 2^{\beta} k_{0} \oplus 2^{2 \beta} k_{1}\right] .
\end{aligned}
$$

For fixed indices $i_{1}, i_{2}, i_{3}$, the above probability is clearly $\left(2^{-n}\right)^{2}$, by the randomness of keys $k_{0}$ and $k_{1}$. Similarly, the probability of occurrence of the remaining four sub-events is also $\left(2^{-n}\right)^{2}$. Counting the choices for each index thus gives

$$
\begin{equation*}
\operatorname{Pr}\left[\operatorname{Bad}_{6}^{*}\right] \leq \frac{q^{3} l^{2}+2 q p^{2}+2 q^{3}}{2^{2 n}} \tag{5.42}
\end{equation*}
$$

Bounding $\mathrm{RC}_{\Sigma}^{*}$. Recall the offline phase of the ideal oracle (Fig.s 5.6-5.8). Denote the number of elements removed from the construction transcript of an adversary in step 3 of stage II by $s_{1}$, and the number of elements removed in step 2 of stage III by $s_{2}$. Thus $\widehat{q^{0}}:=q-\left(s_{1}+s_{2}+f\right)$ denotes the number of elements left in $\widetilde{\Sigma}$ at the end of the offline phase, $f$ as in step 10 of stage III. Also let $\widehat{p^{0}}:=\left|\operatorname{Dom}\left(\pi^{0}\right)\right|$, where the set $\operatorname{Dom}\left(\pi^{0}\right)$ is as it stands at the end of the offline phase. Thus $\widehat{p^{0}}=p+\left(s_{1}+s_{2}\right)$ (since $p$ is the number of primitive queries with LSB 0 ). $\widehat{q}^{1}$ and $\widehat{p^{1}}$ can be similarly defined. The bad event occurs if for some $i^{\prime} \neq i$ in $\left[\widehat{q^{0}}\right]$, one of the following occurs:
(1) : $\left\{\exists c \in\left[\widehat{p^{0}}\right]\left(\operatorname{chop}_{\mathrm{LSB}}\left(\Sigma_{i} \oplus k_{2}\right)\left\|0=\operatorname{chop}_{\mathrm{LSB}}\left(\Sigma_{i^{\prime}} \oplus k_{2}\right)\right\| 0\right) \wedge\left(z_{i}=\tilde{z}_{c}\right)\right\}$
(2) : $\left\{\exists j \in\left[\widehat{q^{0}}\right]\left(\operatorname{chop}_{\mathrm{LSB}}\left(\Sigma_{i} \oplus k_{2}\right)\left\|0=\operatorname{chop}_{\mathrm{LSB}}\left(\Sigma_{i^{\prime}} \oplus k_{2}\right)\right\| 0\right) \wedge\left(z_{i}=z_{j}\right)\right\}$,
where $v_{i} \stackrel{\$}{\leftarrow}\{0,1\}^{n} \backslash \operatorname{Ran}\left(\pi^{0}\right)$.
Bounding (1): The sub-event $z_{i}=\tilde{z}_{c}$, i.e. $v_{i}=T_{i} \oplus \tilde{z}_{c}$ is a result of the lazy sampling of $v_{i}$, independent of the sub-event chop ${ }_{\text {LSB }}\left(\Sigma_{i} \oplus k_{2}\right) \| 0=$ $\operatorname{chop}_{\text {LSB }}\left(\Sigma_{i^{\prime}} \oplus k_{2}\right) \| 0$. For a particular choice of $i, i^{\prime}$ and $c$,

$$
\begin{aligned}
& \operatorname{Pr}\left[\left(\operatorname{chop}_{\mathrm{LSB}}\left(\Sigma_{i} \oplus k_{2}\right)\left\|0=\operatorname{chop}_{\mathrm{LSB}}\left(\Sigma_{i^{\prime}} \oplus k_{2}\right)\right\| 0\right) \wedge \overline{\mathrm{Coll}} \wedge \overline{3-\mathrm{Coll}}\right] \\
& \times \operatorname{Pr}\left[z_{i}=\tilde{z}_{c}\right] \leq \frac{2 \ell+5}{2^{n}} \times \operatorname{Pr}\left[z_{i}=\tilde{z}_{c}\right] \text { (as already computed in Eqn. (5.39)) } \\
& \leq \frac{2 \ell+5}{2^{n}} \cdot \frac{1}{2^{n}-{\widehat{q^{0}}}^{\prime}}
\end{aligned}
$$

where $\ell$ denotes the maximum number of message blocks amongst all $q$ queries. Summing over all choices of $i, i^{\prime}$ and $c$ bounds the probability to

$$
\begin{equation*}
\widehat{q^{0}}\left(\widehat{q^{0}}-1\right) \widehat{p^{1}} \cdot \frac{(2 \ell+5)}{2^{2 n}} \tag{5.43}
\end{equation*}
$$

Bounding (2): We split this bad event into the following cases:
Case I: Suppose $i^{\prime} \neq j$. As in (1), the sub-event $z_{i}=z_{j}$ is a result of the lazy sampling of $z_{i}$, independent of the sub-event chop LSB $\left(\Sigma_{i} \oplus k_{2}\right) \| 0=$ $\operatorname{chop}_{\text {LSB }}\left(\Sigma_{i^{\prime}} \oplus k_{2}\right) \| 0$. Thus, the probability of this case for a particular choice of $i, i^{\prime}$ and $c$ is

$$
\begin{gathered}
\mathrm{P}_{i, i^{\prime}, \mathrm{c}}=\operatorname{Pr}\left[\operatorname{chop}_{\mathrm{LSB}}\left(\Sigma_{i} \oplus k_{2}\right)\left\|0=\operatorname{chop}_{\mathrm{LSB}}\left(\sum_{i^{\prime}} \oplus k_{2}\right)\right\| 0 \wedge \overline{\operatorname{Coll}} \wedge \overline{3-\mathrm{Coll}}\right] \\
\times \operatorname{Pr}\left[z_{i}=z_{j}\right] \leq \frac{2 \ell+5}{2^{n}} \times \frac{1}{2^{n}-\widehat{q^{0}}}(\text { as already computed in Eqn. }(5 \cdot 39)) \\
\leq \frac{4 \ell+10}{2^{2 n}}\left(\text { since } \widehat{q^{0}} \leq 2^{n-1}\right) .
\end{gathered}
$$

Summing over all possible choices of $i, i^{\prime}$ and $c$, we obtain an upper bound

$$
\begin{equation*}
\widehat{q^{0}}\left(\widehat{q^{0}}-1\right)\left(\widehat{q^{0}}-2\right) \cdot \frac{4 \ell+10}{2^{2 n}} \tag{5.44}
\end{equation*}
$$

Case II: Now suppose $i^{\prime}=i . v_{i} \stackrel{\$}{\leftarrow}\{0,1\}^{n} \backslash \operatorname{Ran}\left(\pi^{0}\right)$ is thus sampled first and $z_{i^{\prime}}$ is then set to $v_{i}$. This case eventually boils down to the joint event $\left(\operatorname{chop}_{\mathrm{LSB}}\left(\Sigma_{i} \oplus k_{2}\right)\left\|0=\operatorname{chop}_{\mathrm{LSB}}\left(\Sigma_{i^{\prime}} \oplus k_{2}\right)\right\| 0\right) \wedge\left(z_{i}=z_{j}\right)$. If $T_{i}=$ $T_{i^{\prime}}$, then $z_{i}=z_{j}$ is implied by the first sub-event. Therefore,

$$
\begin{align*}
& \operatorname{Pr}\left[T_{i}=T_{i^{\prime}} \wedge\left(\operatorname{chop}_{\mathrm{LSB}}\left(\Sigma_{i} \oplus k_{2}\right)\left\|0=\operatorname{chop}_{\mathrm{LSB}}\left(\Sigma_{i^{\prime}} \oplus k_{2}\right)\right\| 0\right)\right. \\
& \wedge \overline{\operatorname{Coll}} \wedge \overline{3-\mathrm{Coll}}] \\
& =\operatorname{Pr}\left[\left(\operatorname{chop}_{\mathrm{LSB}}\left(\Sigma_{i} \oplus k_{2}\right)\left\|0=\operatorname{chop}_{\mathrm{LSB}}\left(\Sigma_{i^{\prime}} \oplus k_{2}\right)\right\| 0\right) \wedge \overline{\text { Coll }} \wedge \overline{3-C o l l}\right. \\
& \left.\quad \mid T_{i}=T_{i^{\prime}}\right] \cdot \operatorname{Pr}\left[T_{i}=T_{i^{\prime}}\right] \\
& \left.\leq \frac{2 \ell+5}{2^{n}} \times \operatorname{Pr}\left[T_{i}=T_{i^{\prime}}\right] \text { (computed in Eqn. }(5.39)\right) \leq \frac{2 \ell+5}{2^{2 n}}, \tag{5.45}
\end{align*}
$$

as all the $\widehat{q^{0}}$ messages are fixed given $T_{1}, \ldots, T_{\widehat{q^{0}}}$. On the other hand, if $T_{i} \neq T_{i^{\prime}}$ then $z_{i} \neq v_{i^{\prime}} \oplus T_{i^{\prime}}$ and hence the probability becomes zero.
Summing over all $\left(i, i^{\prime}, j\right)$ with $i<i^{\prime}$, the probability for this case is bounded by

$$
\begin{equation*}
\frac{\widehat{q^{0}}\left(\widehat{q^{0}}-1\right)}{2} \cdot \frac{2 \ell+5}{2^{2 n}} \tag{5.46}
\end{equation*}
$$

Combining cases I and II, we have

$$
\begin{equation*}
\operatorname{Pr}[(2)] \leq \widehat{q^{0}}\left(\widehat{q^{0}}-1\right)\left(2 \widehat{q^{0}}-3\right) \cdot \frac{2 \ell+5}{2^{2 n}} \tag{5.47}
\end{equation*}
$$

$$
\text { Therefore, } \begin{align*}
& \operatorname{Pr}\left[R C_{\Sigma}^{*}\right] \leq \operatorname{Pr}[(1)]+\operatorname{Pr}[(2)] \\
\leq & \frac{\widehat{q^{0}}\left(\widehat{q^{0}}-1\right) \cdot(2 \ell+5)}{2^{2 n}}\left(2 \widehat{q^{0}}-3+\widehat{p^{1}}\right) \\
\leq & \frac{2 q(q-1)(2 \ell+5)}{2^{2 n}}(q+p) \tag{5.48}
\end{align*}
$$

since $\widehat{q^{0}} \leq q$ and $\widehat{p^{1}} \leq 2 p$.
Bounding $\mathrm{RC}_{\Theta}^{*}$. The event $\mathrm{RC}_{\Theta}^{*}$ can be bound identically as $R C_{\Sigma}^{*}$. Hence,

$$
\begin{equation*}
\operatorname{Pr}\left[\mathrm{RC}_{\Theta}^{*}\right] \leq \frac{2 q(q-1)(2 \ell+5)}{2^{2 n}}(q+p) \tag{5.49}
\end{equation*}
$$

The final bound follows from Eqn.s (5.2)-(5.49).

### 5.5. Analysis of Good Transcripts

In this section, we show that realizing a good transcript $\tau=\left(\hat{\tau}_{c}, \tau_{p}\right)$ is almost as likely in the real world as in the ideal world. For each $i \in \mathcal{F}$, both $\operatorname{chop}_{\mathrm{LSB}}\left(\Sigma_{i} \oplus k_{2}\right) \| 0$ and chop $_{\mathrm{LSB}}\left(\Theta_{i} \oplus k_{2}\right) \| 1$ are fresh for elements $\left(\Sigma_{i}, \Theta_{i}\right)$ in $\widetilde{\Sigma} \times \widetilde{\Theta}$, as shown in line 9 of stage II of Fig. 5.7. Due to the changes made in lines 2 and 6 of the same stage, repeating elements of $\widetilde{\Sigma}$ (resp. $\widetilde{\Theta}$ ) are moved to $\tau_{p}$, and each such index $i$ is added to $\mathcal{I}$. Since these alterations do not create any inconsistencies, the cardinality of $\tau_{p}$ increases. Assuming that $s_{1}+s_{2}$ elements are added to $\tau_{p}$ in step 3 and $t_{1}+t_{2}$ elements in step 7, the size of the modified transcript $\tau_{p}^{\prime}$ is $p^{\prime}:=2 p+s_{1}+s_{2}+t_{1}+t_{2}=p_{0}^{\prime}+p_{1}^{\prime}$ (where $p_{0}^{\prime}:=p+s_{1}+s_{2}$ and $p_{1}^{\prime}:=p+t_{1}+t_{2}$ ). Therefore, the number of elements in the modified collections $\widetilde{\Sigma}$ and $\widetilde{\Theta}$, which we denote by $\widetilde{\Sigma}_{*}$ and $\widetilde{\Theta}_{*}$ (resp.), is $q^{\prime}:=q-s_{1}-s_{2}-t_{1}-t_{2}$ at the end of stage II.
Moreover, as the transcript $\tau$ is good, for every $i \notin \mathcal{F} \sqcup \mathcal{I}$, exactly one of $\operatorname{chop}_{\text {LSB }}\left(\Sigma_{i} \oplus k_{2}\right) \| 0$ and chop $_{\text {LSB }}\left(\Theta_{i} \oplus k_{2}\right) \| 1$ is fresh in $\left(\widetilde{\Sigma}_{*}, \widetilde{\Theta}_{*}\right)$. Thus, there are exactly $\left(q^{\prime}+f\right)$ fresh blocks ( $2 f$ fresh blocks corresponding to all indices belonging to $\mathcal{F}$ and $\left(2 q^{\prime}-2 f\right) / 2$ additional fresh blocks), and $q^{\prime}-f$ repeated blocks.
Let $\mathcal{P}^{c}$ be the set of all indices corresponding to queries with one of their hash output blocks colliding with one of the hash primitive inputs. We define a relation $\sim$ on $\mathcal{Q}^{c}:=[q] \backslash \mathcal{F} \sqcup \mathcal{I} \sqcup \mathcal{P}^{c}$ as $i_{1} \sim i_{2}$ if $\left(\operatorname{chop}_{\text {LSB }}\left(\Sigma_{i_{1}} \oplus k_{2}\right) \| 0\right.$
$\left.=\operatorname{chop}_{\mathrm{LSB}}\left(\Sigma_{i_{2}} \oplus k_{2}\right) \| 0\right) \vee\left(\operatorname{chop}_{\mathrm{LSB}}\left(\Theta_{i_{1}} \oplus k_{2}\right)\left\|1=\operatorname{chop}_{\mathrm{LSB}}\left(\Theta_{i_{2}} \oplus k_{2}\right)\right\| 1\right)$, where $\Sigma_{i_{1}}$ is an element of $\widetilde{\Sigma}_{*}$ and $\Theta_{i_{1}}$ is an element of $\widetilde{\Theta}_{*}$. Note that as $\tau$ is good, for any $i_{1} \sim i_{2}$, exactly one of the following two occurs:
(i) $\operatorname{chop}_{\text {LSB }}\left(\Sigma_{i_{1}} \oplus k_{2}\right)\left\|0=\operatorname{chop}_{\text {LSB }}\left(\Sigma_{i_{2}} \oplus k_{2}\right)\right\| 0$,
(ii) $\operatorname{chop}_{\text {LSB }}\left(\Theta_{i_{1}} \oplus k_{2}\right)\left\|1=\operatorname{chop}_{\text {LSB }}\left(\Theta_{i_{2}} \oplus k_{2}\right)\right\| 1$.

Furthermore, if $i_{1}$ and $i_{2}$ are related through (i), then any other index $j \in \mathcal{Q}^{c}$ cannot be related to $i_{1}$ or $i_{2}$ through (ii), and vice versa. Clearly, $\sim$ is an equivalence relation. Thus, it partitions $\mathcal{Q}^{c}$, which in turn induces a partition on $\widetilde{\Sigma}_{*}$ and $\widetilde{\Theta}_{*}$. Let $r_{0}$ be the number of equivalence classes of $\widetilde{\Sigma}_{*}$ and $r_{1}$ the number of equivalence classes of $\widetilde{\Theta}_{*}$. Let $d_{i}^{0}$ be the number of elements in the $i^{\text {th }}$ equivalence class of $\widetilde{\Sigma}_{*}$ and $d_{i}^{1}$ the number of elements in the $i^{\text {th }}$ equivalence class of $\widetilde{\Theta}_{*}$. For each equivalence class of $\widetilde{\Sigma}_{*}$ or $\widetilde{\Theta}_{*}$, we sample an output for the least-indexed element, thus determining the (common) output for all other elements in that class (see lines 4 and 11 of stage III in Fig. 5.8). Due to the definition of $\mathcal{S}$ in line 12 of stage II, and due to lines $4,5,11$ and 12 of stage III $\forall i \in\left[q^{\prime}\right], v_{i} \oplus z_{i}=T_{i}$ holds. Also, $\mathrm{RC}_{\Sigma}$ or $\mathrm{RC}_{\Theta}$ are not set to 1 (as $\tau$ is good), ensuring no range collision for two different inputs. This proves the following result:
For a good transcript $\tau$, the $q^{\prime}$ tuples of input and output blocks of $\pi^{0}$ and $\pi^{1}$ are permutation compatible, i.e. $\widetilde{\Sigma}_{*}$ is permutation compatible with $\operatorname{Ran}\left(\Pi^{0}\right) \cup \operatorname{Ran}\left(\pi^{0}\right)$ and $\widetilde{\Theta}_{*}$ is permutation compatible with $\operatorname{Ran}\left(\Pi^{1}\right) \cup \operatorname{Ran}\left(\pi^{1}\right)$.

This is useful for computing the ratio of the real to ideal interpolation probabilities of a good transcript $\tau$ through the following lemma:

Lemma 16. Let $\tau=\left(\hat{\tau}_{q}, \tau_{p}\right)$ be a good transcript. Then

$$
\frac{\operatorname{Pr}\left[\mathrm{D}_{\mathrm{re}}=\tau\right]}{\operatorname{Pr}\left[\mathrm{D}_{\mathrm{id}}=\tau\right]} \geq 1-\frac{16 q p^{2}+16 q^{2} p+4 q^{3}}{2^{2 n}}
$$

proof. Ideal Interpolation Probability. Observe that the keys $\left(k_{0}, k_{1}, k_{2}\right)$, the response tuple $\widetilde{T}$, and the (lazily sampled) $\pi^{0}, \pi^{1}, \Pi^{0}$ and $\Pi^{1}$ are jointly independent as each $T_{i}$ is distributed independent of all the previously sampled values of $T$, all outputs of $\pi^{0}$ and $\pi^{1}$, the keys $k_{0}, k_{1}$ and $k_{2}$ as well as $\Pi^{0}$ and $\Pi^{1}$ (in the offline phase of the game). Let $B$ denote the event $\left\{\left(\Pi^{0}\left(\operatorname{chop}_{\mathrm{LSB}}\left(\Sigma_{i} \oplus k_{2}\right) \| 0\right)=v_{i}\right) \wedge\left(\Pi^{1}\left(\operatorname{chop}_{\mathrm{LSB}}\left(\Theta_{i} \oplus k_{2}\right) \| 1\right)=z_{i}\right) \forall i \in \mathcal{F}\right\}$.

Therefore,

$$
\begin{gather*}
\operatorname{Pr}\left[\mathrm{D}_{\mathrm{id}}=\tau\right]=\frac{1}{2^{3 n}} \cdot \frac{1}{2^{n q}} \cdot \frac{1}{\left(2^{n}\right)_{p_{0}^{\prime}}} \cdot \frac{1}{\left(2^{n}\right)_{p_{1}^{\prime}}} \cdot \operatorname{Pr}\left[\Pi^{0}\left(\operatorname{chop}_{\mathrm{LSB}}\left(\Sigma_{i} \oplus k_{2}\right) \| 0\right)=v_{i}\right. \\
\left.\wedge \Pi^{1}\left(\operatorname{chop}_{\mathrm{LSB}}\left(\Theta_{i} \oplus k_{2}\right) \| 1\right)=z_{i} \forall i \in[q]\right] \\
=\frac{1}{2^{3 n}} \cdot \frac{1}{2^{n q}} \cdot \frac{1}{\left(2^{n}\right)_{p_{0}^{\prime}}} \cdot \frac{1}{\left(2^{n}\right)_{p_{1}^{\prime}}} \cdot \operatorname{Pr}[\mathrm{B}] \cdot \operatorname{Pr}\left[\Pi^{0}\left(\operatorname{chop}_{\mathrm{LSB}}\left(\Sigma_{i} \oplus k_{2}\right) \| 0\right)=v_{i} \wedge\right. \\
=\frac{\left.\Pi^{1}\left(\operatorname{chop}_{\mathrm{LSB}}\left(\Theta_{i} \oplus k_{2}\right) \| 1\right)=z_{i} \forall i \in \mathcal{Q}^{c} \mid \mathrm{B}\right]}{2^{3 n}} \cdot \frac{1}{2^{n q}} \cdot \frac{1}{\left(2^{n}\right)_{p_{0}^{\prime}}} \cdot \frac{1}{\left(2^{n}\right)_{p_{1}^{\prime}}} \cdot \frac{1}{|\mathcal{S}|} \cdot \frac{1}{\left(2^{n}-f-p_{0}^{\prime}\right)_{r_{0}}} \cdot \frac{1}{\left(2^{n}-f-p_{1}^{\prime}\right)_{r_{1}}} \cdot
\end{gather*}
$$

Recall here that $\Pi^{0}$ and $\Pi^{1}$ are defined in two steps:

1. Elements of $\mathcal{S}$ are sampled randomly for all free indices $i \in \mathcal{F}$ (line 13 of stage II in Fig. 5.7) and thus $\operatorname{Pr}[\mathrm{B}]=|\mathcal{S}|^{-1}$.
2. The remaining input-output values of $\Pi^{0}$ and $\Pi^{1}$ are defined through lazy sampling (lines $4,5,11$ and 12 of stage III in Fig. 5.8).

In the second step of the sampling process, the oracle samples permutation outputs for $r_{0}$ and $r_{1}$ distinct values in such a manner that neither do they collide with the values sampled in the first step, nor with the values in the modified list $\tau_{p}^{\prime}$. Hence, we have

$$
\begin{aligned}
\operatorname{Pr}\left[\left(\Pi^{0}\left(\operatorname{chop}_{\mathrm{LSB}}\left(\Sigma_{i} \oplus k_{2}\right) \| 0\right)=v_{i}\right)\right. & \wedge\left(\Pi^{1}\left(\operatorname{chop}_{\mathrm{LSB}}\left(\Theta_{i} \oplus k_{2}\right) \| 1\right)=z_{i}\right) \\
\left.\forall i \in \mathcal{Q}^{c} \mid \mathrm{B}\right] & =\frac{1}{\left(2^{n}-f-p_{0}^{\prime}\right)_{r_{0}}} \cdot \frac{1}{\left(2^{n}-f-p_{1}^{\prime}\right)_{r_{1}}}
\end{aligned}
$$

Real Interpolation Probability. From the claim (5.5) stated previously in this section, it is obvious that $\widetilde{\Sigma}_{*}$ is permutation compatible with $\operatorname{Ran}\left(\Pi^{0}\right) \cup$ $\operatorname{Ran}\left(\pi^{0}\right)$ and $\widetilde{\Theta}_{*}$ is permutation compatible with $\operatorname{Ran}\left(\Pi^{1}\right) \cup \operatorname{Ran}\left(\pi^{1}\right)$. Therefore,

$$
\begin{equation*}
\sum_{i=1}^{r_{0}} d_{i}^{0}+\sum_{i=1}^{r_{1}} d_{i}^{1}=\left|\mathcal{Q}^{c}\right|=\left(q^{\prime}-f\right) \tag{5.51}
\end{equation*}
$$

since the number of non-fresh blocks is $\left(q^{\prime}-f\right)$. We define two sets:

$$
\begin{aligned}
& \mathcal{U}_{0}:=\left\{i \in \mathcal{Q}^{c}: \operatorname{chop}_{\mathrm{LSB}}\left(\Sigma_{i} \oplus k_{2}\right) \| 0 \text { is fresh in } \widetilde{\Sigma}_{*}\right\} \\
& \mathcal{U}_{1}:=\left\{i \in \mathcal{Q}^{c}: \operatorname{chop}_{\mathrm{LSB}}\left(\Theta_{i} \oplus k_{2}\right) \| 1 \text { is fresh in } \widetilde{\Theta}_{*}\right\} .
\end{aligned}
$$

Clearly, $u_{0}:=\left|\mathcal{U}_{0}\right|=r_{0}+f+\sum_{i=1}^{r_{1}} d_{i}^{1}, \quad u_{1}:=\left|\mathcal{U}_{1}\right|=r_{1}+f+\sum_{i=1}^{r_{0}} d_{i}^{0}$.

## 5. Tight Security Analysis of the Public Permutation-Based PMAC_Plus

One can easily verify that the number of distinct inputs to $\pi^{b}(b \in\{0,1\})$ is $\bar{u}_{b}:=u_{b}+p_{b}^{\prime}$. Hence,

$$
\begin{equation*}
\operatorname{Pr}\left[\mathrm{D}_{\mathrm{re}}=\tau\right]=\frac{1}{2^{3 n}} \cdot \frac{1}{\left(2^{n}\right)_{\bar{u}_{0}}} \cdot \frac{1}{\left(2^{n}\right)_{\bar{u}_{1}}} . \tag{5.52}
\end{equation*}
$$

Computing the ratio. From Eqn.s (5.52) and (5.50),

$$
\begin{align*}
\frac{\operatorname{Pr}\left[\mathrm{D}_{\mathrm{re}}=\tau\right]}{\operatorname{Pr}\left[\mathrm{D}_{\mathrm{id}}=\tau\right]} \stackrel{(2)}{=} & \frac{2^{n q} \cdot\left(\left(2^{n}\right)\right)^{2} \cdot\left(2^{n}-f-p_{0}^{\prime}\right)_{r_{0}} \cdot\left(2^{n}-f-p_{1}^{\prime}\right)_{r_{1}} \cdot|\mathcal{S}|}{\left(2^{n}\right)_{\bar{u}_{0}} \cdot\left(2^{n}\right)_{\bar{u}_{1}}} \\
& \stackrel{(3)}{\geq} 2^{n(q-f)} \cdot \mathrm{A}_{1} \cdot \mathrm{~A}_{2} \cdot\left(1-\frac{4 f p_{0}^{\prime} p_{1}^{\prime}+4 f^{2}\left(p_{0}^{\prime}+p_{1}^{\prime}\right)+4 f^{3}}{2^{2 n}}\right), \\
\text { where } & \mathrm{A}_{1}:=\left(\frac{\left(2^{n}-p_{0}^{\prime}\right) f \cdot\left(2^{n}-f-p_{0}^{\prime}\right) r_{0}}{\left(2^{n}-\right)^{2} u_{1}+s_{1}}\right), \mathrm{A}_{2}:=\left(\frac{\left(2^{n}-p_{1}^{\prime}\right) f \cdot\left(\cdot 2^{n}-f-p_{1}^{\prime}\right) r_{1}}{\left(2^{2}-p\right)_{u_{2}+t_{1}}}\right) .
\end{align*}
$$

Note that (3) follows from $p_{0}^{\prime}=p+s_{1}$ and $p_{1}^{\prime}=p+t_{1}$ and the following result from Corollary 5:

$$
|\mathcal{S}| \geq \frac{\left(2^{n}-p_{0}^{\prime}\right)_{f} \cdot\left(2^{n}-p_{1}^{\prime}\right)_{f}}{2^{n f}} \cdot \underbrace{\left(1-\frac{4 f p_{0}^{\prime} p_{1}^{\prime}+4 f^{2}\left(p_{0}^{\prime}+p_{1}^{\prime}\right)+4 f^{3}}{2^{2 n}}\right)}_{\Delta}
$$

where we assume that $f+p_{0}^{\prime} \leq 2^{n-1}$ and $f+p_{1}^{\prime} \leq 2^{n-1}$. Furthermore,

$$
\mathrm{A}_{1}=\left(\frac{\left(2^{n}-p_{0}^{\prime}\right)_{f+r_{0}}}{\left(2^{n}-p\right)_{s_{1}} \cdot\left(2^{n}-p_{0}^{\prime}\right)_{f+r_{0}} \cdot\left(2^{n}-p_{0}^{\prime}-f-r_{0}\right)_{r_{1}}^{\sum_{i=1} d_{i}^{1}}}\right)
$$

and

$$
\mathrm{A}_{2}=\left(\frac{\left(2^{n}-p_{1}^{\prime}\right)_{f+r_{1}}}{\left(2^{n}-p\right)_{t_{1}} \cdot\left(2^{n}-p_{1}^{\prime}\right)_{f+r_{1}} \cdot\left(2^{n}-p_{1}^{\prime}-f-r_{1}\right)_{r_{0}} \sum_{i=1} d_{i}^{0}}\right)
$$

Therefore, from Eqn. (5.53),

$$
\mathrm{P}=\frac{2^{n(q-f)} \cdot \Delta}{\left(2^{n}-p\right)_{s_{1}} \cdot\left(2^{n}-p_{0}^{\prime}-f-r_{0}\right)_{r_{1}}^{\sum_{i=1} d_{i}^{\prime}} \cdot\left(2^{n}-p\right)_{t_{1}} \cdot\left(2^{n}-p_{1}^{\prime}-f-r_{1}\right) \sum_{i=1}^{\sum_{0}} d_{i}^{0}} .
$$

Due to Eqn. (5.51), the total number of terms in the denominator of P is

$$
\sum_{i=1}^{r_{0}} d_{i}^{0}+\sum_{i=1}^{r_{1}} d_{i}^{1}+s_{1}+t_{1}=q^{\prime}-f+s_{1}+t_{1}=q-f
$$

as $q^{\prime}=q-s_{1}-t_{1}$. Not only does this number match exactly with the number of terms in its numerator (except the constant $\Delta$ ), but also each term of the numerator (except $\Delta$ ) is greater than each term of the denominator. Thus the term-by-term ratio is at least 1 and hence $P \geq \Delta$. Finally, the inequalities $f \leq q, p_{0}^{\prime} \leq 2 p$ and $p_{1}^{\prime} \leq 2 p$ prove the result.

### 5.6. Summary

This chapter gives a tight security bound of the public permutation-based pPMAC_Plus construction. Unlike PMAC_Plus, which is tightly secure for $2^{3 n / 4}$ queries, the public permutation-based pPMAC_Plus is tightly secure for $2^{2 n / 3}$ queries. Similar to pPMAC_Plus, analysing the security of the public permutation-based LightMAC_Plus construction is an interesting open problem.

## Construction and Primitive Queries

1: choose distinct $\left(M_{i}[1] \| M_{i}[2]\right) \in\{0,1\}^{2 n} \forall i \in\left[2^{2 n / 3}\right]$
${ }_{2}: \quad T_{i} \leftarrow$ pPMAC_Plus $\left(M_{i}[1] \| M_{i}[2]\right) \forall i \in\left[2^{2 n / 3}\right]$.
3: choose distinct $\tilde{u}_{b} \in\{0,1\}^{n} \forall b \in\left[2^{2 n / 3}\right]$
$4: \quad \tilde{v}_{b} \leftarrow \pi_{1}\left(\tilde{u}_{b}\right) \forall b \in\left[2^{2 n / 3}\right]$.
5: choose distinct $\tilde{w}_{c} \in\{0,1\}^{n} \forall c \in\left[2^{2 n / 3}\right]$
6: $\quad \tilde{z}_{c} \leftarrow \pi_{2}\left(\tilde{w}_{c}\right) \forall c \in\left[2^{2 n / 3}\right]$.
7: $\quad\left\{\tilde{x}_{1}, \tilde{x}_{2}, \ldots, \tilde{x}_{2^{2 n / 3+1}}\right\} \leftarrow\left\{\tilde{u}_{b}\right\}_{b=1}^{2^{2 n / 3}} \cup\left\{\tilde{w}_{c}\right\}_{c=1}^{2^{2 n / 3}}$.
$8: \quad \tilde{y}_{a} \leftarrow \pi_{0}\left(\tilde{x}_{a}\right), a \in\left[2^{2 n / 3+1}\right]$.

## Backward Attack

$$
{ }_{1}: \quad \mathcal{S}_{1} \leftarrow \phi
$$

$$
2: \quad \forall(i, b, c) \in\left[2^{2 n / 3}\right] \times\left[2^{2 n / 3}\right] \times\left[2^{2 n / 3}\right], \text { if } \tilde{v}_{b} \oplus \tilde{z}_{c}=T_{i}
$$

$$
3: \text { then } \mathcal{S}_{1} \leftarrow \mathcal{S}_{1} \cup\{(i, b, c)\}
$$

$$
{ }_{4}: \quad \mathcal{S}_{2} \leftarrow \phi .
$$

$$
\text { 5: } \quad \forall\left(a_{1}, a_{2},(i, b, c)\right) \in\left[2^{2 n / 3+1}\right] \times\left[2^{2 n / 3+1}\right] \times \mathcal{S}_{1},
$$

$$
\text { 6: } \quad \text { compute } \hat{\Sigma}^{\left(a_{1}, a_{2},(i, b, c)\right)} \leftarrow \tilde{y}_{a_{1}} \oplus \tilde{y}_{a_{2}}
$$

$$
7: \quad \text { compute } \hat{\Theta}^{\left(a_{1}, a_{2},(i, b, c)\right)} \leftarrow 2^{2} \cdot \tilde{y}_{a_{1}} \oplus 2 \cdot \tilde{y}_{a_{2}} .
$$

$$
8: \quad \text { if } \hat{\Sigma}_{2}^{\left(a_{1}, a_{2},(i, b, c)\right)} \oplus \tilde{u}_{b}=\hat{\Theta}_{2}^{\left(a_{1}, a_{2},(i, b, c)\right)} \oplus \tilde{w}_{c} \text { then }
$$

$$
9: \quad \hat{k}_{2}^{\left(a_{1}, a_{2},(i, b, c)\right)} \leftarrow \hat{\Sigma}_{2}^{\left(a_{1}, a_{2},(i, b, c)\right)} \oplus \tilde{u}_{b}
$$

$$
10: \quad \mathcal{S}_{2} \leftarrow \mathcal{S}_{2} \cup\left\{\left(a_{1}, a_{2},(i, b, c)\right)\right\}
$$

$$
\text { 11: } \quad \forall\left(a_{1}, a_{2},(i, b, c)\right) \in \mathcal{S}_{2}
$$

$$
12: \quad \text { compute } \hat{k}_{0}^{\left(a_{1}, a_{2},(i, b, c)\right)} \leftarrow\left(2^{3} \oplus 2^{4}\right)^{-1}\left(2 \cdot M_{i}[1] \oplus M_{i}[2] \oplus 2 \cdot \tilde{x}_{a_{1}} \oplus \tilde{x}_{a_{2}}\right),
$$

$$
\text { 13: } \quad \text { compute } \hat{k}_{1}^{\left(a_{1}, a_{2},(i, b, c)\right)} \leftarrow\left(2^{2} \oplus 2^{3}\right)^{-1}\left(2^{2} \cdot M_{i}[1] \oplus M_{i}[2] \oplus 2^{2} \cdot \tilde{x}_{a_{1}} \oplus \tilde{x}_{a_{2}}\right) .
$$

## Removing False Positives

```
1: \(\quad T_{i}^{\prime} \leftarrow\) pPMAC_Plus \(\left(\left(M_{i}[1] \oplus 1\right) \| M_{i}[2]\right) \forall i \in\left[2^{2 n / 3}\right]\).
2: \(\mathcal{K} \leftarrow \phi\)
3: \(\quad \forall\left(a_{1}, a_{2},(i, b, c)\right) \in \mathcal{S}_{2}\),
4: if \(T_{i}^{\prime}=\) pPMAC_Plus \(\left.^{\left.\left(\hat{k}_{0}^{\left(a_{1}, a_{2},(i, b, c)\right.}\right) \hat{k}_{1}^{\left(a_{1}, a_{2},(i, i, c)\right)} \hat{k}_{2}^{\left(a_{1}, a_{2},(i, b, c)\right)}\right)}\right)\left(\left(M_{i}[1] \oplus 1\right) \| M_{i}[2]\right) \forall i \in\left[2^{2 n / 3}\right]\),
5: \(\quad\) then \(\mathcal{K} \leftarrow \mathcal{K} \cup\left\{\hat{k}_{0}^{\left(a_{1}, a_{2},(i, b, c)\right)}, \hat{k}_{1}^{\left(a_{1}, a_{2},(i, b, c)\right)}, \hat{k}_{2}^{\left(a_{1}, a_{2},(i, b, c)\right)}\right\}\).
6: return \(\mathcal{K}\).
```

Figure 5.3:: An attack on pPMAC_Plus, where a computationally unbounded adversary makes $\mathcal{O}\left(2^{2 n / 3}\right)$ queries to the construction and primitives.

## Real-Online

```
1: \(\quad \operatorname{Dom}\left(\pi^{0}\right) \leftarrow \phi, \operatorname{Dom}\left(\pi^{1}\right) \leftarrow \phi, \operatorname{Ran}\left(\pi^{0}\right) \leftarrow \phi, \operatorname{Ran}\left(\pi^{1}\right) \leftarrow \phi\).
2: \(\forall i \in[q]\), on query \(M_{i}\), output \(T_{i} \leftarrow\) pPMAC_Plus* \(\left(M_{i}\right)\).
3: \(\forall b \in[p]\) such that \(\tilde{u}_{b}=\hat{u}_{b} \| 0\), on query \(\left(\tilde{u}_{b},+\right)\) to \(\pi^{0}\),
4: output \(\tilde{v}_{b} \leftarrow^{\$}\{0,1\}^{n} \backslash \operatorname{Ran}\left(\pi^{0}\right) \cup \operatorname{Ran}\left(\pi^{1}\right)\).
5: \(\quad \operatorname{Dom}\left(\pi^{0}\right) \leftarrow \operatorname{Dom}\left(\pi^{0}\right) \cup\left\{\tilde{u}_{b}\right\}\).
6: \(\quad \operatorname{Ran}\left(\pi^{0}\right) \leftarrow \operatorname{Ran}\left(\pi^{0}\right) \cup\left\{\tilde{v}_{b}\right\}\).
7: \(\forall c \in[p]\) such that \(\tilde{w}_{c}=\hat{w}_{c} \| 1\), on query \(\left(\tilde{w}_{c},+\right)\) to \(\pi^{1}\),
8: output \(\tilde{z}_{c}{ }^{\$}\{0,1\}^{n} \backslash \operatorname{Ran}\left(\pi^{0}\right) \cup \operatorname{Ran}\left(\pi^{1}\right)\).
9: \(\operatorname{Dom}\left(\pi^{1}\right) \leftarrow \operatorname{Dom}\left(\pi^{1}\right) \cup\left\{\tilde{w}_{c}\right\}\).
10: \(\quad \operatorname{Ran}\left(\pi^{1}\right) \leftarrow \operatorname{Ran}\left(\pi^{1}\right) \cup\left\{\tilde{z}_{c}\right\}\).
11: \(\forall a \in[p]\), on query ( \(\left.\tilde{y}_{a},-\right)\) to \(\pi\) such that
    \(\tilde{y}_{a} \notin \operatorname{Ran}\left(\pi^{0}\right) \cup \operatorname{Ran}\left(\pi^{1}\right)\), output \(\tilde{x}_{a} \leftarrow^{\$}\{0,1\}^{n} \backslash\left(\operatorname{Dom}\left(\pi^{0}\right) \cup \operatorname{Dom}\left(\pi^{1}\right)\right)\).
12: \(\quad\) if \(\operatorname{LSB}\left(\tilde{x}_{a}\right)=0\),
13: then \(\operatorname{Dom}\left(\pi^{0}\right) \leftarrow \operatorname{Dom}\left(\pi^{0}\right) \cup\left\{\tilde{x}_{a}\right\}, \operatorname{Ran}\left(\pi^{0}\right) \leftarrow \operatorname{Ran}\left(\pi^{0}\right) \cup\left\{\tilde{y}_{a}\right\}\).
14: else \(\operatorname{Dom}\left(\pi^{1}\right) \leftarrow \operatorname{Dom}\left(\pi^{1}\right) \cup\left\{\tilde{x}_{a}\right\}, \operatorname{Ran}\left(\pi^{1}\right) \leftarrow \operatorname{Ran}\left(\pi^{1}\right) \cup\left\{\tilde{y}_{a}\right\}\).
15: \(\operatorname{Dom}(\pi) \leftarrow \operatorname{Dom}\left(\pi^{0}\right) \sqcup \operatorname{Dom}\left(\pi^{1}\right), \operatorname{Ran}(\pi) \leftarrow \operatorname{Ran}\left(\pi^{0}\right) \sqcup \operatorname{Ran}\left(\pi^{1}\right)\).
```

Figure 5.4.: Description of the online phase of the real world. $\pi^{0}$ is the restriction of the permutation $\pi$ to the domain $\left\{\hat{u} \| 0: \hat{u} \in\{0,1\}^{n-1}\right\}$, and similarly, $\pi^{1}$ is the restriction of the permutation $\pi$ to the domain $\{\hat{w} \| 1: \hat{w} \in$ $\left.\{0,1\}^{n-1}\right\}$.

## Ideal-Online

1: $\quad \operatorname{Dom}\left(\pi^{0}\right) \leftarrow \phi, \operatorname{Dom}\left(\pi^{1}\right) \leftarrow \phi, \operatorname{Ran}\left(\pi^{0}\right) \leftarrow \phi, \operatorname{Ran}\left(\pi^{1}\right) \leftarrow \phi$.
2: $\forall i \in[q]$, on query $M_{i}$, output $T_{i} \stackrel{\$}{\leftarrow}\{0,1\}^{n}$.
3: $\forall b \in[p]$ such that $\tilde{u}_{b}=\hat{u}_{b} \| 0$, on query $\left(\tilde{u}_{b},+\right)$ to $\pi$,

5: $\quad \operatorname{Dom}\left(\pi^{0}\right) \leftarrow \operatorname{Dom}\left(\pi^{0}\right) \cup\left\{\tilde{u}_{b}\right\}$.
6: $\quad \operatorname{Ran}\left(\pi^{0}\right) \leftarrow \operatorname{Ran}\left(\pi^{0}\right) \cup\left\{\tilde{v}_{b}\right\}$.
7: $\forall c \in[p]$ such that $\tilde{w}_{c}=\hat{w}_{c} \| 1$, on query $\left(\tilde{w}_{c},+\right)$ to $\pi$,
8: output $\tilde{z}_{c} \stackrel{\$}{ }^{\$}\{0,1\}^{n} \backslash \operatorname{Ran}\left(\pi^{0}\right) \cup \operatorname{Ran}\left(\pi^{1}\right)$.
9: $\quad \operatorname{Dom}\left(\pi^{1}\right) \leftarrow \operatorname{Dom}\left(\pi^{1}\right) \cup\left\{\tilde{w}_{c}\right\}$.
10: $\quad \operatorname{Ran}\left(\pi^{1}\right) \leftarrow \operatorname{Ran}\left(\pi^{1}\right) \cup\left\{\tilde{z}_{c}\right\}$.
11: $\forall a \in[p]$, on query ( $\left.\tilde{y}_{a},-\right)$ to $\pi$ such that

12: if $\operatorname{LSB}\left(\tilde{x}_{a}\right)=0$,
13: $\quad$ then $\operatorname{Dom}\left(\pi^{0}\right) \leftarrow \operatorname{Dom}\left(\pi^{0}\right) \cup\left\{\tilde{x}_{a}\right\}, \operatorname{Ran}\left(\pi^{0}\right) \leftarrow \operatorname{Ran}\left(\pi^{0}\right) \cup\left\{\tilde{y}_{a}\right\}$.
14: else $\operatorname{Dom}\left(\pi^{1}\right) \leftarrow \operatorname{Dom}\left(\pi^{1}\right) \cup\left\{\tilde{x}_{a}\right\}, \operatorname{Ran}\left(\pi^{1}\right) \leftarrow \operatorname{Ran}\left(\pi^{1}\right) \cup\left\{\tilde{y}_{a}\right\}$.
15: $\operatorname{Dom}(\pi) \leftarrow \operatorname{Dom}\left(\pi^{0}\right) \sqcup \operatorname{Dom}\left(\pi^{1}\right), \operatorname{Ran}(\pi) \leftarrow \operatorname{Ran}\left(\pi^{0}\right) \sqcup \operatorname{Ran}\left(\pi^{1}\right)$.
Figure 5.5.: Description of the online phase of the ideal world. $\pi^{0}$ is the restriction of the permutation $\pi$ to the domain $\left\{\hat{u} \| 0: \hat{u} \in\{0,1\}^{n-1}\right\}$, and similarly, $\pi^{1}$ is the restriction of the permutation $\pi$ to the domain $\{\hat{w} \| 1: \hat{w} \in$ $\left.\{0,1\}^{n-1}\right\}$.

## Ideal-Offline: Stage I

1: $\left(k_{0}, k_{1}, k_{2}\right) \stackrel{\$}{\leftarrow}\left(\{0,1\}^{n}\right)^{3}$.
2: if $\exists i \in[q], \alpha \neq \beta$ in $\left[l_{i}\right]$ and $a_{1} \neq a_{2}$ for which $\tilde{x}_{a_{1}}, \tilde{x}_{a_{2}} \in \operatorname{Dom}(\pi)$ :

$$
\begin{aligned}
& \left(M_{i}[\alpha] \oplus 2^{\alpha} k_{0} \oplus 2^{2 \alpha} k_{1}=\tilde{x}_{a_{1}}\right) \wedge\left(M_{i}[\beta] \oplus 2^{\beta} k_{0} \oplus 2^{2 \beta} k_{1}=\tilde{x}_{a_{2}}\right), \\
& \text { then Coll } \leftarrow 1, \perp .
\end{aligned}
$$

3: if $\exists i_{1}, i_{2}, i_{3} \in[q]$, and distinct $\alpha_{1} \in\left[l_{i_{1}}\right], \alpha_{2} \in\left[l_{i_{2}}\right], \alpha_{3} \in\left[l_{3}\right]$ :

$$
\begin{aligned}
& \left(M_{i_{1}}\left[\alpha_{1}\right] \oplus 2^{\alpha_{1}} k_{0} \oplus 2^{2 \alpha_{1}} k_{1}=M_{i_{2}}\left[\alpha_{2}\right] \oplus 2^{\alpha_{2}} k_{0} \oplus 2^{2 \alpha_{2}} k_{1}\right) \\
& \wedge\left(M_{i_{1}}\left[\alpha_{1}\right] \oplus 2^{\alpha_{1}} k_{0} \oplus 2^{2 \alpha_{1}} k_{1}=M_{i_{3}}\left[\alpha_{3}\right] \oplus 2^{\alpha_{3}} k_{0} \oplus 2^{2 \alpha_{3}} k_{1}\right),
\end{aligned}
$$

$$
\text { then } 3 \text {-Coll } \leftarrow 1, \perp \text {. }
$$

4: $\forall i \in[q],\left(\Sigma_{i}, \Theta_{i}\right) \leftarrow$ pPMAC_Plus-Hash $k_{k_{0}, k_{1}, k_{2}}^{\pi}\left(M_{i}\right) . \quad / *$ Subroutine 5.1 */
5: $\widetilde{\Sigma} \leftarrow\left\{\Sigma_{1}, \ldots, \Sigma_{q}\right\}, \widetilde{\Theta} \leftarrow\left\{\Theta_{1}, \ldots, \Theta_{q}\right\}$.
6: if $\exists i_{1}, i_{2}, i_{3} \in[q]$ with $i_{2} \neq i_{1}, i_{3} \neq i_{1}$ :
(chopLSB $\left(\Sigma_{i_{1}} \oplus k_{2}\right) \| 0=$ chopLSB $\left.\left(\Sigma_{i_{2}} \oplus k_{2}\right) \| 0\right)$
$\wedge\left(\right.$ chop $_{\text {LSB }}\left(\Theta_{i_{1}} \oplus k_{2}\right) \| 1=$ chop $\left._{\text {LSB }}\left(\Theta_{i_{3}} \oplus k_{2}\right) \| 1\right)$,
then $\operatorname{Bad}_{1} \leftarrow 1, \perp$.
7: if $\exists i \in[q]:$

$$
\operatorname{chop}_{\mathrm{LSB}}\left(\Sigma_{i} \oplus k_{2}\right)\left\|0 \in \operatorname{Dom}\left(\pi^{0}\right) \wedge \operatorname{chop}_{\mathrm{LSB}}\left(\Theta_{i} \oplus k_{2}\right)\right\| 1 \in \operatorname{Dom}\left(\pi^{1}\right),
$$

$$
\text { then } \mathrm{Bad}_{2} \leftarrow 1, \perp
$$

8: if $\exists i_{1} \neq i_{2} \in[q]:$

$$
\begin{aligned}
& {\left[\left(\operatorname{chop}_{\text {LSB }}\left(\Sigma_{i_{1}} \oplus k_{2}\right)\left\|0=\operatorname{chop}_{\text {LSB }}\left(\Sigma_{i_{2}} \oplus k_{2}\right)\right\| 0\right) \wedge\left(\operatorname{chop}_{\text {LSB }}\left(\Theta_{i_{1}} \oplus k_{2}\right) \| 1 \in \operatorname{Dom}\left(\pi^{1}\right)\right)\right]} \\
& \vee\left[\left(\operatorname{chop}_{\text {LSB }}\left(\Theta_{i_{1}} \oplus k_{2}\right)\left\|1=\operatorname{chop}_{\text {LSB }}\left(\Theta_{i_{2}} \oplus k_{2}\right)\right\| 1\right) \wedge\left(\text { chop }_{\text {LSB }}\left(\Sigma_{i_{1}} \oplus k_{2}\right) \| 0 \in \operatorname{Dom}\left(\pi^{0}\right)\right)\right], \\
& \text { then } \operatorname{Bad}_{3} \leftarrow 1, \perp .
\end{aligned}
$$

9: if $\exists i \in[q], b, c \in[p]$ :

$$
\left[\left(\text { chop }_{\text {LSB }}\left(\Sigma_{i} \oplus k_{2}\right) \| 0=\tilde{u}_{b}\right) \wedge\left(T_{i} \oplus \tilde{v}_{b}=\tilde{z}_{c}\right)\right]
$$

$$
V\left[\left(\text { chop }_{\text {LSB }}\left(\Theta_{i} \oplus k_{2}\right) \| 1=\tilde{w}_{c}\right) \wedge\left(T_{i} \oplus \tilde{\mathcal{F}}_{c}=\tilde{z}_{b}\right)\right],
$$

$$
\text { then } \operatorname{Bad}_{4} \leftarrow 1, \perp \text {. }
$$

10: if $\exists$ distinct $i_{1}, i_{2} \in[q]:$

$$
\left[\left(\text { chop }_{\text {LSB }}\left(\Sigma_{i_{1}} \oplus k_{2}\right) \| 0=\text { chop }_{\text {LSB }}\left(\Sigma_{i_{2}} \oplus k_{2}\right) \| 0\right) \wedge\left(T_{i_{1}}=T_{i_{2}}\right)\right]
$$

$$
\vee\left[\left(\operatorname{chop}_{\text {LSB }}\left(\Theta_{i_{1}} \oplus k_{2}\right) \| 1=\text { chop }_{\text {LSB }}\left(\Theta_{i_{2}} \oplus k_{2}\right) \| 1\right) \wedge\left(T_{i_{1}}-T_{i_{2}}\right)\right],
$$

$$
\text { then } \operatorname{Bad}_{5} \leftarrow 1, \perp
$$

11: if $\exists i_{1}, i_{2}, i_{3} \in[q], b, c \in[p]$ and $\operatorname{\alpha in}\left[l_{i_{2}}\right], \beta \in\left[l_{i_{3}}\right]:$

$$
\left(\left[\operatorname{chop}_{\text {LSB }}\left(\Sigma_{i_{1}} \oplus k_{2}\right) \| 0=x_{i_{2}}[\alpha]\right] \wedge\left[\operatorname{chop}_{\text {LSB }}\left(\Theta_{i_{1}} \oplus k_{2}\right) \| 1=x_{i_{3}}[\beta]\right]\right) \vee
$$

$$
\left(\left[\text { chop }_{\text {LSB }}\left(\Sigma_{i_{1}} \oplus k_{2}\right) \| 0=x_{i_{2}}[\alpha]\right] \wedge\left[\operatorname{chop}_{\text {LSB }}\left(\Theta_{i_{1}} \oplus k_{2}\right) \| 1=\tilde{w}_{c}\right]\right) \vee
$$

$$
\left(\left[\text { chop }_{\text {LSB }}\left(\Sigma_{i_{1}} \oplus k_{2}\right) \| 0=x_{i_{2}}[\alpha]\right] \wedge\left[\text { chop }_{\text {LSB }}\left(\Theta_{i_{1}} \oplus k_{2}\right) \| 1=\text { chop }_{\text {LSB }}\left(\Theta_{i_{3}} \oplus k_{2}\right) \| 1\right]\right) \vee
$$

$$
\left(\left[\text { chop }_{\text {LSB }}\left(\Sigma_{i_{1}} \oplus k_{2}\right) \| 0=\tilde{u}_{b}\right] \wedge\left[\text { chop }_{\text {LSB }}\left(\Theta_{i_{1}} \oplus k_{2}\right) \| 1=x_{i_{3}}[\beta]\right]\right) \vee
$$

$$
\left(\left[\operatorname{chop}_{\text {LSB }}\left(\Sigma_{i_{1}} \oplus k_{2}\right) \| 0=\text { chop }_{\text {LSB }}\left(\Sigma_{i_{1}} \oplus k_{2}\right) \| 0\right] \wedge\left[\text { chop }_{\text {LSB }}\left(\Theta_{i_{1}} \oplus k_{2}\right) \| 1=x_{i_{3}}[\beta]\right]\right),
$$

then $\operatorname{Bad}_{6} \leftarrow 1$, $\perp$.
12: go to stage II.
Figure 5.6.: Stage I of the offline phase of the ideal oracle. The internal values $x_{i}[\alpha]$ are as defined in Eqn. (5.1).

## Ideal-Offline: Stage II

```
1: \(\forall i \in[q]\) if \(\left(\exists b \in[p]: \operatorname{chop}_{\text {LSB }}\left(\Sigma_{i} \oplus k_{2}\right) \| 0=\tilde{u}_{b}\right) \vee\)
    ( \(\exists i_{2} \in[q]\) and \(\left.\alpha \in\left[l_{i_{2}}\right]: \operatorname{chop}_{\text {LSB }}\left(\Sigma_{i} \oplus k_{2}\right) \| 0=x_{i_{2}}[\alpha]\right)\), then
2: \(\quad \widetilde{\Sigma} \leftarrow \widetilde{\Sigma} \backslash \Sigma_{i}\) and \(\mathcal{I} \leftarrow \mathcal{I} \cup\{i\}\).
3: \(\quad \operatorname{Dom}\left(\pi^{1}\right) \leftarrow \operatorname{Dom}\left(\pi^{1}\right) \cup\left\{\operatorname{chop}_{\text {LSB }}\left(\Theta_{i} \oplus k_{2}\right) \| 1\right\}\).
4: \(\quad \operatorname{Ran}\left(\pi^{1}\right) \leftarrow \operatorname{Ran}\left(\pi^{1}\right) \cup\left\{T_{i} \oplus \tilde{v}_{b}\right\}\).
5: \(\forall i \in[q]\) if \(\left(\exists c \in[p]: \operatorname{chop}_{\text {LSB }}\left(\Theta_{i} \oplus k_{2}\right) \| 1=\tilde{w}_{c}\right) \vee\)
    \(\left(\exists i_{2} \in[q]\right.\) and \(\left.\alpha \in\left[l_{i_{2}}\right]: \operatorname{chop}_{\mathrm{LSB}}\left(\Theta_{i} \oplus k_{2}\right) \| 1=x_{i_{2}}[\alpha]\right)\), then
6: \(\quad \widetilde{\Theta} \leftarrow \widetilde{\Theta} \backslash \Theta_{i}\) and \(\mathcal{I} \leftarrow \mathcal{I} \cup\{i\}\).
    \(: \quad \operatorname{Dom}\left(\pi^{0}\right) \leftarrow \operatorname{Dom}\left(\pi^{0}\right) \cup\left\{\operatorname{chop}_{\text {LSB }}\left(\Sigma_{i} \oplus k_{2}\right) \| 0\right\}\).
    \(\operatorname{Ran}\left(\pi^{0}\right) \leftarrow \operatorname{Ran}\left(\pi^{0}\right) \cup\left\{T_{i} \oplus \tilde{z}_{c}\right\}\).
    \(\mathcal{F} \leftarrow\left\{i \in[q] \backslash \mathcal{I}:\left(\Sigma_{i} \neq \Sigma_{i^{\prime}}\right) \wedge\left(\Theta_{i} \neq \Theta_{i^{\prime \prime}}\right)\right.\) for any \(i^{\prime}, i^{\prime \prime} \neq i\) in \(\left.[q] \backslash \mathcal{I}\right\}\).
10: \(f \leftarrow|\mathcal{F}|\).
11: \(\quad v_{i} \stackrel{\$}{\stackrel{S}{4}}\{0,1\}^{n} \backslash \operatorname{Ran}\left(\pi^{0}\right) \forall i \in \mathcal{F}\).
12: \(\mathcal{S} \leftarrow\left\{\left(v_{i}, z_{i}\right) \in\{0,1\}^{n} \backslash \operatorname{Ran}\left(\pi^{0}\right) \times\{0,1\}^{n} \backslash \operatorname{Ran}\left(\pi^{1}\right): v_{i} \oplus z_{i}=T_{i}\right\}_{i \in \mathcal{F}}\).
13: for \(\left(v_{i}, z_{i}\right) \stackrel{\$}{\leftarrow} \mathcal{S}\) :
14: set \(\Pi^{0}\left(\operatorname{chop}_{\text {LSB }}\left(\Sigma_{i} \oplus k_{2}\right) \| 0\right) \leftarrow v_{i}, \Pi^{1}\left(\operatorname{chop}_{\text {LSB }}\left(\Theta_{i} \oplus k_{2}\right) \| 1\right) \leftarrow z_{i}\).
15: \(\quad \operatorname{Dom}\left(\Pi^{0}\right) \leftarrow \operatorname{Dom}\left(\Pi^{0}\right) \cup\left\{\operatorname{chop}_{\text {LSB }}\left(\Sigma_{i} \oplus k_{2}\right) \| 0,\right\}\),
    \(\operatorname{Ran}\left(\Pi^{0}\right) \leftarrow \operatorname{Ran}\left(\Pi^{0}\right) \cup\left\{v_{i}\right\}\).
16: \(\quad \operatorname{Dom}\left(\Pi^{1}\right) \leftarrow \operatorname{Dom}\left(\Pi^{1}\right) \cup\left\{\operatorname{chop}_{\mathrm{LSB}}\left(\Theta_{i} \oplus k_{2}\right) \| 1\right\}\),
    \(\operatorname{Ran}\left(\Pi^{0}\right) \leftarrow \operatorname{Ran}\left(\Pi^{0}\right) \cup\left\{v_{i}\right\}\).
17: go to stage III.
```

Figure 5.7.: Stage II of the offline phase of the ideal oracle.

## Ideal-Offline: Stage III

1: $\forall i \in[q]$,
$\operatorname{Dom}(\pi) \leftarrow \operatorname{Dom}\left(\pi^{0}\right) \cup \operatorname{Dom}\left(\pi^{1}\right) \cup\left\{M_{i}[\alpha] \oplus 2^{\alpha} k_{0} \oplus 2^{2 \alpha} k_{1}: \alpha \in\left[l_{i}\right]\right\}$,
$\operatorname{Ran}(\pi) \leftarrow \operatorname{Ran}\left(\pi^{0}\right) \cup \operatorname{Ran}\left(\pi^{1}\right) \cup\left\{\pi\left(M_{i}[\alpha] \oplus 2^{\alpha} k_{0} \oplus 2^{2 \alpha} k_{1}\right): \alpha \in\left[l_{i}\right]\right\}$.
2: $\forall i \in[q] \backslash(\mathcal{F} \sqcup \mathcal{I})$ such that $\exists \Sigma_{i^{\prime}} \in \widetilde{\Sigma}$ with $\Sigma_{i}=\Sigma_{i^{\prime}}$,
3: $\quad$ if $\operatorname{chop}_{\text {LSB }}\left(\Sigma_{i} \oplus k_{2}\right) \| 0 \notin \operatorname{Dom}(\pi) \cup \operatorname{Dom}\left(\Pi^{0}\right)$,
4: then $\Pi^{0}\left(\operatorname{chop}_{\text {LSB }}\left(\Sigma_{i} \oplus k_{2}\right) \| 0\right) \leftarrow v_{i} \stackrel{\$}{\leftarrow}\{0,1\}^{n} \backslash \operatorname{Ran}\left(\Pi^{0}\right) \cup \operatorname{Ran}\left(\pi^{0}\right)$ and $z_{i} \leftarrow T_{i} \oplus v_{i}$.
5: else $v_{i} \leftarrow \Pi^{0}\left(\operatorname{chop}_{\text {LSB }}\left(\Sigma_{i} \oplus k_{2} \| 0\right)\right.$ and $z_{i} \leftarrow T_{i} \oplus v_{i}$.
6: $\quad \operatorname{Dom}\left(\Pi^{0}\right) \leftarrow \operatorname{Dom}\left(\Pi^{0}\right) \cup\left\{\right.$ chop $\left._{\text {LSB }}\left(\Sigma_{i} \oplus k_{2}\right) \| 0,\right\}$,
$\operatorname{Ran}\left(\Pi^{0}\right) \leftarrow \operatorname{Ran}\left(\Pi^{0}\right) \cup\left\{v_{i}\right\}$.
7: $\quad \operatorname{Dom}\left(\Pi^{1}\right) \leftarrow \operatorname{Dom}\left(\Pi^{1}\right) \cup\left\{\operatorname{chop}_{\mathrm{LSB}}\left(\Theta_{i} \oplus k_{2}\right) \| 1\right\}$,
$\operatorname{Ran}\left(\Pi^{1}\right) \leftarrow \operatorname{Ran}\left(\Pi^{1}\right) \cup\left\{v_{i}\right\}$.
8: if $z_{i} \in \operatorname{Ran}\left(\Pi^{1}\right) \cup \operatorname{Ran}\left(\pi^{1}\right)$, then $\mathrm{RC}_{\Sigma} \leftarrow 1$,
$\Pi^{1}\left(\operatorname{chop}_{\mathrm{LSB}}\left(\Theta_{i} \oplus k_{2}\right) \| 1\right) \leftarrow z_{i}, \perp$.
9: $\forall i \in[q] \backslash(\mathcal{F} \sqcup \mathcal{I})$ such that $\exists \Theta_{i^{\prime \prime}} \in \widetilde{\Theta}$ with $\Theta_{i}=\Theta_{i^{\prime \prime}}$,
10: $\quad$ if $\operatorname{chop}_{\text {LSB }}\left(\Theta_{i} \oplus k_{2}\right) \| 1 \notin \operatorname{Dom}(\pi) \cup \operatorname{Dom}\left(\Pi^{1}\right)$,
11: $\quad$ then $\Pi^{1}\left(\operatorname{chop}_{\text {LSB }}\left(\Theta_{i} \oplus k_{2}\right) \| 1\right) \leftarrow z_{i} \stackrel{\$}{\leftarrow}\{0,1\}^{n} \backslash \operatorname{Ran}\left(\Pi^{1}\right) \cup \operatorname{Ran}\left(\pi^{1}\right)$ and $z_{i} \leftarrow T_{i} \oplus z_{i}$.
12: $\quad$ else $z_{i} \leftarrow \Pi^{1}\left(\operatorname{chop}_{\text {LSB }}\left(\Theta_{i} \oplus k_{2} \| 1\right)\right.$ and $v_{i} \leftarrow T_{i} \oplus z_{i}$.
13: $\quad \operatorname{Dom}\left(\Pi^{0}\right) \leftarrow \operatorname{Dom}\left(\Pi^{0}\right) \cup\left\{\right.$ chop $\left._{\text {LSB }}\left(\Sigma_{i} \oplus k_{2}\right) \| 0,\right\}$,
$\operatorname{Ran}\left(\Pi^{0}\right) \leftarrow \operatorname{Ran}\left(\Pi^{0}\right) \cup\left\{v_{i}\right\}$.
14: $\quad \operatorname{Dom}\left(\Pi^{1}\right) \leftarrow \operatorname{Dom}\left(\Pi^{1}\right) \cup\left\{\operatorname{chop}_{\mathrm{LSB}}\left(\Theta_{i} \oplus k_{2}\right) \| 1\right\}$,
$\operatorname{Ran}\left(\Pi^{0}\right) \leftarrow \operatorname{Ran}\left(\Pi^{0}\right) \cup\left\{v_{i}\right\}$.
15: if $v_{i} \in \operatorname{Ran}\left(\Pi^{0}\right) \cup \operatorname{Ran}\left(\pi^{0}\right)$, then $\mathrm{RC}_{\Theta} \leftarrow 1$,
$\Pi^{0}\left(\operatorname{chop}_{\text {LSB }}\left(\Sigma_{i} \oplus k_{2}\right) \| 0\right) \leftarrow v_{i}, \perp$.
16: $\operatorname{Dom}(\pi) \leftarrow \operatorname{Dom}\left(\pi^{0}\right) \sqcup \operatorname{Dom}\left(\pi^{1}\right), \operatorname{Ran}(\pi) \leftarrow \operatorname{Ran}\left(\pi^{0}\right) \sqcup \operatorname{Ran}\left(\pi^{1}\right)$.
17: $\operatorname{Dom}(\Pi) \leftarrow \operatorname{Dom}\left(\Pi^{0}\right) \sqcup \operatorname{Dom}\left(\Pi^{1}\right), \operatorname{Ran}(\Pi) \leftarrow \operatorname{Ran}\left(\Pi^{0}\right) \sqcup \operatorname{Ran}\left(\Pi^{1}\right)$.

Figure 5.8.: Stage III of the offline phase of the ideal oracle. Boxed statements denote bad events. Whenever a bad event is set to 1 , the game gets immediately aborted (denoted $\perp$ ) and returns the remaining values of the transcript arbitrarily.

## 6. Tight Multi-User Security Bound of DbHtS


#### Abstract

In CRYPTO'21, Shen et al. have proved in the ideal cipher model that the Two-Keyed-DbHtS construction is secure up to $2^{2 n / 3}$ queries in the multiuser setting independent of the number of users, where the underlying double-block hash function H of Two-Keyed- DbHtS is realized as the concatenation of two independent $n$-bit keyed hash functions $\left(\mathrm{H}_{K_{h}, 1}, \mathrm{H}_{K_{h}, 2}\right)$ such that each of the $n$-bit keyed hash functions is $O\left(2^{-n}\right)$ universal and regular. They have also demonstrated the applicability of their result to the keyreduced variants of DbHtS MACs, including 2K-SUM-ECBC, 2K-PMAC_Plus and 2 K -LightMAC_Plus without requiring domain separation techniques and proved $2 n / 3$-bit multi-user security of these constructions in the ideal cipher model. Recently, Guo and Wang invalidated the security claim of Shen et al.'s result by exhibiting three constructions, which are the instantiations of the Two-Keyed-DbHtS framework, such that each of their $n$-bit keyed hash functions is $O\left(2^{-n}\right)$ universal and regular, while the constructions themselves are secure only up to the birthday bound. In this work, we show a sufficient condition on the underlying Double-block Hash ( DbH ) function, under which we prove $3 n / 4$-bit multi-user security of the Two-Keyed-DbHtS construction in the ideal-cipher model. As an instantiation, we show that the two-keyed Polyhash-based DbHtS construction is multi-user secure up to $2^{3 n / 4}$ queries in the ideal-cipher model. Furthermore, due to the generic attack on DbHtS constructions by Leurent et al. in CRYPTO'18, our derived bound for the construction is tight.


Keywords - DbHtS, PRF, Polyhash, Coefficients-H Technique, Mirror Theory.

### 6.1. Introduction

Multi-user security of DbHtS. The security bounds of DbHtS constructions discussed in the previous chapter(s) are those in which adversaries are given access to some keyed oracles for a single unknown randomly sampled key. Such a model is known as the single-user security model, i.e. when the adversary interacts with one specific machine in which the cryptographic algorithm is deployed and tries to compromise its security. However, in practice, cryptographic algorithms are usually deployed in more than one machine. For example, AES-GCM [101, 74] is now widely used in the TLS protocol to protect web traffic and is currently used by billions of users daily. Thus, the security of DbHtS constructions in the multi-key setting is worth investigating; we ask, "to what extent the number of users will affect the security of DbHtS constructions?", where adversaries are successful if they compromise the security of one out of many users. Thus, the adversary's winning condition is a disjunction of single-key winning conditions.
The notion of multi-user (mu) security was introduced by Biham [32] in symmetric-key cryptanalysis and by Bellare, Boldyreva, and Micali [11] in the context of public-key encryption. In the multi-user setting, attackers have access to multiple machines such that a particular cryptographic algorithm $F$ is deployed in each machine with independent secret keys. An attacker can adaptively distribute its queries across multiple machines with independent keys. Multi-user security considers attackers that succeed in compromising the security of at least one machine.

Multi-user security for block ciphers is different from multi-user security for modes. In the single-key setting, the best attacks against block cipher such as AES do not improve with increased data complexity. However, in the multi-key environment, they do, as first observed by Biham [32] and later refined as a time-memory-data trade-off by Biryukov et al. [33]. These results demonstrate how one can take advantage of the fact that recovering a block cipher key out of a large group of keys is much easier than targeting a specific key. The same observation can be applied to any deterministic symmetric-key algorithm, as done for MACs by Chatterjee et al.[50]. A more general result guarantees that the multi-user advantage of an adversary for a cryptographic algorithm is at most u times its single user advantage. Therefore, for any cryptographic algorithm, a multi-user security bound involving a factor $u$ is easily established using a hybrid argument that shows the upper bound of the adversarial success probability to be roughly $u$ times its single-user security advantage. Bellare and Tackmann [18] first formalized a multi-user secure authenticated encryption scheme and also analyzed countermeasures against multi-key attacks in the context of TLS 1.3. However, they derived a security bound that also contained the factor $u$. Such a bound implies a significant security drop of the construction when
the number of users is large, and in fact, this is precisely the situation faced in large-scale deployments of AES-GCM such as TLS.
As evident from [ $14,18,42,85,86,99,111$ ], it is a challenging problem to study the security degradation of cryptographic primitives with the number of users, even when its security is known in the single-user setting. Studies of multi-user security of MACs are somewhat scarce in the literature except for the work of Chatterjee et al. [50], and a very recent work of Andrew et al. [110], and Bellare et al. [14]. The first two consider a generic reduction for MACs, in which the security of the primitive in the multi-user setting is derived by multiplying the number of users $u$ by the single-user security.

In CRYPTO'21, Shen et al. [128] have analyzed the security of DbHtS in the multi-user setting. It is worth noting here that by applying the generic reduction from the single-user to the multi-user setting, the security bound of DbHtS would have capped at worse than the birthday bound, i.e. $u q^{4 / 3} / 2^{n}$, when each user made a single query and the number of users reached $q$. Thus, a direct analysis was needed for deriving the multi-user bound of the construction. Shen et al. [128] have shown that in the multi-user setting, the two-keyed ${ }^{1} \mathrm{DbHtS}$ paradigm,

$$
\text { Two-Keyed-DbHtS }(M):=\mathrm{E}_{K}\left(\mathrm{H}_{K_{h}, 1}(M)\right) \oplus \mathrm{E}_{K}\left(\mathrm{H}_{K_{h}, 2}(M)\right),
$$

is secure up to $2^{2 n / 3}$ queries in the ideal-cipher model when the $2 n$-bit double-block hash function is the concatenation of two independent $n$-bit keyed hash functions $\mathrm{H}_{K_{h}, 1}$ and $\mathrm{H}_{K_{h}, 2}$. In particular, they have shown that if both $\mathrm{H}_{K_{h}, 1}$ and $\mathrm{H}_{K_{h}, 2}$ are $O\left(2^{-n}\right)$-regular and $O\left(2^{-n}\right)$-universal ${ }^{2}$, then the multi-user security bound of the two-keyed DbHtS is of the order of

$$
\frac{q p \ell}{2 k+n}+\frac{q^{3}}{2^{2 n}}+\frac{q^{2} p+q p^{2}}{2^{2 k}}
$$

where $q$ is the total number of MAC queries across all $u$ users, $p$ is the total number of ideal cipher queries, $\ell$ is the maximum number of message blocks among all queries and $n, k$ are the block size and the key size of the block cipher respectively. Note that the above bound is independent of the number of users $u$, which can be adaptively chosen by the adversary and grows as large as $q$. Besides this result, Shen et al. have also shown that 2K-SUM-ECBC [61], 2K-PMAC_Plus [61] and 2K-LightMAC_Plus [61] are all secure roughly up to $2^{2 n / 3}$ queries (including all MAC and ideal cipher queries) in the multi-user setting independent of the number of users, where these constructions do not employ domain separation techniques.

[^7]Remark 4. In their paper [61], Datta et al. named the two-keyed variants of SUM-ECBC, PMAC_Plus and LightMAC_Plus as 2K-SUM-ECBC, 2K-PMAC_Plus and 2K-LightMAC_Plus respectively, where for each of these constructions, the domain separation technique ensured disjointness of the set of values of $\Sigma$ and $\Theta$. However, in [128], Shen et al. considered the same constructions but without any domain separation, and refer to them using the same names. Henceforth, we shall implicitly mean the non domain-separated variants only (unless otherwise stated) when referring to the two-keyed constructions $2 K-S U M-E C B C, 2 K-P M A C \_P l u s ~ a n d ~$ 2K-LightMAC_Plus.

### 6.1.1. Issue with the CRYPTO'21 Paper [128]

In this section, we discuss three issues with [128]. The first two issues examine flaws in the security analysis of the construction and the last issue points out a flawed security claim of the construction. We begin by identifying the first issue. The Two-Keyed-DbHtS framework was proven to be multi-user secure up to $2^{2 n / 3}$ queries in the ideal-cipher model [128] under the assumption that each of the underlying $n$-bit independent keyed hash functions is $O\left(2^{-n}\right)$-universal and regular. As an instantiation of the framework, [128] showed $2 n / 3$-bit multi-user security of $2 \mathrm{~K}-\mathrm{SUM}-\mathrm{ECBC}$, 2K-LightMAC_Plus and 2K-PMAC_Plus in the ideal-cipher model. In the secuirty proof of these instantiated constructions, they only bounded the regular and the universal advantages of the corresponding hash functions (i.e., the DbH of 2K-SUM-ECBC, 2K-LightMAC_Plus and 2K-PMAC_Plus) up to $O\left(\ell / 2^{n}\right)$, where $\ell$ is the maximum number of message blocks amongst all queries. However, the regular and universal advantages of the underlying double block hash functions of the above three constructions were not proven in the ideal-cipher model; instead, the authors bounded them in the standard model, where the adversary is not allowed to query the underlying block ciphers of the corresponding hash functions. In other words, considering the example of 2 K -LightMAC_Plus, while bounding the probability of the event $\Sigma_{i}=\Sigma_{j}$ (where $\Sigma_{i}=\Sigma_{j} \Rightarrow Y_{1}^{i} \oplus Y_{2}^{i} \oplus \ldots \oplus Y_{\ell_{i}}^{i}=Y_{1}^{j} \oplus Y_{2}^{j} \oplus \ldots \oplus Y_{\ell_{j}}^{j}$ and $Y_{a}^{i}=\mathrm{E}_{K}\left(M_{a}^{i} \|\langle a\rangle_{s}\right)$ ), the authors have simply assumed that at least one of variables $Y$ in the above equation will be fresh, thus providing sufficient entropy for bounding the event. However, the authors have conspicuously missed the fact that existence of such a variable $Y$ may not always be guaranteed in the ideal cipher model. For example, suppose an adversary makes the following three forward primitive queries:

1. forward query with $\left(x \|\langle 1\rangle_{s}\right)$ and obtains $y_{1}$
2. forward query with $\left(x^{\prime} \|\langle 1\rangle_{s}\right)$ and obtains $y_{2}$
3. forward query with $\left(x^{\prime \prime} \|\langle 2\rangle_{s}\right)$ and obtains $y_{3}$

Let us assume that the (albeit probabilistic) event $y_{1} \oplus y_{2} \oplus y_{3}=0$ occurs. Suppose the adversary makes two more queries: the first, a construction query with ( $x$ ) and the second, a construction query with ( $x^{\prime} \| x^{\prime \prime}$ ). Then, one cannot find any fresh variable $Y$ in the following equations:

$$
Y_{1}^{1}=Y_{1}^{2} \oplus Y_{2}^{2}
$$

Therefore, to prove the security of such block cipher-based DbHtS constructions in the ideal-cipher model, one needs to consider the fact that the regular or universal advantage of the underlying double block hash functions must be bounded under the assumption that the adversary makes primitive queries to the underlying block cipher. We therefore believe that to prove the security of the constructions in the ideal-cipher model for the block cipher-based DbH function, one needs to provide a generalized definition of the universal and regular advantages in the ideal-cipher model and prove their security under this model, which was missing in [128].

The second issue is regarding the good transcript analysis of the Two-Keyed- DbHtS construction. In Fig. 4 of [128], the authors have identified the set of $(i, a) \in[u] \times\left[q_{i}\right]$, which they denoted as $F(J)$, such that both $\Sigma_{a}^{i}$ and $\Theta_{a}^{i}$ are fresh. They have also defined a set $S(J)$,

$$
S(J):=\left\{\left(W_{a}^{i}, X_{a}^{i}\right) \in\{0,1\}^{n} \backslash \operatorname{Ran}\left(\Phi_{j}\right)^{(2|F(J)|)}: W_{a}^{i} \oplus X_{a}^{i}=T_{a}^{i}\right\}
$$

Then for all $(i, a) \in F(J),\left(U_{a}^{i}, V_{a}^{i}\right)$ is sampled from $S(J)$ and is set as the permutation output of $\Sigma_{a}^{i}$ and $\Theta_{a}^{i}$, respectively. Finally, they have provided a lower bound on the cardinality of the set $S(J)$ from Lemma 2. Noting that Lemma 2 proves the cardinality of the set

$$
S:=\left\{\left(U_{i}, V_{i}\right) \in\left(\{0,1\}^{n}\right)^{(2 q)}: U_{i} \oplus V_{i}=T_{i}\right\}
$$

to be at least $2^{n}\left(2^{n}-1\right) \ldots\left(2^{n}-2 q+1\right) / 2^{n q} \cdot\left(1-6 q^{3} / 2^{2 n}\right)$, which is used to obtain a lower bound on $|S(J)|$, reveals a fallacy as the two sets $S$ and $S(J)$ are not isomorphic to each other.

The third issue is regarding the flawed security claim of the Two-KeyedDbHtS construction in [128]. In Theorem 1 of [128], Shen et al. show that when the underlying double block hash function of the Two-Keyed-DbHtS construction is the concatenation of two independent $n$-bit keyed hash functions such that each is $O\left(2^{-n}\right)$-universal and $O\left(2^{-n}\right)$-regular, Two-KeyedDbHtS achieves $2 n / 3$-bit multi-user security in the ideal-cipher model. In a recent work by Guo and Wang [83], the authors came up with three concrete constructions that are instantiations of the Two-Keyed-DbHtS paradigm such that the underlying double block hash function of each of the three constructions is the concatenation of two independent $n$-bit keyed hash functions. Guo and Wang also show that each of the $n$-bit hash functions for these three
constructions meets the $O\left(2^{-n}\right)$-universal and $O\left(2^{-n}\right)$-regular advantages. However, the constructions have a birthday bound distinguishing attack. As a consequence, the security bound of Two-Keyed-DbHtS as proven in Theorem 1 of [128] stands flawed. We would like to mention here that the attack holds only for those instances of Two-Keyed-DbHtS where the underlying DbH is the concatenation of two independent $n$-bit hash functions and it does not have any domain separation. In fact, authors of [83] were not able to show any birthday bound attack on 2K-PMAC_Plus and 2K-LightMAC_Plus as the underlying DbH function of these two constructions is not the concatenation of two independent $n$-bit keyed hash functions. However, it is to be noted that as the double block hash function for $2 \mathrm{~K}-\mathrm{SUM}-\mathrm{ECBC}$ is the concatenation of two independent $n$-bit CBC functions, the attack of [83] holds for it.

### 6.1.2. Our Contribution

In this chapter, we prove that the Two-Keyed- DbHtS construction is multi-user secure up to $2^{3 n / 4}$ queries in the ideal-cipher model. To prove it, we first define the notion of a good double-block hash function, which informally means that the concatenation of two independent $n$-bit keyed hash functions is "good" if each has negligible universal and regular advantages, and the probability that the outputs of two hash function colliding for any pair of messages $M, M^{\prime}$ is zero. Then, we prove that if the underlying $2 n$-bit DbH function of the Two-Keyed-DbHtS construction is good, such that each of the $n$-bit keyed hash functions is $\epsilon_{\text {reg }}$-regular and $\epsilon_{\text {univ }}$-universal, then the multi-user security of our construction in the ideal-cipher model is of the order

$$
\begin{aligned}
& \frac{9 q^{4 / 3}}{8 \cdot 2^{n}}+\frac{3 q^{8 / 3}}{2 \cdot 2^{2 n}}+\frac{q^{2}}{2^{2 n}}+\frac{9 q^{7 / 3}}{8 \cdot 2^{2 n}}+\frac{8 q^{4}}{3 \cdot 2^{3 n}}+\frac{q}{2^{n}}+\frac{2 u^{2}}{2^{k_{h}+k}}+\frac{2 q^{2}}{2^{n+k}} \\
& +\frac{2 q p \epsilon_{\text {reg }}}{2^{k}}+\frac{q^{2} \epsilon_{\text {univ }}}{2^{n}}+\frac{2 q^{2} \epsilon_{\text {reg }}}{2^{k_{h}}}+3 q^{4 / 3} \epsilon_{\text {univ }}+\frac{q^{2} \epsilon_{\text {univ }}^{2}}{2}+\frac{2 q p}{2^{n+k}}
\end{aligned}
$$

where $q$ is the total number of MAC queries across all $u$ users, $p$ is the total number of ideal-cipher queries, $n$ is the block size of the block cipher, $k_{h}$ is the size of the hash key and $k$ is the key size of the block cipher of the construction. As an instantiation of the Two-Keyed-DbHtS framework, we have proved that $\mathrm{C}_{2}[\mathrm{PH}-\mathrm{DbH}, E]$, the Polyhash-based Two-Keyed-DbHtS construction which was proposed in [61] and proven to be secure up to $2^{2 n / 3}$ queries in the single-user setting, is multi-user secure up to $2^{3 n / 4}$ queries in the ideal-cipher model. The security proof of the construction crucially depends on a refined result of mirror theory over an abelian group $\left(\{0,1\}^{n}, \oplus\right)$, where one systematically estimates the number of solutions to a system of equations to prove the security of the finalization function of
the construction up to $2^{3 n / 4}$ queries. Due to the attack result of Leurent et al. [95] on the DbHtS paradigm with $2^{3 n / 4}$ queries, the multi-user security bound of our construction is tight.

### 6.2. Mirror Theory

Recall from Sect. 2.3 that a graph $G=(\mathcal{V}, \mathcal{S})$ inducing a system of affine equations over $\{0,1\}^{n}, \oplus$ is a good graph if it has no cycles and if no path label is equal to 0 . Furthermore, If $G$ is a bipartite graph with a vertex set $\mathcal{V}=P \sqcup Q$ such that:

- each vertex from $P$ represents the left variable in one of the affine equations and the vertex in $Q$ to which an edge joins it represents the right variable in the equation, and
- there are no isolated vertices,
then we shall call $G$ a good bipartite graph. Note that a good bipartite graph $\mathcal{G}$ contains no cycle. Therefore, $\mathcal{G}$ can be decomposed into its connected components, all of which are trees; let

$$
\mathcal{G}=\mathcal{C}_{1} \sqcup \mathcal{C}_{2} \sqcup \ldots \sqcup \mathcal{C}_{\alpha} \sqcup \mathcal{D}_{1} \sqcup \mathcal{D}_{2} \sqcup \ldots \sqcup \mathcal{D}_{\beta}
$$

for some $\alpha, \beta \geq 0$, where $\mathcal{C}_{i}$ denotes a component of size greater than 2 , and $\mathcal{D}_{i}$ denotes a component size of 2 . We write $\mathcal{C}=\mathcal{C}_{1} \sqcup \mathcal{C}_{2} \sqcup \ldots \sqcup \mathcal{C}_{\alpha}$ and $\mathcal{D}=\mathcal{D}_{1} \sqcup \mathcal{D}_{2} \sqcup \ldots \sqcup \mathcal{D}_{\beta}$.

Assigning any value to a vertex in $P$ allows the labeled edges to uniquely determine the values of all the other vertices in the component containing $P$, since $\mathcal{G}$ contains no cycle. The values in the same component are all distinct as $\lambda(\mathcal{P}) \neq 0^{n}$ for any path $\mathcal{P}$. The number of possible assignments of distinct values to the vertices in $\mathcal{G}$ is $\left(2^{n}\right)_{(|\mathcal{P}|+|\mathcal{Q}|)}$. One may expect that when such an assignment is chosen uniformly at random, it would satisfy all the equations in $\mathcal{G}$ with probability $2^{-n q}$, where $q$ denotes the number of edges (i.e., equations) in $\mathcal{G}$. Indeed, we can prove that the number of solutions is closed to $\left(2^{n}\right)_{(|\mathcal{P}|+|\mathcal{Q}|)} / 2^{n q}$, up to a certain error. Formally, we have the following result:

Lemma 17. Let $\mathcal{G}$ be a good bipartite graph, and let $q$ and $q^{c}$ denote the number of edges of $\mathcal{G}$ and $\mathcal{C}$, respectively. Let $v$ be the number of vertices of $\mathcal{G}$. If $q<2^{n} / 8$, then the number of solutions to $\mathcal{G}$, denoted $h(\mathcal{G})$, satisfies

$$
\frac{h(\mathcal{G}) 2^{n q}}{\left(2^{n}\right)_{v}} \geq\left(1-\frac{9\left(q^{c}\right)^{2}}{8 \cdot 2^{n}}-\frac{3 q^{c} q^{2}}{2 \cdot 2^{2 n}}-\frac{q^{2}}{2^{2 n}}-\frac{9\left(q^{c}\right)^{2} q}{8 \cdot 2^{2 n}}-\frac{8 q^{4}}{3 \cdot 2^{3 n}}\right) .
$$

We refer the reader to [92] for a proof of the lemma.

### 6.3. The Two-Keyed DbHtS Construction

In this section, we describe the Two-Keyed Double-block Hash-then-Sum (Two-Keyed-DbHtS) construction to build a beyond the birthday bound secure variable input-length PRF. Let $\mathrm{H}^{1}: \mathcal{K}_{h} \times\{0,1\}^{*} \rightarrow\{0,1\}^{n}$ and $\mathrm{H}^{2}: \mathcal{K}_{h} \times$ $\{0,1\}^{*} \rightarrow\{0,1\}^{n}$ be two keyed hash functions. Based on $\mathrm{H}^{1}$ and $\mathrm{H}^{2}$, we define the Double-block Hash (DbH) function $\mathrm{H}: \mathcal{K}_{h} \times \mathcal{K}_{h} \times\{0,1\}^{*} \rightarrow$ $\{0,1\}^{2 n}$ as follows:

$$
\begin{equation*}
\mathrm{H}_{\left(L_{1}, L_{2}\right)}(M)=\left(\mathrm{H}_{L_{1}}^{1}(M), \mathrm{H}_{L_{2}}^{2}(M)\right) . \tag{6.1}
\end{equation*}
$$

We compose this DbH function with a very simple and efficient single-keyed XOR function $\operatorname{XOR}_{K}(x, y)=\mathrm{E}_{K}(x) \oplus \mathrm{E}_{K}(y)$, where $\mathrm{E}_{K}$ is an $n$-bit block cipher and the block cipher key $K$ is independent of the hash key $\left(L_{1}, L_{2}\right)$, to realize the two-Keyed-DbHtS construction as follows (For the sake of brevity, we refer to Two-Keyed-DbHtS by simply $\mathrm{C}_{2}$ ):

$$
\mathrm{C}_{2}[\mathrm{H}, \mathrm{E}](M):=\mathrm{XOR}_{K}\left(\mathrm{H}_{L_{1}}^{1}(M), \mathrm{H}_{L_{2}}^{2}(M)\right) .
$$

We use the name Two-Keyed-DbHtS, counting the hash key as one key and the XOR function key (independent of the hash key) as the other. Most beyond the birthday bound secure variable input-length PRFs like 2K-SUMECBC, 2K-PMAC_Plus and 2K-LightMAC_Plus are specific instantiations of the Two-Keyed-DbHtS paradigm. These constructions have been proven secure up to $2^{2 n / 3}$ queries in the standard model [61] for a single-user setting. In [128], all these three constructions have been proven secure up to $2^{2 n / 3}$ queries in the ideal-cipher model for a multi-user setting. We note here that as the XOR function is not a PRF over two blocks, we can not apply the traditional Hash-the-PRP composition result directly on the security analysis of the two-keyed DbHtS. Thus, we need a different type of composition result that utilizes higher security properties of its underlying DbH function instead of merely the universal or regular property.

Definition 5. Let $\mathrm{H}^{1}: \mathcal{K}_{h} \times\{0,1\}^{*} \rightarrow\{0,1\}^{n}$ and $\mathrm{H}^{2}: \mathcal{K}_{h} \times\{0,1\}^{*} \rightarrow\{0,1\}^{n}$ be two $n$-bit keyed hash functions. We say that the double-block hash function $\mathrm{H}: \mathcal{K}_{h} \times \mathcal{K}_{h} \times\{0,1\}^{*} \rightarrow\{0,1\}^{2 n}$ defined in Eqn. (6.1) is good if it satisfies the following conditions:

- $\mathrm{H}^{1}$ is a family of $\epsilon_{\text {reg }}$-regular and $\epsilon_{\text {univ }}$-universal functions.
- $\mathrm{H}^{2}$ is a family of $\epsilon_{\text {reg }}$-regular and $\epsilon_{\text {univ }}$-universal functions.
- For every $M, M^{\prime} \in\{0,1\}^{*}$,

The first two conditions imply that the regular and universal advantages of both the hash functions should be negligible, whereas the last condition
indicates that the first hash output for any message cannot collide with the second hash output. Having defined the Two-Keyed-DbHtS construction, we now state and prove its security.

Theorem 11. Let $\mathcal{K}, \mathcal{K}_{h}$ and $\mathcal{M}$ be three non-empty finite sets. Let $\mathrm{E}: \mathcal{K} \times$ $\{0,1\}^{n} \rightarrow\{0,1\}^{n}$ be an $n$-bit block cipher. Let $\mathrm{H}^{1}: \mathcal{K}_{h} \times\{0,1\}^{*} \rightarrow\{0,1\}^{n}$ and $\mathrm{H}^{2}: \mathcal{K}_{h} \times\{0,1\}^{*} \rightarrow\{0,1\}^{n}$ be two $n$-bit keyed hash functions such that each is $\epsilon_{\text {reg-regular }}$ and $\epsilon_{\text {univ }}$-universal. Let $\mathrm{H}: \mathcal{K}_{h} \times \mathcal{K}_{h} \times\{0,1\}^{*} \rightarrow\{0,1\}^{2 n}$ be a good double-block hash function as defined in Eqn. (6.1). Then any computationally unbounded distinguisher making a total of q construction queries across all u users and a total of $p$ primitive queries to the block cipher E can distinguish $\mathrm{C}_{2}$ from an n-bit uniform random function with prf advantage

$$
\begin{aligned}
\operatorname{Adv}_{\mathrm{C}_{2}}^{\operatorname{mPRF}}(u, q, p, \ell) \leq & \frac{9 q^{4 / 3}}{8 \cdot 2^{n}}+\frac{3 q^{8 / 3}}{2 \cdot 2^{2 n}}+\frac{q^{2}}{2^{2 n}}+\frac{9 q^{7 / 3}}{8 \cdot 2^{2 n}}+\frac{8 q^{4}}{3 \cdot 2^{3 n}}+\frac{q}{2^{n}} \\
& +\frac{2 u^{2}}{2^{k_{h}+k}}+\frac{2 q^{2}}{2^{n+k}}+\frac{2 q p \epsilon_{\text {reg }}}{2^{k}}+\frac{q^{2} \epsilon_{\text {univ }}}{2^{n}}+\frac{2 q^{2} \epsilon_{\text {reg }}}{2^{k_{h}}} \\
& +3 q^{4 / 3} \epsilon_{\text {univ }}+\frac{q^{2} \epsilon_{\text {univ }}^{2}}{2}+\frac{2 q p}{2^{n+k}} .
\end{aligned}
$$

### 6.4. Proof of Theorem 11

We consider a computationally unbounded non-trivial deterministic distinguisher A that interacts with a pair of oracles in either the real world or the ideal world, described as follows: in the real world, A is given access to $u$ independent instances of $C_{2}$, i.e., to a tuple of $u$ oracles $\left(C_{2}\left[\left(L_{1}^{i}, L_{2}^{i}, K^{i}\right)\right]\right)_{i \in[u]}$, where each $\left(L_{1}^{i}, L_{2}^{i}\right)$ is independent of $\left(L_{1}^{j}, L_{2}^{j}\right), K^{i}$ is independent of $K^{j}$ and $\mathrm{E} \stackrel{\$}{\leftarrow} \mathrm{BC}\left(\mathcal{K},\{0,1\}^{n}\right)$ is an ideal block cipher. Additionally, A has access to the oracle $E^{ \pm}$, underneath the construction $C_{2}$. In the ideal world, $A$ is given access to (i) a tuple of $u$ independent random functions $\left(\mathrm{RF}_{1}, \ldots, \mathrm{RF}_{u}\right)$, where each $\operatorname{RF}_{i}$ is the random function over $\{0,1\}^{*}$ to $\{0,1\}^{n}$ that can be equivalently described as a procedure that returns an $n$-bit uniform string on input of any arbitrary message, and (ii) the oracle $\mathrm{E}^{ \pm}$, where $\mathrm{E} \stackrel{\$}{\leftarrow} \mathrm{BC}\left(\mathcal{K},\{0,1\}^{n}\right)$ is an ideal block cipher, sampled independently of the sequence of $u$ independent random functions. In both worlds, the first oracle is called the construction oracle and the latter, the ideal cipher oracle. Using the ideal cipher oracle, a distinguisher A can evaluate any query $x$ under its chosen key J. A query to the construction oracle is called a construction query and to that of the ideal cipher oracle is called an ideal cipher query. Note that A can make either forward (i.e. queries to E with a chosen key and input), or inverse (i.e. queries to $\mathrm{E}^{-1}$ with a chosen key and input) ideal cipher queries. The ideal oracle is depicted in Fig.s 6.1 and 6.2.

### 6.4.1. Description of the Ideal World

The ideal world consists of two phases: (i) the online and (ii) the offline phase. Before the game begins, we sample $u$ independent functions $f_{1}, f_{2}, \ldots, f_{u}$ uniformly at random from the set of all functions Func $\left(\{0,1\}^{*},\{0,1\}^{n}\right)$ that map an arbitrary-length string to an $n$-bit string. We also sample an $n$ bit block cipher E from the set of all block ciphers with a $k$-bit key and an $n$-bit input. In the online phase, when the distinguisher makes the $a^{\text {th }}$ construction query for the $i^{\text {th }}$ user $-M_{a}^{i}$ - to the construction oracle, it returns $T_{a}^{i} \leftarrow f_{i}\left(M_{a}^{i}\right)$. Similarly, if the distinguisher makes a forward (resp. inverse) primitive query with a chosen block cipher key $J$ and an input $x$ to the ideal cipher oracle, it returns $\mathrm{E}(J, x)$ (resp. $\mathrm{E}^{-1}(J, x)$ ). However, if any response of the construction queries is an all-zero string $0^{n}$, then the bad flag Bad-Tag is set to 1 and the game is aborted. After this interaction is over,

```
Online Phase of \(\mathcal{O}_{\text {ideal }}\)
    1: \(\quad \mathrm{E} \stackrel{\$}{\leftarrow}^{\$} \mathrm{BC}\left(\mathcal{K},\{0,1\}^{n}\right)\);
Construction Query:
    2: On \(a^{\text {th }}\) query of \(i^{\text {th }}\) user \(M_{a}^{i}\), return \(T_{a}^{i}{ }^{\Phi}\{0,1\}^{n}\);
    3: if \(\exists(i, a): T_{a}^{i}=\mathbf{0}\) then Bad-Tag \(\leftarrow 1\), \(\perp\);
```


## Primitive Query:

```
4: On \(j^{\text {th }}\) forward query with chosen key \(J^{j}\) and input \(u_{\alpha}^{j}\), return \(v_{\alpha}^{j} \leftarrow \mathrm{E}_{j j}\left(u_{\alpha}^{j}\right)\);
5: On \(j^{\text {th }}\) backward query with chosen key \(J^{j}\) and input \(v_{\alpha}^{j}\), return \(u_{\alpha}^{j} \leftarrow \mathrm{E}_{J^{j}}^{-1}\left(v_{\alpha}^{j}\right)\);
6: \(\quad \operatorname{Dom}\left(\mathrm{E}_{j j}\right) \leftarrow \operatorname{Dom}\left(\mathrm{E}_{J j}\right) \cup\left\{u_{\alpha}^{j}\right\}, \quad \operatorname{Ran}\left(\mathrm{E}_{j j}\right) \leftarrow \operatorname{Ran}\left(\mathrm{E}_{j j}\right) \cup\left\{v_{\alpha}^{j}\right\} ;\)
```

Figure 6.1.: Online Phase of the Ideal oracle \$: Boxed statements denote bad events. Whenever a bad event is set to 1 , the ideal oracle immediately aborts (denoted as $\perp$ ) and returns the remaining values of the transcript in an arbitrary manner. So, if the game aborts for some bad event, then its previous bad events must not have occurred.
the offline phase begins. In this phase, we sample $u$ pairs of dummy hash keys $\left(L_{1}^{i}, L_{2}^{i}\right)_{i \in[u]} \stackrel{\$}{\leftarrow} \mathcal{K}_{h} \times \mathcal{K}_{h}$ and $u$ dummy block cipher keys $\left(K^{i}\right)_{i \in[u]} \stackrel{\$}{\leftrightarrows} \mathcal{K}$, where $L_{1}^{i}$ (resp. $L_{2}^{i}$ ) is the left (resp. right) hash key for the $i^{\text {th }}$ user and $K^{i}$ is its block cipher key. If the block cipher key and a left (resp. right) hash key of the $i_{1}^{\text {th }}$ user collides with the block cipher key and left (resp. right) hash key of the $i_{2}^{\text {th }}$ user, then we set the flag BadK to 1 and abort the game. If the game
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is not aborted, then we can compute a pair of $2 n$-bit hash values $\left(\Sigma_{a}^{i}, \Theta_{a}^{i}\right)$ for all queries across $u$ users, where we often refer to $\Sigma_{a}^{i} \leftarrow H_{L_{1}^{i}}^{1}\left(M_{a}^{i}\right)$ as the left hash output and to $\Theta_{a}^{i} \leftarrow \mathrm{H}_{L_{2}^{i}}^{2}\left(M_{a}^{i}\right)$ as the right hash output for the $a^{\text {th }}$ query of the $i^{\text {th }}$ user.

Now, if the block cipher key of the $i^{\text {th }}$ user and the left hash or right hash output for its $a^{\text {th }}$ query collides with some chosen ideal cipher key and one of the corresponding inputs of the forward ideal cipher query, then we set the bad flag Bad1 to 1 and abort the game.

For the $i^{\text {th }}$ user, if the left or right hash outputs for two of its queries collide and the corresponding responses also collide with each other (i.e., $\Sigma_{a}^{i}=\Sigma_{b}^{i}, T_{a}^{i}=T_{b}^{i}$ ), then we consider it to be a bad event. Similarly, for a pair of users $i_{1}$ and $i_{2}$, if their left or right hash outputs collide with each other and the corresponding responses also collide with each other, then we again consider it to be a bad event. If at least one of the above bad events occurs, we set Bad2 to 1 and abort the game. We also set another flag Bad3 to 1 and abort the game if for the $i^{\text {th }}$ user, the number of the pairs of queries whose either left or right hash outputs collide with each other is at least $q_{i}^{2 / 3}$, where $q_{i}$ is the number of queries made by the $i^{\text {th }}$ user. Finally, we set the flag Bad4 to 1 if at least one of the following events holds: (a) for the $i^{\text {th }}$ user, two left hash outputs collide and their corresponding right hash outputs also collide, or (b) for the $i^{\text {th }}$ user, there exists a tuple of four query indices $a, b, c, d$ such that either (i) $\Sigma_{a}^{i}=\Sigma_{b}^{i}, \Theta_{b}^{i}=\Theta_{c}^{i}, \Sigma_{c}^{i}=\Sigma_{d}^{i}$ or (ii) $\Theta_{a}^{i}=\Theta_{b}^{i}, \Sigma_{b}^{i}=\Sigma_{c}^{i}, \Theta_{c}^{i}=\Theta_{d}^{i}$ holds. As the DbH function H is good, $\Sigma_{a}^{i}$ cannot collide with $\Theta_{b}^{i}$.

If the game is not aborted at this stage, then it follows that none of the bad events have occurred. All the query-response pairs belong to exactly one of the sets $\mathcal{Q}^{=}$or $\mathcal{Q}^{\neq}$as defined in lines 1 and 11 of Fig. 6.3, where $\mathcal{Q}^{=}$ is the set of all queries across all users such that the block cipher key of the $i^{\text {th }}$ user collides with an ideal cipher key, but none of its hash outputs collide with any ideal cipher query, and $\mathcal{Q}^{\neq}$is the set of all queries across all users such that the block cipher key of the $i^{\text {th }}$ user does not collide with any ideal cipher key. We also define two additional sets: $\mathcal{I}^{=}$and $\mathcal{I}^{\neq}$for $\mathcal{Q}^{=}$and $\mathcal{Q}^{\neq}$, where $\mathcal{I}^{=}$(resp. $\mathcal{I}^{\neq}$) is the set of all $i$ such that $(i, \star) \in \mathcal{Q}^{=}$ (resp. $(i, \star) \in \mathcal{Q}^{\neq}$). We partition $\mathcal{I}^{=}$into $r$ non-empty equivalence classes $\mathcal{I}_{1}^{=}, \mathcal{I}_{2}^{=}, \ldots, \mathcal{I}_{r}^{=}$based on the relation that the $i^{\text {th }}$ user-key $K^{i}$ collides with $J^{j}$ if and only if $i \in \mathcal{I}_{j}^{=}$. Similarly, we partition $\mathcal{I}^{\neq}$into $s$ equivalence classes based on the equivalence relation $i \sim j$ if and only if $K^{i}=K^{j}$. Now, for the $j^{\text {th }}$ equivalence class of $\mathcal{I}=$, we consider the tuple

$$
\widetilde{\Sigma}_{j}:=\bigcup_{i \in \mathcal{I}_{j}^{=}}\left\{\left(\Sigma_{1}^{i}, \Sigma_{2}^{i}, \ldots, \Sigma_{q_{i}}^{i}\right)\right\}, \quad \widetilde{\Theta}_{j}:=\bigcup_{i \in \mathcal{I}_{j}^{=}}\left\{\left(\Theta_{1}^{i}, \Theta_{2}^{i}, \ldots, \Theta_{q_{i}}^{i}\right)\right\} .
$$

Note that due to the event in line number 7.(b) (resp. 7.(d)) of Fig. 6.2, we

## Offline Phase of $\mathcal{O}_{\text {ideal }}$

1: $\left(L_{1}^{i}, L_{2}^{i}\right)_{i \in[u]} \stackrel{\$}{\stackrel{ }{*}} \mathcal{K}_{h} \times \mathcal{K}_{h} ;\left(K^{i}\right)_{i \in[u]} \stackrel{\$}{\stackrel{K}{*} \text {; } ; ~}$
2: if $\exists \mathrm{b} \in\{1,2\}$ and $i_{1}, i_{2} \in[u]$ such that $K^{i_{1}}=K^{i_{2}} \wedge L_{b}^{i_{1}}=L_{b}^{i_{2}}$;
3: then $\operatorname{BadK} \leftarrow 1$, $\perp$;
4: $\forall i \in[u], \forall a \in\left[q_{i}\right]: \quad\left(\Sigma_{a}^{i}, \Theta_{a}^{i}\right) \leftarrow\left(\mathrm{H}_{L_{1}^{i}}^{1}\left(M_{a}^{i}\right), \mathrm{H}_{L_{2}^{i}}^{2}\left(M_{a}^{i}\right)\right)$;
5: if one of the following holds:
(a) $\exists i \in[u], j \in[s], u[0]_{\alpha}^{j} \in \operatorname{Dom}\left(\mathrm{E}_{j j}\right)$, such that $K^{i}=J^{j} \wedge \Sigma_{a}^{i}=u[0]_{\alpha}^{j}$;
(b) $\exists i \in[u], j \in[s], u[1]_{\alpha}^{j} \in \operatorname{Dom}\left(\mathrm{E}_{j i}\right)$, such that $K^{i}=J^{j} \wedge \Theta_{a}^{i}=u[1]_{\alpha}^{j}$;

6: then Bad1 $\leftarrow 1$, $\perp$;
7: if one of the following holds:
(a) $\exists i \in[u], a, b \in\left[q_{i}\right]$, such that $\Sigma_{a}^{i}=\Sigma_{b}^{i} \wedge T_{a}^{i}=T_{b}^{i}$;
(b) $\exists i_{1}, i_{2} \in[u], a \in\left[q_{i_{1}}\right], b \in\left[q_{i_{2}}\right]$, such that $K^{i_{1}}=K^{i_{2}} \wedge \Sigma_{a}^{i_{1}}=\Sigma_{b}^{i_{2}}$;
(c) $\exists i \in[u], a, b \in\left[q_{i}\right]$, such that $\Theta_{a}^{i_{1}}=\Theta_{b}^{i_{1}} \wedge T_{a}^{i_{1}}=T_{b}^{i_{1}}$;
(d) $\exists i_{1}, i_{2} \in[u], a \in\left[q_{i_{1}}\right], b \in\left[q_{i_{2}}\right]$, such that $K^{i_{1}}=K^{i_{2}} \wedge \Theta_{a}^{i_{1}}=\Theta_{b}^{i_{2}}$;

8: then Bad2 $\leftarrow 1, \perp$;
9 : if one of the following holds:
(a) $\exists i \in[u]$, such that $\left|\left\{(a, b): \Sigma_{a}^{i}=\Sigma_{b}^{i}\right\}\right| \geq q_{i}^{2 / 3}$;
(b) $\exists i \in[u]$, such that $\left|\left\{(a, b): \Theta_{a}^{i}=\Theta_{b}^{i}\right\}\right| \geq q_{i}^{2 / 3}$;

10: then $\operatorname{Bad} 3 \leftarrow 1$, $\perp$;
11: if one of the following holds:
(a) $\exists i \in[u], a, b \in\left[q_{i}\right]$ such that $\Sigma_{a}^{i}=\Sigma_{b}^{i} \wedge \Theta_{a}^{i}=\Theta_{b}^{i}$;
(b) $\exists i \in[u], a, b, c, d \in\left[q_{i}\right]$ such that $\Sigma_{a}^{i}=\Sigma_{b}^{i} \wedge \Theta_{b}^{i}=\Theta_{c}^{i} \wedge \Sigma_{c}^{i}=\Sigma_{d}^{i}$;
(c) $\exists i \in[u], a, b, c, d \in\left[q_{i}\right]$ such that $\Theta_{a}^{i}=\Theta_{b}^{i} \wedge \Sigma_{b}^{i}=\Sigma_{c}^{i} \wedge \Theta_{c}^{i}=\Theta_{d}^{i}$;

12: then Bad4 $\leftarrow 1$, $\perp$;
13: go to subroutine 6.3;

Figure 6.2.: Offline Phase of the Ideal oracle $\$$ : Boxed statements denote bad events. Whenever a bad event is set to 1 , the ideal oracle immediately aborts (denoted as $\perp$ ) and returns the remaining values of the transcript in an arbitrary manner. So, if the game aborts for some bad event, then we may assume that the previous bad events have not occurred.

```
Offline Phase of \(\mathcal{O}_{\text {ideal, }}\) Sampling Phase
    \(1: \mathcal{Q}^{=}:=\left\{(i, a) \in[u] \times\left[q_{i}\right]: \exists j \in[s], K^{i}=J^{j}, \Sigma_{a}^{i} \notin \operatorname{Dom}\left(\mathrm{E}_{j}\right), \Theta_{a}^{i} \notin \operatorname{Dom}\left(\mathrm{E}_{J^{j}}\right)\right\} ;\)
    2: \(\mathcal{I}^{=}:=\left\{i \in[u]:(i, \star) \in \mathcal{Q}^{=}\right\}=\mathcal{I}_{1}^{=} \sqcup \mathcal{I}_{2}^{=} \sqcup \ldots \sqcup \mathcal{I}_{r}^{=} ; \quad / / i \in \mathcal{I}_{j}^{=} \Leftrightarrow K^{i}=J^{j}\)
    3: \(\forall j \in[r]: \widetilde{\Sigma^{j}}=\bigcup_{i \in \mathcal{I}_{j}^{-}}\left\{\left(\Sigma_{1}^{i}, \Sigma_{2}^{i}, \ldots, \Sigma_{q_{i}}^{i}\right)\right\}, \widetilde{\Theta^{j}}=\bigcup_{i \in \mathcal{I}_{j}^{-}}\left\{\left(\Theta_{1}^{i}, \Theta_{2}^{i}, \ldots, \Theta_{q_{i}}^{i}\right)\right\} ;\)
4: \(\forall j \in[r]\) do the following steps:
5: \(\quad \forall i \in \mathcal{I}_{j}^{=}\)let \(\Sigma_{a}^{i}\) be not fresh in \(\left(\Sigma_{1}^{i}, \Sigma_{2}^{i}, \ldots, \Sigma_{q_{i}}^{i}\right)\);
6: if \(\Sigma_{a}^{i} \notin \operatorname{Dom}\left(E_{j j}\right)\),
            then \(\Psi\left(\Sigma_{a}^{i}\right) \leftarrow Z_{1, a}^{i}{ }^{\$}\{0,1\}^{n} \backslash \operatorname{Ran}\left(\mathrm{E}_{j j}\right), \quad Z_{2, a}^{i} \leftarrow Z_{1, a}^{i} \oplus T_{a}^{i}\);
    else \(Z_{1, a}^{i} \leftarrow \Psi\left(\Sigma_{a}^{i}\right), \quad Z_{2, a}^{i} \leftarrow Z_{1, a}^{i} \oplus T_{a}^{i} ;\)
    if \(Z_{2, a}^{i} \in \operatorname{Ran}\left(\mathrm{E}_{j i}\right)\) then Bad-Samp \(\leftarrow 1\), \(\perp\);
    else \(\operatorname{Dom}\left(\mathrm{E}_{j j}\right) \leftarrow \operatorname{Dom}\left(\mathrm{E}_{j j}\right) \cup\left\{\left(\Sigma_{a}^{i}, \Theta_{a}^{i}\right)\right\}\),
    \(\operatorname{Ran}\left(\mathrm{E}_{j j}\right) \leftarrow \operatorname{Ran}\left(\mathrm{E}_{j j}\right) \cup\left\{\left(\mathrm{Z}_{a}^{i}, \mathrm{Z}_{a}^{i} \oplus T_{a}^{i}\right)\right\} ;\)
10: \(\quad \forall(i, a) \in \mathcal{Q}^{=}: \Psi\left(\Sigma_{a}^{i}\right) \leftarrow Z_{1, a}^{i}, \Psi\left(\Theta_{a}^{i}\right) \leftarrow Z_{2, a}^{i}\);
11: \(\quad \mathcal{Q}^{\neq:=\left\{(i, a) \in[u] \times\left[q_{i}\right]: \forall j \in[s], K^{i} \neq j^{j}\right\} ; ~}\)
12: \(\mathcal{I}^{\neq}:=\left\{i \in[u]:(i, \star) \in \mathcal{Q}^{\neq}\right\}=\mathcal{I}_{1}^{\neq} \cup \mathcal{I}_{2}^{\neq} \cup . . . \cup \mathcal{I}_{r^{\prime}}^{\neq} \quad / / i \in \mathcal{I}_{j}^{\neq} \Leftrightarrow K^{i}=K^{j}\)
\({ }^{13}: \forall j \in\left[r^{\prime}\right]: f_{j}:=\) distinct number of elements in the tuple \(\widetilde{\Sigma_{j}} \cup \widetilde{\Theta_{j}}\);
\({ }^{14}: \quad \forall j \in\left[r^{\prime}\right]:\left(Z_{1, a}^{i}, Z_{2, a}^{i}\right)_{i \in \mathcal{I}_{j}^{*}, a \in\left[q_{i}\right]}{ }^{\$} \mathcal{S}_{j}\),
    \(\mathcal{S}_{j}:=\left\{\left(Q_{a}^{i}, R_{a}^{i}\right)_{i \in \mathcal{I}_{j}^{\neq}, a \in\left[q_{i}\right]} \in\left(\{0,1\}^{n}\right)^{\left(\mathcal{F}_{j}\right)}: Q_{a}^{i} \oplus R_{a}^{i}=T_{a}^{i}\right\} ;\)
```

15: $\forall j \in\left[r^{\prime}\right]:$ do the following steps:
16: $\quad \operatorname{Dom}\left(\mathrm{E}_{J}\right) \leftarrow \operatorname{Dom}\left(\mathrm{E}_{J}\right) \cup\left\{\left(\Sigma_{a}^{i}, \Theta_{a}^{i}\right): i \in \mathcal{I}_{j}^{\neq}, a \in\left[q_{i}\right]\right\} ;$
$\operatorname{Ran}\left(\mathrm{E}_{J}\right) \leftarrow \operatorname{Ran}\left(\mathrm{E}_{J}\right) \cup\left\{\left(\mathrm{Z}_{1, a}^{i}, Z_{2, a}^{i}\right): i \in \mathcal{I}_{j}^{\neq}, a \in\left[q_{i}\right]\right\} ;$
17: $\forall(i, a) \in \mathcal{Q}^{\neq}: \Psi\left(\Sigma_{a}^{i}\right) \leftarrow Z_{1, a}^{i}, \Psi\left(\Theta_{a}^{i}\right) \leftarrow Z_{2, a}^{i}$;
18: return $\left(\sum_{a}^{i}, \Theta_{a}^{i}, Z_{1, a}^{i}, Z_{2, a}^{i}\right)_{(i, a) \in[u] \times\left[q_{i}\right]} ;$

Figure 6.3.: Offline Phase of the Ideal oracle \$, where we sample the output of the hash values.
have $\Sigma_{a}^{i_{1}} \neq \Sigma_{b}^{i_{2}}$ (resp. $\Theta_{a}^{i_{1}} \neq \Theta_{b}^{i_{2}}$ ) for $i_{1}, i_{2} \in \mathcal{I}_{j}^{=}$and $a \in\left[q_{i_{1}}\right], b \in\left[q_{i_{2}}\right]$. If $\Sigma_{a}^{i}$ is not fresh in the tuple $\left(\Sigma_{1}^{i}, \Sigma_{2}^{i}, \ldots, \Sigma_{q_{i}}^{i}\right)$ for some $(i, a) \in \mathcal{I}_{j}^{=} \times\left[q_{i}\right]$ and the output of $\Sigma_{a}^{i}$ has not been sampled yet, then we sample the its output $Z_{1, a}^{i}$ from outside the range of $\mathrm{E}_{J^{j}}$ and set the output of $\Theta_{a}^{i}$ as the xor of $Z_{a}^{i}$ and
$T_{a}^{i}$ (see line 6 of Fig. 6.3). Otherwise, we set the output of $\Sigma_{a}^{i}$ to the already defined element and adjust the output of the other hash value accordingly (see line 7 of Fig. 6.3). Note that in the latter case, we do not sample the output. In the above adjustment, if the output of $\Theta_{a}^{i}$ happens to collide with any previously sampled output, then we set flag Bad-Samp to 1 and abort the game (see line 8 of Fig. 6.3). This event cannot hold for the real oracle, as $\Theta_{a}^{i}$ is fresh in $\left(\Theta_{1}^{i}, \Theta_{2}^{i}, \ldots, \Theta_{q_{i}}^{i}\right)$ for $i \in \mathcal{I}_{j}^{=}$and $a \in\left[q_{i}\right]$. If the above flag is not set to 1 , then the sampling for the output of $\Sigma_{a}^{i}$, where $(i, a) \in \mathcal{Q}^{=}$ preserves permutation compatibility. Finally, for all other $(i, a) \in \mathcal{Q}^{\neq}$, we sample $Z_{1, a}^{i}$ and $Z_{2, a}^{i}$ such that $Z_{1, a}^{i} \oplus Z_{2, a}^{i}=T_{a}^{i}$.

### 6.4.2. Attack Transcript

We summarize here, the interaction between the distinguisher and the challenger in a transcript. The set of all construction queries for $u$ instances are summarized in a transcript $\tau_{c}=\tau_{c}^{1} \cup \tau_{c}^{2} \cup \ldots \cup \tau_{c}^{u}$, where $\tau_{c}^{i}=\left\{\left(M_{1}^{i}, T_{1}^{i}\right), \ldots,\left(M_{q_{i}}^{i}, T_{q_{i}}^{i}\right)\right\}$ denotes the query-response transcript generated from the $i^{\text {th }}$ instance of the construction. Moreover, we assume that A has chosen $s$ distinct ideal cipher keys $J^{1}, \ldots, J^{s}$ such that it makes $p_{j}$ ideal cipher queries to the block cipher with the chosen key $J^{j}$. We summarize the ideal cipher queries in a transcript $\tau_{p}=\tau_{p}^{1} \cup \tau_{p}^{2} \cup \ldots \cup \tau_{p}^{s}$, where $\tau_{p}^{j}=\left\{\left(u_{1}^{j}, v_{1}^{j}\right), \ldots,\left(u_{p_{j}}^{j}, v_{p_{j}}^{j}\right), J^{j}\right\}$ denotes the transcript of the ideal cipher queries when the chosen ideal cipher key is $J^{j}$. We assume that A makes $q_{i}$ construction queries for the $i^{\text {th }}$ instance and $p_{j}$ ideal cipher queries (including forward and inverse queries) with chosen ideal cipher key $J^{j}$. We also assume that the total number of construction queries across $u$ instances is $q$, i.e., $q=\left(q_{1}+\ldots+q_{u}\right)$ and the total number of ideal cipher queries is $p=\left(p_{1}+\ldots+p_{s}\right)$. Since $A$ is non-trivial, none of the transcripts contain any duplicate elements.

We modify the experiment by releasing internal information to $A$ after it has finished its interaction but has not yet output the decision bit. In the real world, we reveal all the keys ( $L_{1}^{i}, L_{2}^{i}, K^{i}$ ) for all $u$ instances used in the construction. In the ideal world, we sample them uniformly at random from their respective key spaces and reveal them to the distinguisher. Once the keys are revealed to the distinguisher, A can compute ( $\Sigma_{a}^{i}, \Theta_{a}^{i}, \Psi\left(\Sigma_{a}^{i}\right), \Psi\left(\Theta_{a}^{i}\right)$ ), where the function $\Psi$, defined for the ideal world, is given in Fig. 6.3, whereas for the real world, we define $\Psi$ as follows:

$$
\Psi\left(\Sigma_{a}^{i}\right)=\mathrm{E}_{K^{i}}\left(\Sigma_{a}^{i}\right), \quad \Psi\left(\Theta_{a}^{i}\right)=\mathrm{E}_{K^{i}}\left(\Theta_{a}^{i}\right) .
$$

Therefore, each transcript $\tau_{i}^{c}$ is now modified to include the corresponding intermediate input-output values for the $i^{\text {th }}$ instance of the construction.

Thus,
$\tau_{c}^{i}=\left\{\left(M_{1}^{i}, T_{1}^{i}, \Sigma_{1}^{i}, \Theta_{1}^{i}, \Psi\left(\Sigma_{1}^{i}\right), \Psi\left(\Theta_{1}^{i}\right)\right), \ldots,\left(M_{q_{i^{\prime}}}^{i} T_{q_{i^{\prime}}}^{i} \Sigma_{q_{i^{\prime}}}^{i} \Theta_{q_{i^{\prime}}}^{i} \Psi\left(\Sigma_{q_{i}}^{i}\right), \Psi\left(\Theta_{q_{i}}^{i}\right)\right)\right\}$.
In all the following, the complete construction query transcript is

$$
\tau_{c}=\bigcup_{i=1}^{u} \tau_{c}^{i}
$$

and the complete transcript is $\tau=\tau_{c} \cup \tau_{p}$. The modified experiment only makes the distinguisher more powerful and hence the distinguishing advantage of $A$ in this experiment is no less than its distinguishing advantage in the former.

Therefore, to prove the security of the construction using the coeffients-H technique (Theorem 1), we need to identify the set of bad transcripts and compute an upper bound for their probability in the ideal world. Then we find a lower bound for the ratio of the real to ideal interpolation probability for a good transcript. We have already identified the bad transcripts in Fig.s 6.1, 6.2 and 6.3. Therefore, it only remains to bound the probability of bad transcripts in the ideal world and provide a lower bound for the ratio of the real to ideal interpolation probability for a good transcript. Having explained the coeffients-H technique in the view of our construction, it follows that for each $i \in[u], \mathrm{C}_{2}\left[\mathrm{E},\left(L_{1}^{i}, L_{2}^{i}\right), K^{i}\right] \mapsto \tau_{c}^{i}$ denotes the following:

1. $\Sigma_{a}^{i}=\left(\mathrm{H}_{L_{1}^{i}}^{1}\left(M_{a}^{i}\right)\right), \Theta_{a}^{i}=\left(\mathrm{H}_{L_{2}^{i}}^{2}\left(M_{a}^{i}\right)\right)$,
2. $\mathrm{E}_{K^{i}}\left(\Sigma_{a}^{i}\right)=\Psi\left(\Sigma_{a}^{i}\right), \mathrm{E}_{K^{i}}\left(\Theta_{a}^{i}\right)=\Psi\left(\Theta_{a}^{i}\right)$, and
3. $\mathrm{E}_{K^{i}}\left(\Sigma_{a}^{i}\right) \oplus \mathrm{E}_{K^{i}}\left(\Theta_{a}^{i}\right)=T_{a}^{i}$.

### 6.4.3. Bounding the Probability of Bad Transcripts

We call a transcript $\tau=\left(\tau_{c}, \tau_{p}\right)$ bad if at least one of the flags is set to 1 during the generation of the transcript in Fig.s 6.1, 6.2 and 6.3. Recall that Bad-Tag $\subseteq \Theta$ is the set of all attainable bad transcripts and GoodT $=$ $\Theta \backslash$ Bad-Tag is the set of all attainable good transcripts. We bound the probability of bad transcripts in the ideal world as follows.

Lemma 18. Let $\tau=\left(\tau_{c}, \tau_{p}\right)$ be any attainable transcript. Let $\mathrm{X}_{\mathrm{id}}$ and $\Theta_{\mathrm{b}}$ be defined as above. Then

$$
\begin{aligned}
\operatorname{Pr}\left[\mathrm{X}_{\mathrm{id}} \in \operatorname{Bad}-\mathrm{Tag}\right] \leq & \frac{q}{2^{n}}+\frac{2 u^{2}}{2^{k_{h}+k}}+\frac{2 q p \epsilon_{\mathrm{reg}}}{2^{k}}+\frac{q^{2} \epsilon_{\text {univ }}}{2^{n}}+\frac{2 q^{2} \epsilon_{\mathrm{reg}}}{2^{k_{h}}} \\
& +3 q^{4 / 3} \epsilon_{\text {univ }}+\frac{q^{2} \epsilon_{\text {univ }}^{2}}{2}+\frac{2 q p}{2^{n+k}}+\frac{2 q^{2}}{2^{n+k}} .
\end{aligned}
$$

Proof. Using the union bound, we write

$$
\begin{equation*}
\operatorname{Pr}\left[\mathrm{X}_{\mathrm{id}} \in \mathrm{Bad}-\operatorname{Tag}\right] \leq \operatorname{Pr}[\text { Bad-Tag }]+\operatorname{Pr}[\text { BadK }]+\sum_{i=1}^{4} \operatorname{Pr}[\text { Badi }]+\operatorname{Pr}[\text { Bad-Samp }] \tag{6.2}
\end{equation*}
$$

We individually bound each bad event and then use Eqn. (6.2) to derive the result. In the subsequent analysis, we assume that $\left|\mathcal{K}_{h}\right|=k_{h}$ and $|\mathcal{K}|=k$.

## Bounding Event Bad-TAG

$\triangleright$ Bounding B.13: For a fixed choice of indices, the probability of the event can be bound by $1 / 2^{n}$ as the outputs of the construction queries are sampled uniformly and independently of other random variables. Therefore, by summing over all possible choices of indices, we have

$$
\begin{equation*}
\operatorname{Pr}[\text { Bad }-\operatorname{Tag}] \leq \frac{q}{2^{n}} \tag{6.3}
\end{equation*}
$$

## Bounding Event BadK

$\triangleright$ Bounding BadK.1: For a fixed choice of indices, the probability of the event can be bound by $1 / 2^{k_{h}+k}$ as the event $K^{i_{1}}=K^{i_{2}}$ is independent of $L_{b}^{i_{1}}=L_{b}^{i_{2}}$ for each $b \in\{1,2\}$. Therefore, summing over all possible choices of indices, we have

$$
\begin{equation*}
\operatorname{Pr}[\operatorname{BadK}] \leq \frac{2 u^{2}}{2^{k_{h}+k}} \tag{6.4}
\end{equation*}
$$

## Bounding Event Bad1 $\mid \overline{\text { BadK }}$

We say that the event Bad1 \| BadK holds if either of the events defined in line 5.(a) or in line 5.(b) of Fig. 6.2 holds. We refer to the event defined in line 5.(a) as B. 11 and refer to the event defined in line 5.(b) as B. 12
 by the regular advantage of the hash function $\mathrm{H}_{L_{1}^{i}}^{1}$. As the hash key $L_{1}^{i}$ is independent of the block cipher key $K^{i}$, we have

$$
\begin{align*}
\operatorname{Pr}[\mathrm{B} .11 \mid \overline{\mathrm{BadK}}] & \leq \sum_{\substack{i \in[u] \\
a \in\left[q_{i}\right]}} \sum_{\substack{j \in[s] \\
\alpha \in\left[p_{j}\right]}} \operatorname{Pr}\left[K^{i}=J^{j}\right] \cdot \operatorname{Pr}\left[\Sigma_{a}^{i}=u[0]_{\alpha}^{j}\right] \\
& =\sum_{\substack{\left.i \in[u] \\
a \in\left[q_{i}\right]\right], \beta \in\left[p_{j}\right]}} \sum_{\substack{j \in[s]}} \epsilon_{\text {reg }} \cdot \frac{1}{2^{k}} \stackrel{(1)}{\leq} \frac{q p \epsilon_{\text {reg }}}{2^{k}} \tag{6.5}
\end{align*}
$$

where (1) holds due to the fact that $\left(q_{1}+\ldots+q_{u}\right)=q$ and $\left(p_{1}^{2}+\ldots+p_{s}^{2}\right) \leq$ $p^{2}$.
$\triangleright$ Bounding B. $12 \mid \overline{\text { BadK: With an identical argument, one can show that the }}$ probability of the event $B .12$ can be bounded by $\frac{q p \epsilon_{\text {reg }}}{2^{k}}$, i.e.,

$$
\begin{equation*}
\operatorname{Pr}[\mathrm{B} .12 \mid \overline{\mathrm{BadK}}] \leq \frac{q p \epsilon_{\mathrm{reg}}}{2^{k}} . \tag{6.6}
\end{equation*}
$$

Therefore, combining Eqn. (6.5) and Eqn. (6.6), we have

$$
\begin{equation*}
\operatorname{Pr}[\operatorname{Bad} 1 \mid \overline{\mathrm{BadK}}]=\operatorname{Pr}[\mathrm{B} .11|\overline{\mathrm{BadK}} \vee \mathrm{~B} .12| \overline{\mathrm{BadK}}] \leq \frac{2 q p \epsilon_{\mathrm{reg}}}{2^{k}} \tag{6.7}
\end{equation*}
$$

Bounding Event Bad2 $\mid \overline{\text { BadK }}$
We say that the event Bad2 $\mid \overline{\text { BadK }}$ holds if either of the events defined in line 7.(a) or in line 7.(b) or line 7.(c) or in line 7.(d) of Fig. 6.2 holds. We refer to the event defined in line 7.(a) as B.21, in line 7.(b) as B.22, in line 7.(c) as B. 23 and finally in line 7.(d) as B. 24
$\triangleright$ Bounding B. 21 BadK: For a fixed choice of indices, we analyze the probability of the event

$$
\Sigma_{a}^{i}=\Sigma_{b}^{i} \wedge T_{a}^{i}=T_{b}^{i}
$$

Due to independence of the hash key $L_{1}^{i}$ and $T_{a}^{i}$, the probability of this joint event can be bound by the universal property of the $\mathrm{H}^{1}$ hash function and the randomness of $T_{a}^{i}$. Therefore,

$$
\begin{equation*}
\operatorname{Pr}[\mathrm{B} .21 \mid \overline{\mathrm{BadK}}] \leq \sum_{i \in[u], a, b \in\left[q_{i}\right]} \operatorname{Pr}\left[\Sigma_{a}^{i}=\Sigma_{b}^{i} \wedge T_{a}^{i}=T_{b}^{i}\right] \leq \frac{q^{2} \epsilon_{\mathrm{univ}}}{2^{n+1}} \tag{6.8}
\end{equation*}
$$

$\triangleright$ Bounding B. 22 | BadK: We bound the event given BadK, i.e. even if the block cipher keys for users $i_{1}$ and $i_{2}$ collide, their corresponding hash keys, i.e., $L_{1}^{i_{1}}$ and $L_{2}^{i_{2}}$ do not collide. Given this event, for a fixed choice of indices, we bound $\Sigma_{a}^{i_{1}}=\Sigma_{b}^{i_{2}}$ using the regular property of the hash function $\mathrm{H}^{1}$ with the randomness of the hash key $L_{1}^{i_{1}}$. Moreover, the first event is independent of the second event and can thus be bound exactly by $2^{-k_{h}}$. Therefore,

$$
\begin{equation*}
\operatorname{Pr}[\mathrm{B} .22 \mid \overline{\mathrm{BadK}}] \leq \sum_{\substack{i_{1}, i_{2} \in[u] \\ a \in\left[q_{1}\right], b \in\left[q_{i_{2}}\right]}} \epsilon_{\mathrm{reg}} \cdot \frac{1}{2^{k_{h}}} \leq \frac{q^{2} \epsilon_{\mathrm{reg}}}{2^{k_{h}}} \tag{6.9}
\end{equation*}
$$

$\triangleright$ Bounding B. $23 \mid \overline{\text { BadK }}$ and B. $24 \mid \overline{\text { BadK: Bounding B. } 23 \mid \overline{B a d K} \text { and }}$ B. $24 \mid \overline{\text { BadK }}$ is identical to bounding B. $21 \mid \overline{\text { BadK }}$ and B. $22 \mid \overline{\text { BadK }}$ respectively. Hence,

$$
\begin{equation*}
\operatorname{Pr}[\mathrm{B} .23 \mid \overline{\mathrm{BadK}}] \leq \frac{q^{2} \epsilon_{\mathrm{univ}}}{2^{n+1}}, \quad \operatorname{Pr}[\mathrm{~B} .24 \mid \overline{\mathrm{BadK}}] \leq \frac{q^{2} \epsilon_{\mathrm{reg}}}{2^{k_{h}}} . \tag{6.10}
\end{equation*}
$$

Therefore, combining Eqn. (6.8)-Eqn. (6.10),

$$
\begin{align*}
\operatorname{Pr}[\mathrm{Bad} 2 \mid \overline{\mathrm{BadK}}] \leq & \operatorname{Pr}[\mathrm{B} .21 \mid \overline{\mathrm{BadK}}]+\operatorname{Pr}[\mathrm{B} .22 \mid \overline{\mathrm{BadK}}]+\operatorname{Pr}[\mathrm{B} .23 \mid \overline{\mathrm{BadK}}]+ \\
& \operatorname{Pr}[\mathrm{B} .24 \mid \overline{\mathrm{BadK}}] \leq \frac{q^{2} \epsilon_{\text {univ }}}{2^{n}}+\frac{2 q^{2} \epsilon_{\text {reg }}}{2^{k_{h}}} . \tag{6.11}
\end{align*}
$$

Bounding Event Bad3 \| $\overline{\text { BadK }}$
We say that the event Bad3 \| BadK holds if either of the events defined in line 9.(a) or in line 9.(b) of Fig. 6.2 holds. We refer to the event defined in line 9.(a) as B. 31 and in line 9.(b) as B. 32
 For a fixed choice of indices, we define an indicator random variable $\mathbb{I}_{a, b}^{i}$ which takes the value 1 if $\Sigma_{a}^{i}=\Sigma_{b}^{i}$, and 0 otherwise. Let $\mathbb{I}^{i}=\sum_{a, b} \mathbb{I}_{a, b}^{i}$. By linearity of expectation,

$$
\mathbf{E}\left[\mathbb{I}^{i}\right]=\sum_{a, b} \mathbf{E}\left[\mathbb{I}_{a, b}^{i}\right]=\sum_{a, b} \operatorname{Pr}\left[\Sigma_{a}^{i}=\Sigma_{b}^{i}\right] \leq \frac{q_{i}^{2} \epsilon_{\mathrm{univ}}}{2}
$$

Now,

$$
\begin{align*}
\operatorname{Pr}[\mathrm{B} .31 \mid \overline{\mathrm{BadK}}] & \leq \sum_{i \in[u]} \operatorname{Pr}\left[\left|\left\{(a, b) \in\left[q_{i}\right]^{2}: \Sigma_{a}^{i}=\Sigma_{b}^{i}\right\}\right| \geq q_{i}^{2 / 3}\right] \\
& =\sum_{i=1}^{u} \operatorname{Pr}\left[\mathbb{I}^{i} \geq q_{i}^{2 / 3}\right] \stackrel{(1)}{=} \sum_{i=1}^{u} \frac{q_{i}^{2} \epsilon_{\mathrm{univ}}}{2 q_{i}^{2 / 3}} \leq \frac{q^{4 / 3} \epsilon_{\mathrm{univ}}}{2} \tag{6.12}
\end{align*}
$$

where (1) holds due to the Markov inequality.
Similar to B. $31 \mid \overline{\text { BadK, }}$, we bound B. $32 \mid \overline{\text { BadK }}$ as follows:

$$
\begin{equation*}
\operatorname{Pr}[\mathrm{B} .32 \mid \overline{\mathrm{BadK}}] \leq \frac{q^{4 / 3} \epsilon_{\mathrm{univ}}}{2} \tag{6.13}
\end{equation*}
$$

Therefore, combining Eqn. (6.12) and Eqn. (6.13), we have

$$
\begin{equation*}
\operatorname{Pr}[\operatorname{Bad} 3 \mid \overline{\operatorname{BadK}}]=\operatorname{Pr}[\mathrm{B} .31|\overline{\operatorname{BadK}} \vee \mathrm{~B} .32| \overline{\mathrm{BadK}}] \leq q^{4 / 3} \epsilon_{\text {univ }} \tag{6.14}
\end{equation*}
$$

Bounding Event Bad4 $\mid \overline{\text { BadK }}$
We say that the event Bad4 \| $\overline{\text { BadK }}$ holds if either of the events defined in line 11.(a) or in line 11.(b) or in line 11.(c) of Fig. 6.2 holds. We refer to the event defined in line 11.(a) as B.41, line 11.(b) as B. 42 and in line 11.(c) as B. 43 .
$\triangleright$ Bounding B. 41 | BadK: Due to independence of the hash key $L_{1}^{i}$ and $L_{2}^{i}$, for a fixed choice of indices, the probability of this joint event can be
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bound by the universal property of the individual hash functions $\mathrm{H}^{1}$ and $\mathrm{H}^{2}$. Therefore, varying over all possible choices of indices, we have

$$
\begin{align*}
\operatorname{Pr}[\text { B. } 41 \mid \overline{\mathrm{BadK}]} & \leq \sum_{\substack{i \in[u] \\
a, b \in\left[q_{i}\right]}} \operatorname{Pr}\left[\Sigma_{a}^{i}=\Sigma_{b}^{i} \wedge \Theta_{a}^{i}=\Theta_{b}^{i}\right] \\
& =\sum_{\substack{i \in[u] \\
a, b \in\left[q_{i}\right]}} \operatorname{Pr}\left[\Sigma_{a}^{i}=\Sigma_{b}^{i}\right] \cdot \operatorname{Pr}\left[\Theta_{a}^{i}=\Theta_{b}^{i}\right] \\
& \leq \frac{q^{2} \epsilon_{\mathrm{univ}}^{2}}{2} \tag{6.15}
\end{align*}
$$

$\triangleright$ Bounding B. $42 \mid \overline{\text { BadK }}$ and B. $43 \mid \overline{\text { BadK }}$ : We first bound the event B. $42 \mid \overline{\mathrm{BadK}}$. We bound this event given $\overline{\mathrm{B} .31}$. This results in the fact that for a fixed $i \in[u]$, the number of quadruples $(a, b, c, d)$ such that $\Sigma_{a}^{i}=\Sigma_{b}^{i}, \Sigma_{c}^{i}=\Sigma_{d}^{i}$ holds is at $\operatorname{most} q_{i}^{4 / 3}$. For a fixed choice of such quadruples, the event $\Theta_{b}^{i}=\Theta_{c}^{i}$ holds with probability at most $\epsilon_{\text {univ }}$ due to the universal property of the hash function $\mathrm{H}^{2}$. Therefore,

$$
\begin{equation*}
\operatorname{Pr}[\mathrm{B} .42 \mid \overline{\mathrm{B} .31} \wedge \overline{\mathrm{BadK}}] \leq \sum_{i \in[u]} q_{i}^{4 / 3} \epsilon_{\text {univ }} \leq q^{4 / 3} \epsilon_{\text {univ }} \tag{6.16}
\end{equation*}
$$

Similar to B. 42 , we bound B. 43 as follows:

$$
\begin{equation*}
\operatorname{Pr}[\mathrm{B} .43 \mid \overline{\mathrm{B} .31} \wedge \overline{\mathrm{BadK}}] \leq q^{4 / 3} \epsilon_{\text {univ }} . \tag{6.17}
\end{equation*}
$$

Combining Eqn. (6.15), Eqn. (6.16) and Eqn. (6.17), we have

$$
\begin{equation*}
\operatorname{Pr}[\operatorname{Bad} 4 \mid \overline{\mathrm{BadK}}] \leq \frac{q^{2} \epsilon_{\text {univ }}^{2}}{2}+2 q^{4 / 3} \epsilon_{\text {univ }} \tag{6.18}
\end{equation*}
$$

Bounding Event Bad-Samp | $\overline{\text { BadK }}$
We consider bounding this event as a union of several events, namely for a fixed $i \in[u], j \in[s]$ and $a \in\left[q_{i}\right]$, we define

$$
\mathrm{BS}_{i, j, a}:=K^{i}=J^{j} \wedge Z_{a}^{i} \oplus T_{a}^{i} \in \operatorname{Ran}\left(\mathrm{E}_{j j}\right) .
$$

Then we say that the event Bad-Samp $\mid \overline{\text { BadK }}$ holds if there exists an $i \in[u]$ and $j \in[s]$ such that $\mathrm{BS}_{i, j, a}$ holds, where $Z_{a}^{i} \stackrel{\$}{\leftarrow}\{0,1\}^{n} \backslash \operatorname{Ran}\left(\mathrm{E}_{j j}\right)$. We first fix an index $j \in[s]$, which determines $\mathcal{I}_{j}^{=}$, an index $i \in \mathcal{I}_{j}^{=}$and $a \in\left[q_{i}\right]$. For this choice of indices, the probability that $K^{i}=J^{j} \wedge Z_{1, a}^{i} \oplus T_{a}^{i} \in \operatorname{Ran}\left(\mathrm{E}_{j j}\right)$ holds is at most $2^{-(k+n)} \cdot\left(p_{j}+q_{j}\right)$. This is due to the fact that the cardinality of $\operatorname{Ran}\left(\mathrm{E}_{j j}\right)$ is bounded above by $\left(p_{j}+q_{j}\right)$, where $q_{j}$ is the number of tuples $\left(\Sigma_{a}^{i}, \Theta_{a}^{i}\right)_{i \in \mathcal{I}_{j}=, a \in\left[q_{i}\right]}$ which have been added into the set $\operatorname{Dom}\left(\mathrm{E}_{j j}\right)$ such that
$K^{i}=J^{j}$. Moreover, as the event $K^{i}=J^{j}$ is independent of $Z_{1, a}^{i} \oplus T_{a}^{i} \in$ $\operatorname{Ran}\left(\mathrm{E}_{J^{j}}\right)$, by taking the union bound, we have

$$
\begin{equation*}
\operatorname{Pr}[\text { Bad-Samp }] \leq \sum_{j=1}^{s} \sum_{i \in \mathcal{I}_{j}^{=}} \sum_{a \in\left[q_{i}\right]} \frac{1}{2^{k}} \cdot \frac{p_{j}+q_{j}}{2^{n}-\left(p_{j}+q_{j}\right)} \leq \frac{2 q p+2 q^{2}}{2^{n+k}} \tag{6.19}
\end{equation*}
$$

Note that the number of choices for $(i, a)$ is at most $q$ and the number of choices for $j$ is $s$. Thus, summing over all possible choices of $(i, j, a)$ and by assuming $p_{j} \leq p$ and $p \leq 2^{n-1}$ gives Eqn. (6.19).

Finally, the result follows combining Eqn.s (6.3)-(6.19).

### 6.4.4. Analysis of Good Transcripts

In this section, we compute a lower bound for the ratio of the real to ideal interpolation probability for a good transcript. We first consider the set of transcripts $\mathcal{Q}^{=}$. For each $j \in[s]$ and for each $i \in \mathcal{I}_{j}^{=}$, we consider the sequence

$$
\widetilde{\Sigma}^{i}:=\left(\Sigma_{1}^{i}, \Sigma_{2}^{i}, \ldots, \Sigma_{q_{i}}^{i}\right), \widetilde{\Theta}^{i}:=\left(\Theta_{1}^{i}, \Theta_{2}^{i}, \ldots, \Theta_{q_{i}}^{i}\right) .
$$

From this sequence, we construct a bipartite graph $G_{i}$, where the nodes in one partition represent values $\Sigma_{a}^{i}$ and the nodes in other, $\Theta_{a}^{i}$; an edge connects the nodes $\Sigma_{a}^{i}$ and $\Theta_{a}^{i}$. If $\Sigma_{a}^{i}=\Sigma_{b}^{i}$, then we merge the corresponding nodes into a single node, and similarly for $\Theta_{a}^{i}=\Theta_{b}^{i}$. This allows us to break the graph into $w_{i}$ components. As the transcript is good, it is easy to see that each component is acyclic and contains a path of length at most 3. Let $v_{i}$ be the total number of nodes of the graph $G_{i}$. Similar to $\mathcal{Q}^{=}$, we consider $\mathcal{Q}^{\neq}$. For each $j \in\left[r^{\prime}\right]$ and for each $i \in \mathcal{I}_{j}^{\neq}$, consider the sequence

$$
\widetilde{\Sigma}^{i}:=\left(\Sigma_{1}^{i}, \Sigma_{2}^{i}, \ldots, \Sigma_{q_{i}}^{i}\right), \widetilde{\Theta}^{i}:=\left(\Theta_{1}^{i}, \Theta_{2}^{i}, \ldots, \Theta_{q_{i}}^{i}\right)
$$

Similar to $G_{i}$, we construct a bipartite graph $H_{i}$, one of whose partitions represents the nodes corresponding to $\Sigma_{a}^{i}$ and the other, the nodes corresponding to $\Theta_{a}^{i}$; an edge connects the nodes corresponding to $\Sigma_{a}^{i}$ and $\Theta_{a}^{i}$. If two nodes represent the same values, we merge them into a single node. Let $w_{i}^{\prime}$ be the number of components of $H_{i}$ and $v_{i}^{\prime}$ be the total number of vertices. Then for a good transcript $\tau=\left(\tau_{c}, \tau_{p}\right)$, realizing $\tau$ is almost as likely in the real world as in the ideal world:

Lemma 19 (Good Lemma). Let $\tau=\left(\tau_{c}, \tau_{p}\right) \in$ GoodT be a good transcript. Let $\mathrm{X}_{\mathrm{re}}$ and $\mathrm{X}_{\mathrm{id}}$ be defined as above. Then

$$
\frac{\operatorname{Pr}\left[\mathrm{X}_{\mathrm{re}}=\tau\right]}{\operatorname{Pr}\left[\mathrm{X}_{\mathrm{id}}=\tau\right]} \geq 1-\frac{9 q^{4 / 3}}{8 \cdot 2^{n}}-\frac{3 q^{8 / 3}}{2 \cdot 2^{2 n}}-\frac{q^{2}}{2^{2 n}}-\frac{9 q^{7 / 3}}{8 \cdot 2^{2 n}}-\frac{8 q^{4}}{3 \cdot 2^{3 n}}
$$

Proof. We are now ready to calculate the real interpolation probability. For this, we must bound the total number of input-output pairs on which the block cipher E - with different keys - is executed. As the transcript releases the $2 k_{h}$-bit hash keys and the $k$-bit block cipher key for each user, it contributes to a term $2^{-\left(2 k_{h}+k\right)}$ in the real interpolation probability calculation. Now, for each $j \in[r]$, the block cipher E with key $J^{j}$ is evaluated on a total of

$$
p_{j}+\sum_{i \in \mathcal{I}_{j}^{=}} v_{i}
$$

input-output pairs. For the remaining ideal cipher keys, with which none of the users' block cipher keys have collided, we have $p_{j}$ input-output pairs, which are fixed due to the evaluation of the block cipher with those ideal cipher keys. Moreover, for each $j \in\left[r^{\prime}\right]$, the block cipher E is evaluated on a total of $\sum_{i \in \mathcal{I}_{j}^{\neq}} v_{i}^{\prime}$ input-output pairs with key $K^{j}$. Summarizing the above,

$$
\begin{align*}
\operatorname{Pr}\left[\mathrm{X}_{\mathrm{re}}=\tau\right]= & \prod_{i=1}^{u} \frac{1}{2^{2 k_{h}+k}} \cdot\left(\prod_{j=1}^{r} \frac{1}{\left.\left(2^{n}\right)_{p_{j}+} \sum_{i \in \mathcal{I}_{j}^{=}} v_{i}\right)}\right) \\
& \cdot \prod_{j \in[s] \backslash[r]} \frac{1}{\left.\left(2^{n}\right)_{p_{j}}\right)} \cdot\left(\prod_{j=1}^{r^{\prime}} \frac{1}{\left.\left(2^{n}\right)_{i \in \mathcal{I}_{j}^{\prime}} v_{i}^{\prime}\right)}\right) . \tag{6.20}
\end{align*}
$$

Ideal Interpolation Probability: The term $\prod_{i=1}^{u} 2^{-n q_{i}}$, which is contributed to the ideal interpolation probability due to the sampling of responses of the adversarial query, samples $2 k_{h}$-bit hash keys and $k$-bit block cipher keys for all $u$ users. For each $j \in[r]$, and for each $i \in \mathcal{I}_{j}^{=}$, we construct the graph $G_{i}$ as defined above. It is easy to see that for each $j \in[r]$ and for each $i \in \mathcal{I}_{j}^{=}$, the graph $G_{i}$ good. Next, for each $j \in[r]$ and for each $i \in \mathcal{I}_{j}^{=}$, we sample the value of a node for each component of the graph $G_{i}$. Hence, for $j \in[r]$, the total number of sampled points is

$$
p_{j}+\sum_{i \in \mathcal{I}_{j}^{=}} w_{i}
$$

Moreover, for each $j \in[s] \backslash[r]$, the total number of sample points is $p_{j}$. Subsequently, we consider the set of transcripts $\mathcal{Q}^{\neq}$. For each $j \in\left[r^{\prime}\right]$, and for each $i \in \mathcal{I}_{j}^{\neq}$, we construct the graph $H_{i}$ as defined above, and compute the set $\mathcal{S}_{j}$ for each $j \in\left[r^{\prime}\right]$ as defined in line 14 of Fig. 6.3 (which is defined
as the number of tuples $\left(Q_{a}^{i}, R_{a}^{i}\right)$ such that $Q_{a}^{i} \oplus R_{a}^{i}=T_{a}^{i}$ for all $i \in \mathcal{I}_{j}^{\neq}$and for all $a \in\left[q_{i}\right]$. In summary,

$$
\begin{array}{r}
\operatorname{Pr}\left[\mathrm{X}_{\mathrm{id}}=\tau\right]=\prod_{i=1}^{u} \frac{1}{2^{n q_{i}}} \cdot \prod_{i=1}^{u} \frac{1}{2^{2 k_{h}+k}} \cdot\left(\prod_{j=1}^{r} \frac{1}{\left.\left(2^{n}\right)_{p_{j}+} \sum_{i \in \mathcal{I}_{j}} w_{i}\right)}\right) \\
\cdot \prod_{j \in[s] \backslash[r]} \frac{1}{\left.\left(2^{n}\right)_{p_{j}}\right)} \cdot\left(\prod_{j=1}^{r^{\prime}} \frac{1}{\left|\mathcal{S}_{j}\right|}\right) . \tag{6.21}
\end{array}
$$

Calculation of the ratio: By plugging in the value of $\left|\mathcal{S}_{j}\right|$ from Lemma 17 into Eqn. (6.21) and then taking the ratio of Eqn. (6.20) to Eqn. (6.21), we
have

$$
\begin{aligned}
& \mathrm{p}(\tau)=\prod_{i=1}^{u} 2^{n q_{i}} \cdot \prod_{j=1}^{r} \frac{\left(2^{n}\right)_{p_{j}+} \sum_{i \in \mathcal{I}_{\bar{j}}^{\prime}} w_{i}}{\left(2^{n}\right)_{p_{j}+} \sum_{i \in \mathcal{I}_{\bar{j}}^{-}} v_{i}} \cdot \prod_{j=1}^{r^{\prime}} \frac{\left|\mathcal{S}_{j}\right|}{\left(2^{n}\right) \sum_{i \in \mathcal{I}_{j}^{-}} v_{i}^{\prime}} \\
& =\prod_{i=1}^{u} 2^{n q_{i}} \cdot \prod_{j=1}^{r} \frac{1}{\left(2^{n}-p_{j}-\sum_{i \in \mathcal{I}_{j}^{=}} w_{i}\right) \sum_{i \in \overline{\mathcal{I}}_{\bar{j}}=}\left(v_{i}-w_{i}\right)} \\
& \left(2^{n} \sum_{\sum v_{i}^{\prime}}\left(1-\epsilon_{j}\right)\right. \\
& \left.\cdot \prod_{j=1}^{r^{\prime}} \frac{\sum_{i \in \mathcal{I}_{j}^{\neq}} v_{i} \cdot\left(1-\epsilon_{j}\right)}{\sum_{i \in \mathcal{I}_{j}^{\neq}} v_{i}^{\prime} \cdot 2}\left(\begin{array}{l}
n \cdot \sum_{i \in \mathcal{I}_{j}^{\neq}}\left(v_{i}^{\prime}-w_{i}^{\prime}\right)
\end{array}\right)\right) \\
& =\prod_{i=1}^{u} 2^{n q_{i}} \cdot \prod_{j=1}^{r} \frac{1}{\left(2^{n}-p_{j}-\sum_{i \in \mathcal{I}_{\bar{j}}^{-}} w_{i}\right) \sum_{i \in \overline{\mathcal{I}}_{\bar{j}}^{=}}\left(v_{i}-w_{i}\right)} \\
& \cdot \prod_{j=1}^{r^{\prime}} \frac{1}{\left(\begin{array}{c}
n \cdot \sum_{i \in \mathcal{I}_{j}^{\prime}}\left(v_{i}^{\prime}-w_{i}^{\prime}\right)
\end{array}\right)} \cdot \prod_{j=1}^{r^{\prime}}\left(1-\epsilon_{j}\right)
\end{aligned}
$$

$$
\begin{aligned}
& \geq\left(1-\sum_{j=1}^{r^{\prime}} \epsilon_{j}\right) \\
& \geq 1-\sum_{j=1}^{r^{\prime}} \sum_{i \in \mathcal{I}_{j}^{\neq}}\left(\frac{9\left(q^{\mathrm{c}}\right)_{i}^{2}}{8 \cdot 2^{n}}+\frac{3 q_{i}^{c} q_{i}^{2}}{2 \cdot 2^{2 n}}+\frac{q_{i}^{2}}{2^{2 n}}+\frac{9\left(q^{\mathrm{c}}\right)_{i}^{2} q_{i}}{8 \cdot 2^{2 n}}+\frac{8 q_{i}^{4}}{3 \cdot 2^{3 n}}\right)
\end{aligned}
$$

$$
\begin{aligned}
& \geq 1-\sum_{j=1}^{r^{\prime}} \sum_{i \in \mathcal{I}_{j}^{\neq}}\left(\frac{9 q_{i}^{4 / 3}}{8 \cdot 2^{n}}+\frac{3 q_{i}^{8 / 3}}{2 \cdot 2^{2 n}}+\frac{q_{i}^{2}}{2^{2 n}}+\frac{9 q_{i}^{7 / 3}}{8 \cdot 2^{2 n}}+\frac{8 q_{i}^{4}}{3 \cdot 2^{3 n}}\right) \\
& \geq 1-\left(\frac{9 q^{4 / 3}}{8 \cdot 2^{n}}+\frac{3 q^{8 / 3}}{2 \cdot 2^{2 n}}+\frac{q^{2}}{2^{2 n}}+\frac{9 q^{7 / 3}}{8 \cdot 2^{2 n}}+\frac{8 q^{4}}{3 \cdot 2^{3 n}}\right),
\end{aligned}
$$

since $q_{i}^{c} \leq q_{i}^{2 / 3}$ for all $i \in \mathcal{I}_{j}^{\neq}$such that $j \in\left[r^{\prime}\right]$. Note that for each $j \in[r]$, $\sum_{i \in \mathcal{I}_{j}^{-}}\left(v_{i}-w_{i}\right)$ denotes the total number of edges in the graph $\bigcup_{i \in \mathcal{I}_{j}^{-}} G_{i}$, which is $\sum_{i \in \mathcal{I}_{j}^{=}} q_{i}$. Similarly, for each $j \in\left[r^{\prime}\right], \sum_{i \in \mathcal{I}_{j}^{\neq}}\left(v_{i}^{\prime}-w_{i}^{\prime}\right)$ denotes the total number of edges in the graph $\bigcup_{i \in \mathcal{I}_{j}^{\neq}} H_{i}$, which is $\sum_{i \in \mathcal{I}_{j}^{\neq}} q_{i}$.

### 6.5. Instantiation of the Two-Keyed-DbHtS with PolyHash

PolyHash [37, 31, 131] is a very efficient algebraic hash function. For a fixed natural number $n$, it first samples an $n$-bit key $L$ uniformly at random from $\{0,1\}^{n}$. To apply this function on a message $M \in\{0,1\}^{*}$, we first apply an injective padding function $10^{*}$ (i.e. append a bit 1 followed by a minimum number of zeroes to the message $M$ so that the total number of bits in the padded message becomes a multiple of $n$ ). Let the padded message be $M^{*}=M_{1}\left\|M_{2}\right\| \ldots \| M_{l}$, where $l$ is the number of $n$-bit blocks in it. Then, we define the PolyHash function as follows:

$$
\mathrm{PH}\left(L, M^{*}\right):=M_{1} \cdot L^{l} \oplus M_{2} \cdot L^{l-1} \oplus \ldots \oplus M_{l} \cdot L,
$$

where $l$ is the number of blocks of $M$. If the size of the message $M$ is a multiple of $n$, then we do not apply the padding function and apply the PolyHash function on the message $M$ itself as follows:

$$
\mathrm{PH}(L, M)=M_{1} \cdot L^{l} \oplus M_{2} \cdot L^{l-1} \oplus \ldots \oplus M_{l} \cdot L .
$$

In both equations, the multiplications are defined in the field GF $\left(2^{n}\right)$. Then PolyHash [108] is $\ell / 2^{n}$-regular, $\ell / 2^{n}$-axu and $\ell / 2^{n}$-universal, where $\ell$ is the maximum number of message blocks (the proof of the lemma is related to a result on the number of distinct roots of a polynomial):

Lemma 20. Let PH be the PolyHash function as defined above. Then PH is $\ell / 2^{n-}$ regular, $\ell / 2^{n}$-almost-xor universal and $\ell / 2^{n}$-universal.

Proof. We first compute the regular advantage of the hash function. Clearly, $\mathrm{PH}(L, M)=\Delta$ is a polynomial in $L$ with constant term $\Delta$ with degree at most $\ell . \operatorname{PH}(L, M) \oplus \Delta$ is a non-zero polynomial and hence, $\epsilon_{\text {reg }}=\ell / 2^{n}$, where $\ell$ is the maximum number of message blocks amongst all $q$ messages, as the maximum number of roots for the polynomial $\mathrm{PH}(L, M) \oplus \Delta$ is $\ell$. Moreover, for any two distinct messages $M$ and $M^{\prime}, \mathrm{PH}(L, M) \oplus \mathrm{PH}\left(L, M^{\prime}\right) \oplus \Delta$ is a non-zero polynomial in $L$ with degree at most $\ell$, and hence the maximum number of roots this polynomial can have is $\ell$. Therefore, the almost-xoruniversal advantage of PH is $\ell / 2^{n}$.
From Lemma 20, a simple corollary immediately follows:
Corollary 3. Let fix ${ }_{b}(\mathrm{PH})$ be the variant of the PolyHash function in which the least significant bit of the $n$-bit output of the function is fixed to bit $b$. Then, $\mathrm{fix}_{b}(\mathrm{PH})$ is a $2 \ell / 2^{n}$-regular, $2 \ell / 2^{n}$-almost-xor universal and $2 \ell / 2^{n}$-universal hash function.

We now define the PolyHash-based double-block hash function, (PH-DbH function):

$$
\begin{equation*}
\operatorname{PH}-\mathrm{DbH}\left(L_{1}, L_{2}, M\right):=(\underbrace{\mathrm{fix}_{0}\left(\mathrm{PH}\left(L_{1}, M\right)\right)}_{H_{L_{1}}^{1}}, \underbrace{\mathrm{fix}\left(\mathrm{PH}\left(L_{2}, M\right)\right)}_{H_{L_{2}}^{2}}) . \tag{6.22}
\end{equation*}
$$

Thus, two independent instances of the PolyHash function keyed with two independent keys $L_{1}$ and $L_{2}$ are applied separately to a message $M$, and the least significant bit of their output is replaced with bits 0 and 1 respectively. The PolyHash-based DbHtS construction can now be defined directly from the Two-Keyed-DbHtS construction as follows: encrypt fix $\left(\operatorname{PH}\left(K_{1}, M\right)\right)$ and fix $_{1}\left(\mathrm{PH}\left(K_{2}, M\right)\right)$ through a block cipher $\mathrm{E}_{K}$ and xor the result together to produce the output. An algorithmic description of the construction is shown in Fig. 6.4. Clearly, the PH-DbH function is a good double-block hash function

```
\(\mathrm{PH}-\mathrm{DbHtS}\left(K_{1}, K_{2}, K, M\right) \quad \mathrm{PH}(L, M)\)
    1: \(\quad \Sigma=\operatorname{fix}_{0}\left(\mathrm{PH}\left(K_{1}, M\right)\right)\); \(\quad\) : \(\quad M_{1}\|\ldots\| M_{\ell}{ }^{n}{ }^{n} M \| 10^{*}\);
    2: \(\quad \Theta=\operatorname{fix}_{1}\left(\operatorname{PH}\left(K_{2}, M\right)\right) ; \quad 2: \quad Y=M_{1} \cdot L^{\ell} \oplus M_{2} \cdot L^{\ell-1} \oplus \cdots \oplus M_{\ell} \cdot L\);
    3: \(\quad T=\mathrm{E}_{K}(\Sigma) \oplus \mathrm{E}_{K}(\Theta) ; \quad\) return \(Y\);
    return \(T\);
```

Figure 6.4.: The $\mathrm{PH}-\mathrm{DbHtS}$ construction with $\mathrm{PH}-\mathrm{DbH}$ as the underlying doubleblock hash function. $M_{1}\left\|M_{2}\right\| \ldots\left\|M_{\ell} \stackrel{n}{\leftarrow} M\right\| 10^{*}$ denotes the parsing of message $M \| 10^{*}$ into $n$ bit strings.
as the individual hash functions $\mathrm{H}^{1}$ and $\mathrm{H}^{2}$ are both $2 \ell / 2^{n}$-regular and universal. Furthermore, for a randomly chosen pair of keys $L_{1}, L_{2}$, and for any pair of messages $M, M^{\prime} \in\{0,1\}^{*}$,

$$
\operatorname{Pr}\left[\mathrm{fix}_{0}\left(\operatorname{PH}\left(L_{1}, M\right)\right)=\mathrm{fix}_{1}\left(\operatorname{PH}\left(L, M^{\prime}\right)\right)\right]=0 .
$$

Therefore, combining the Corollary 3 with Theorem 11, we derive the following security of PolyHash-based DbHtS (for the sake of brevity, we write $\Pi$ to denote the $\mathrm{PH}-\mathrm{DbHtS}$ construction):

Theorem 12. Let $\mathcal{K}$ be a non-empty finite set. Let $E: \mathcal{K} \times\{0,1\}^{n} \rightarrow\{0,1\}^{n}$ be an $n$-bit block cipher and $\mathrm{PH}-\mathrm{DbH}:\left(\{0,1\}^{n} \times\{0,1\}^{n}\right) \times\{0,1\}^{*} \rightarrow\left(\{0,1\}^{n}\right)^{2}$ be the PolyHash-based double-block hash function as defined above. Then any computationally unbounded distinguisher making a total of q construction queries across all $u$ users such that each queried message is at most $\ell$ blocks long with $\ell \leq 2^{n-2}$ and a total of $p$ primitive queries to the block cipher E can distinguish $\Pi$ from an $n$-bit uniform random function with advantage

$$
\begin{aligned}
& \operatorname{Adv}_{\Pi}^{\mathrm{mPRF}}(u, q, p, \ell) \leq \frac{9 q^{4 / 3}}{8 \cdot 2^{n}}+\frac{3 q^{8 / 3}}{2 \cdot 2^{2 n}}+\frac{q^{2}}{2^{2 n}}+\frac{9 q^{7 / 3}}{8 \cdot 2^{2 n}}+\frac{8 q^{4}}{3 \cdot 2^{3 n}}+\frac{q}{2^{n}} \\
& \quad+\frac{2 u^{2}}{2^{n+k}}+\frac{4 q p \ell}{2^{n+k}}+\frac{4 q^{2} \ell}{2^{2 n}}+\frac{4 q^{2} \ell}{2^{n+k}}+\frac{8 q^{4 / 3} \ell}{2^{n}}+\frac{4 q^{2} \ell^{2}}{2^{2 n}}+\frac{2 q p}{2^{n+k}}+\frac{2 q^{2}}{2^{n+k}} .
\end{aligned}
$$

Remark 5. We would like to mention that the definition of the PolyHash function used in this chapter is different from that used in [83]. Nevertheless, one can also establish the 3n/4-bit multi-user security of the PolyHash-based DbHtS construction with the PolyHash function used in [83].

### 6.6. Summary

In this chapter, we have shown that the Two-Keyed DbHtS construction is multi-user secure up to $2^{3 n / 4}$ queries in the ideal cipher model. As an instantiation of the result, we have shown that Polyhash-based DbHtS provides $3 n / 4$-bit multi-user security in the ideal cipher model. Combining it with the generic result on the attack complexity of DbHtS makes the bound tight. However, we cannot apply this result to analyze the security of 2K-SUM-ECBC, 2K-PMAC_Plus and 2K-LightMAC_Plus. This is because their underlying DbH functions are based on block ciphers, and our proof technique does not support analysis of their security in the ideal cipher model as the underlying DbH function of these constructions is built from block ciphers. We believe that proving $3 n / 4$-bit security of the DbHtS construction based on block cipher-based double-block hash functions needs a careful study.

## 7. Conclusion

Various designs of message authentication codes that possess beyond the birthday bound security were detailed in this work.

Chapter I proposed a nonce-based, block cipher-based construction nEHtM (nonce-based Enhanced Hash-then-Mask), which is $2 n / 3$-bit secure when the nonce is respected. It also introduced a concept of faulty nonces and showed that the security of nEHtM degrades gracefully with the number of faulty nonces. Chapter 2 proposed a permutation-based MAC dubbed PDMMAC (Permutation-based Davies-Meyer MAC) and its variants, thus obtaining pseudorandom functions from PRPs. It proved $2 n / 3$-bit tight security for these constructions. In continuation, chapter 3 proposed the pEDM (permutation-based Encrypted Davies-Meyer) MAC, which is an inversefree permutation-based MAC with a single instance of the permutation. This construction was shown to possess tight $2 n / 3$-bit security. Next, chapter 4 proposed another permutation-based construction called the p-DbHtS (permutation-based Double-block Hash-then-Sum), which also has tight $2 n / 3$-bit security. Chapter 5 continued exploration of the DbHtS construction, proving tight $3 n / 4$-bit security of the block cipher-based DbHtS in the multi-user setting. It also described a PolyHash-based instantiation of the construction with the same security.

Furthermore, this work also extended Patarin's Mirror Theory with some new theorems, as well as other results such as multicollision theorems, variants of the sum-capture lemma and other counting results.
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## Appendices

## Appendix A. A Simple Result on Probability

In this section, we recall two simple probability results from [67] that shall prove useful in the proof of security of the pEDM construction (4).

Proposition 4. Let $\widetilde{Q}=\left(\mathcal{Q}_{1}, \ldots, \mathcal{Q}_{s+1}\right)$ be an $(s+1)$-tuple of ordered pairs such that for $j \in[s+1], \mathcal{Q}_{j}:=\left(\left(x_{1}^{j}, y_{1}^{j}\right), \ldots,\left(x_{q_{j}}^{j}, y_{q_{j}}^{j}\right)\right)$. Moreover, for each $j, j^{\prime} \in$ $[s+1]$, Let $\operatorname{Dom}\left(\mathcal{Q}_{j}\right) \cap \operatorname{Dom}\left(\mathcal{Q}_{j^{\prime}}\right)=\phi$ and $\operatorname{Ran}\left(\mathcal{Q}_{j}\right) \cap \operatorname{Ran}\left(\mathcal{Q}_{j^{\prime}}\right)=\phi$. Therefore, $\mathfrak{X}=\left(\operatorname{Dom}\left(\mathcal{Q}_{1}\right), \ldots, \operatorname{Dom}\left(\mathcal{Q}_{s+1}\right)\right)$ and $\mathfrak{Y}=\left(\operatorname{Ran}\left(\mathcal{Q}_{1}\right), \ldots, \operatorname{Ran}\left(\mathcal{Q}_{s+1}\right)\right)$ are two disjoint collections of finite sets such that for each $j \in[s+1],\left|\operatorname{Dom}\left(\mathcal{Q}_{j}\right)\right|=$ $\left|\operatorname{Ran}\left(\mathcal{Q}_{j}\right)\right|=q_{j}$. Then,

$$
\begin{array}{r}
\operatorname{Pr}\left[\pi \stackrel{\$}{\left.\stackrel{S}{P} \operatorname{Perm}(n): \mathfrak{X} \backslash \operatorname{Dom}\left(\mathcal{Q}_{s+1}\right) \xrightarrow{\pi} \mathfrak{Y} \backslash \operatorname{Ran}\left(\mathcal{Q}_{s+1}\right) \mid \pi \longrightarrow \mathcal{Q}_{s+1}\right]}\right. \\
=\frac{1}{\left(N-q_{s+1}\right)_{q_{1}+\ldots+q_{s}}} .
\end{array}
$$

Setting $s=1$ in the above proposition gives the following simple corollary:
Corollary 4. For two sets $\mathcal{Q}_{1}=\left(\left(x_{1}^{1}, y_{1}^{1}\right), \ldots,\left(x_{q_{1}}^{1}, y_{q_{1}}^{1}\right)\right)$ of cardinality $q_{1}$ and $\mathcal{Q}_{2}=\left(\left(x_{1}^{2}, y_{1}^{2}\right), \ldots,\left(x_{q_{2}}^{2}, y_{q_{2}}^{2}\right)\right)$ of cardinality $q_{2}$ such that $\operatorname{Dom}\left(\mathcal{Q}_{1}\right) \cap \operatorname{Dom}\left(\mathcal{Q}_{2}\right)=$ $\phi$ and $\operatorname{Ran}\left(\mathcal{Q}_{1}\right) \cap \operatorname{Ran}\left(\mathcal{Q}_{2}\right)=\phi$,

$$
\operatorname{Pr}\left[\pi \stackrel{\$}{\left.\stackrel{\operatorname{Perm}}{ }(n): \pi \longrightarrow \mathcal{Q}_{1} \mid \pi \longrightarrow \mathcal{Q}_{2}\right]=\frac{1}{\left(N-q_{2}\right)_{q_{1}}} . . . . . .} .\right.
$$

## Appendix B. Variants of the Sum Capture Lemma

In this section, we state a few variants of the sum capture lemma [6] used in [52]. Informally stated, the result bounds the value

$$
\mu(\mathcal{A}):=\max _{\mathcal{B}, \mathcal{C} \subseteq \operatorname{GF}\left(2^{n}\right)}|\{(a, b, c) \in \mathcal{A} \times \mathcal{B} \times \mathcal{C}: a=b \oplus c\}|
$$

by at most $q|\mathcal{B}||\mathcal{C}| / 2^{n}$ (except in cases with negligible probability of occurrence), when choosing a random subset $\mathcal{A}$ of $\operatorname{GF}\left(2^{n}\right)$ (or more generally, of any abelian group). Chen et al. [52] proved the result in a different setting, in which $\mathcal{A}$ arises from the interaction of an adversary with a random permutation $\pi(\mathcal{A}=x \oplus y:(x, y) \in \mathcal{Q}$, where $\mathcal{Q}$ is the transcript of interaction between the adversary and the permutation). We present here, a similar lemma.
Let us first recall some results in Fourier analysis over $\mathbb{Z}_{2}^{n}$ of size $q=2^{n}$.
Notation. Given a subset $\mathcal{S} \subset\{0,1\}^{n}$, the characteristic function of $\mathcal{S}$ is the function $\mathbb{I}_{\mathcal{S}}:\{0,1\}^{n} \rightarrow\{0,1\}$ such that $\mathbb{I}_{\mathcal{S}}(s)=1$ if and only if $s \in \mathcal{S}$. Given two real-valued functions $f, g:\{0,1\}^{n} \rightarrow \mathbb{R}$, the inner product of $f$ and $g$ is given by

$$
\langle f, g\rangle=\mathbf{E}[f g]=\frac{1}{2^{n}} \sum_{x \in\{0,1\}^{n}} f(x) g(x),
$$

and the convolution of $f$ and $g$ is given by

$$
(f \star g)(x)=\sum_{y \in\{0,1\}^{n}} f(y) g(x \oplus y), \forall x \in\{0,1\}^{n} .
$$

For $\alpha \in\{0,1\}^{n}$, the character associated with $\alpha$ is the function

$$
\chi_{\alpha}:\{0,1\}^{n} \rightarrow\{+1,-1\}, x \longrightarrow(-1)^{\alpha \cdot x} .
$$

$\chi_{0}$ is called the principal character and all other $\chi_{\alpha}(\neq 1)$ for $\alpha \neq 0$ are called non-principal characters. For $\alpha \in\{0,1\}^{n}$, we define the $\alpha^{\text {th }}$ Fourier coefficient of a real-valued function $f:\{0,1\}^{n} \rightarrow \mathbb{R}$ as

$$
\widehat{f}(\alpha):=\left\langle f, \chi_{\alpha}\right\rangle=\frac{1}{2^{n}} \sum_{x \in\{0,1\}^{n}} f(x)(-1)^{\alpha \cdot x} .
$$

The coefficient corresponding to $\alpha=0$ is called the principal Fourier coefficient and all other coefficients are non-principal Fourier coefficients. Note that the principal Fourier coefficient for a characteristic function $\mathbb{I}_{\mathcal{S}}$ of a set $\mathcal{S}$ is

$$
\widehat{\mathbb{I}}_{\mathcal{S}}(0)=\frac{|\mathcal{S}|}{2^{n}} .
$$

Having defined the necessary notations, one may now recall the following three important results for functions $f, g:\{0,1\}^{n} \rightarrow \mathbb{R}$, a constant $\alpha \in$ $\{0,1\}^{n}$ and a set $\mathcal{S} \subseteq\{0,1\}^{n}$ :

$$
\begin{align*}
\sum_{x \in\{0,1\}^{n}} f(x) g(x) & =2^{n} \sum_{\alpha \in\{0,1\}^{n}} \widehat{f}(\alpha) \widehat{g}(\alpha),  \tag{B.1}\\
(\widehat{f \star g})(\alpha) & =2^{n} \widehat{f}(\alpha) \widehat{g}(\alpha),  \tag{B.2}\\
\sum_{\alpha \in\{0,1\}^{n}}\left|\widehat{\mathbb{I}}_{\mathcal{S}}(\alpha)\right|^{2} & =\frac{|\mathcal{S}|}{2^{n}} . \tag{B.3}
\end{align*}
$$

Finally, note the following two definitions of parameters associated with $\mathcal{Q}$ :

$$
\begin{aligned}
\Phi_{\alpha, \beta}(\mathcal{Q}) & :=2^{2 n}\left|\widehat{\mathbb{I}}_{\mathcal{Q}}(\alpha, \beta)\right|=\left|\sum_{(x, y) \in \mathcal{Q}}(-1)^{\alpha \cdot x \oplus \beta \cdot y}\right| \\
\Phi(\mathcal{Q}) & :=\max _{\alpha \neq 0, \beta \neq 0} \Phi_{\alpha, \beta}(\mathcal{Q}) .
\end{aligned}
$$

We are now ready to state our sum-capture lemma:
Lemma 21. Let $\operatorname{RF} \in \operatorname{Func}\left(\{0,1\}^{n}\right)$ and D be a probabilistic distinguisher that makes $q$ adaptive queries to RF. Let $\mathcal{Q}=\left(\left(x_{1}, y_{1}\right), \ldots,\left(x_{q}, y_{q}\right)\right)$ denote the transcript of interaction of D with RF. For any two subsets $\mathcal{U}$ and $\mathcal{V}$ of $\{0,1\}^{n}$, let

$$
\mu(\mathcal{Q}, \mathcal{U}, \mathcal{V})=|\{((x, y), u, v) \in \mathcal{Q} \times \mathcal{U} \times \mathcal{V}: x \oplus u=y \oplus v\}|
$$

Then assuming $9 n \leq q \leq 2^{n} / 2$,

$$
\begin{equation*}
\underset{\operatorname{RF}, \omega}{\operatorname{Pr}}\left[\exists \mathcal{U}, \mathcal{V} \subseteq\{0,1\}^{n}: \mu(\mathcal{Q}, \mathcal{U}, \mathcal{V}) \geq \frac{q|\mathcal{U}||\mathcal{V}|}{2^{n}}+3 \sqrt{n q|\mathcal{U}||\mathcal{V}|}\right] \leq \frac{2}{2^{n}} \tag{B.4}
\end{equation*}
$$

where the probability is over random choices of RF and random coins $\omega$ of D .
Proof. To bound $\mu(\mathcal{Q}, \mathcal{U}, \mathcal{V})$, consider the following two sets: $\mathcal{N}=\mathcal{U} \times$ $\mathcal{V}=\{(u, v): u \in \mathcal{U}, v \in \mathcal{V}\}$ and $\mathcal{K}=\left\{(k, k): k \in\{0,1\}^{n}\right\}$. Note that $((x, y), u, v) \in \mathcal{Q} \times \mathcal{U} \times \mathcal{V}$ if and only if $\exists k \in\{0,1\}^{n}$ such that $(x, y) \oplus$ $(u, v)=(k, k)$. Therefore,

$$
\begin{aligned}
\mu(\mathcal{Q}, \mathcal{U}, \mathcal{V}) & =\sum_{(x, y) \in\left(\{0,1\}^{n}\right)^{2}} \sum_{(u, v) \in\left(\{0,1\}^{n}\right)^{2}} \mathbb{I}_{\mathcal{Q}}(x, y) \mathbb{I}_{\mathcal{N}}(u, v) \mathbb{I}_{\mathcal{K}}(x \oplus u, y \oplus v) \\
& =\sum_{(x, y) \in\left(\{0,1\}^{n}\right)^{2}} \mathbb{I}_{\mathcal{Q}}(x, y) \sum_{(u, v) \in\left(\{0,1\}^{n}\right)^{2}} \mathbb{I}_{\mathcal{N}}(u, v) \mathbb{I}_{\mathcal{K}}(x \oplus u, y \oplus v) \\
& =\sum_{(x, y) \in\left(\{0,1\}^{n}\right)^{2}} \mathbb{I}_{\mathcal{Q}}(x, y)\left(\mathbb{I}_{\mathcal{N}} \star \mathbb{I}_{\mathcal{K}}\right)(x, y) \\
& =2^{2 n} \sum_{(\alpha, \beta) \in\left(\{0,1\}^{n}\right)^{2}} \widehat{\mathbb{I}}_{\mathcal{Q}}(\alpha, \beta)\left(\widehat{\left.\mathbb{I}_{\mathcal{N}} \star \mathbb{I}_{\mathcal{K}}\right)}(\alpha, \beta)\right. \text { (by Eqn. (B.1)) } \\
& =2^{4 n} \sum_{(\alpha, \beta) \in\left(\{0,1\}^{n}\right)^{2}} \widehat{\mathbb{Q}}_{\mathcal{Q}}(\alpha, \beta) \widehat{\mathbb{I}}_{\mathcal{N}}(\alpha, \beta) \widehat{\mathbb{I}}_{\mathcal{K}}(\alpha, \beta) \text { (by Eqn. (B.2)) } \\
& =2^{4 n} \frac{|\mathcal{Q}|}{2^{2 n}} \frac{|\mathcal{N}|}{2^{2 n}} \frac{\mathcal{K} \mid}{2^{2 n}}+2^{4 n} \sum_{(\alpha, \beta) \neq(0,0)} \widehat{\mathbb{I}}_{\mathcal{Q}}(\alpha, \beta) \widehat{\mathbb{I}}_{\mathcal{N}}(\alpha, \beta) \widehat{\mathbb{I}}_{\mathcal{K}}(\alpha, \beta)
\end{aligned}
$$

(separating principal Fourier coefficients from non-principal ones)
$=\frac{q|\mathcal{U}||\mathcal{V}|}{2^{n}}+2^{4 n} \sum_{(\alpha, \beta) \neq(0,0)} \widehat{\mathbb{I}}_{\mathcal{Q}}(\alpha, \beta) \widehat{\mathbb{I}}_{\mathcal{N}}(\alpha, \beta) \widehat{\mathbb{I}}_{\mathcal{K}}(\alpha, \beta)$,
(follows from the cardinality of $\mathcal{Q}, \mathcal{N}$ and $\mathcal{K}$ ).

$$
\text { Now, } \begin{align*}
\widehat{\mathbb{I}}_{\mathcal{N}}(\alpha, \beta) & =\frac{1}{2^{2 n}} \sum_{(u, v) \in\left(\{0,1\}^{n}\right)^{2}} \mathbb{I}_{\mathcal{N}}(u, v)(-1)^{\alpha \cdot u \oplus \beta \cdot v}  \tag{B.5}\\
& =\frac{1}{2^{2 n}} \sum_{(u, v) \in\left(\{0,1\}^{n}\right)^{2}} \mathbb{I}_{\mathcal{U}}(u) \mathbb{I}_{\mathcal{U}}(u)(-1)^{\alpha \cdot u \oplus \beta \cdot v} \\
& =\frac{1}{2^{2 n}}\left(\sum_{u \in\left(\{0,1\}^{n}\right)} \mathbb{I}_{\mathcal{U}}(u)(-1)^{\alpha \cdot u}\right)\left(\sum_{v \in\left(\{0,1\}^{n}\right)} \mathbb{I}_{\mathcal{V}}(v)(-1)^{\beta \cdot v}\right) \\
& =\widehat{\mathbb{I}}_{\mathcal{U}}(\alpha) \widehat{\mathbb{I}}_{\mathcal{V}}(\beta), \tag{B.6}
\end{align*}
$$

and $\widehat{\mathbb{I}}_{\mathcal{K}}(\alpha, \beta)=\frac{1}{2^{2 n}} \sum_{(x, y) \in\left(\{0,1\}^{n}\right)^{2}} \mathbb{I}_{\mathcal{K}}(x, y)(-1)^{\alpha \cdot x \oplus \beta \cdot y}$
$=\frac{1}{2^{2 n}} \sum_{y \in\left(\{0,1\}^{n}\right)}(-1)^{\alpha \cdot y \oplus \beta \cdot y}$.

Eqn. (B.7) evaluates to 0 if $\beta=\alpha$. Therefore, from Eqn.s (B.5), (B.6) and (B.7),

$$
\begin{align*}
\mu(\mathcal{Q}, \mathcal{U}, \mathcal{V}) & =\frac{q|\mathcal{U}||\mathcal{V}|}{2^{n}}+2^{3 n} \sum_{\alpha \neq 0} \widehat{\mathbb{I}}_{\mathcal{Q}}(\alpha, \alpha) \widehat{\mathbb{I}}_{\mathcal{U}}(\alpha) \widehat{\mathbb{I}}_{\mathcal{V}}(\alpha) \\
& \leq \frac{q|\mathcal{U}||\mathcal{V}|}{2^{n}}+2^{3 n} \sum_{\alpha \neq 0}\left|\widehat{\mathbb{I}}_{\mathcal{Q}}(\alpha, \alpha)\right| \cdot\left|\widehat{\mathbb{I}}_{\mathcal{U}}(\alpha)\right| \cdot\left|\widehat{\mathbb{I}}_{\mathcal{V}}(\alpha)\right| \\
& \leq \frac{q|\mathcal{U}||\mathcal{V}|}{2^{n}}+2^{n} \Phi(\mathcal{Q}) \sum_{\alpha \neq 0}\left|\widehat{\mathbb{I}}_{\mathcal{U}}(\alpha)\right| \cdot\left|\widehat{\mathbb{I}}_{\mathcal{V}}(\alpha)\right|, \tag{B.8}
\end{align*}
$$

where the last inequality follows due to the definition $\Phi(\mathcal{Q}):=\left|\widehat{\mathbb{I}}_{\mathcal{Q}}(\alpha, \alpha)\right| \leq$ $\Phi(\mathcal{Q}) / 2^{2 n}$. Next, by the Cauchy-Schwartz inequality,

$$
\begin{equation*}
\sum_{\alpha \neq 0}\left|\widehat{\mathbb{I}}_{\mathcal{U}}(\alpha)\right| \cdot\left|\widehat{\mathbb{I}}_{\mathcal{V}}(\alpha)\right| \leq \sqrt{\sum_{\alpha \neq 0}\left|\widehat{\mathbb{I}}_{\mathcal{U}}(\alpha)\right|^{2}} \cdot \sqrt{\sum_{\alpha \neq 0}\left|\widehat{\mathbb{I}}_{\mathcal{V}}(\beta)\right|^{2}} \leq \frac{1}{2^{n}} \sqrt{|\mathcal{U}||\mathcal{V}|} . \tag{B.9}
\end{equation*}
$$

Plugging Eqn. (B.9) into Eqn. (B.7) then gives

$$
\begin{equation*}
\mu(\mathcal{Q}, \mathcal{U}, \mathcal{V}) \leq \frac{q|\mathcal{U}||\mathcal{V}|}{2^{n}}+\Phi(\mathcal{Q}) \sqrt{|\mathcal{U}||\mathcal{V}|} . \tag{B.10}
\end{equation*}
$$

From Lemma 5 of [52] we know that if $A_{1}, \ldots, A_{q}$ is a sequence of random variables taking values in $\{+1,-1\}$ such that for all $i \in[q]$ and all $\left(a_{1}, \ldots, a_{i-1}\right) \in(\{+1,-1\})^{i-1}$,

$$
\begin{equation*}
\operatorname{Pr}\left[A_{i}=1 \mid\left(A_{1}, \ldots, A_{i-1}\right)=\left(a_{1}, \ldots, a_{i-1}\right)\right] \leq \frac{1}{2}+\epsilon \tag{B.11}
\end{equation*}
$$

for some $\epsilon \in[0,1 / 2]$, then for any $\delta \in[0,1]$,

$$
\operatorname{Pr}\left[\sum_{i=1}^{q} A_{i} \geq q(2 \epsilon+\delta)\right] \leq e^{\frac{q \delta^{2}}{12}} .
$$

We claim the following using this lemma:
Claim. Assume $9 n \leq q \leq 2^{n} / 2$, and let D be a probabilistic distinguisher that makes $q$ adaptive queries to RF. Let $\mathcal{Q}=\left(\left(x_{1}, y_{1}\right), \ldots,\left(x_{q}, y_{q}\right)\right)$ denote the transcript of interaction with RF to D. Then

$$
\operatorname{Pr}_{\mathrm{RF}, \omega}[\Phi(\mathcal{Q}) \geq 3 \sqrt{n q}] \leq \frac{2}{2^{n}}
$$

where the probability is over the randomness of RF and the random coin $\omega$ of the distinguisher D.

The proof of this claim is similar to that of Lemma 6 of [52]. Define random variables $A_{i}=(-1)^{\alpha \cdot x_{i} \oplus \beta \cdot y_{i}}\left(\left(x_{i}, y_{i}\right) \in \mathcal{Q}\right) i$. Then $\left|\left(A_{1}+A_{2}+\ldots+A_{q}\right)\right|=$
$\Phi_{\alpha, \beta}(\mathcal{Q})$. For the $i^{\text {th }}$ query with input $x_{i}$, the output $y_{i}$ is a uniform random variable over a set of size $2^{n}$. Moreover, once $x_{i}$ is fixed, there are exactly $2^{n} / 2$ values $y_{i}$ such that $A_{i}=1$, since $\beta \neq 0$. Therefore,

$$
\operatorname{Pr}\left[A_{i}=1 \mid\left(A_{1}, \ldots, A_{i-1}\right)=\left(a_{1}, \ldots, a_{i-1}\right)\right]=\frac{2^{n} / 2}{2^{n}}=\frac{1}{2} .
$$

Hence, $\epsilon=0$ in Eqn. (B.11), and so,

$$
\operatorname{Pr}\left[\sum_{i=1}^{q} A_{i} \geq q \delta\right] \leq e^{-\frac{q \delta^{2}}{12}}
$$

Setting $A_{i}^{\prime}=-A_{i}$, a similar reasoning gives

$$
\operatorname{Pr}\left[\sum_{i=1}^{q} A_{i} \leq-q \delta\right] \leq e^{-\frac{q \delta^{2}}{12}}
$$

Combining these two equations, we obtain

$$
\operatorname{Pr}[\Phi(\mathcal{Q}) \geq q \delta] \leq 2 e^{-\frac{q \delta^{2}}{12}}
$$

and the result follows when $\delta=\sqrt{12 \log 2^{n} / q}$. This makes $q \geq 9 n$, which implies $\delta \leq 1$ and $\sqrt{12 \log 2} \leq 3$.

Let $T^{\star}$ be a multiset of size $q$.Recall lemma 1 of [55]:
Let $T^{*}$ be a multiset of $q \geq 1$ uniformly random and independently chosen elements of $\{0,1\}^{n}$. Then-

$$
\operatorname{Pr}\left[\mu\left(T^{*}\right) \geq \frac{q^{3}}{2^{n}}+q \sqrt{3 n q}\right] \leq \frac{2}{2^{n}}
$$

The following is also another corollary of this lemma:
Corollary 5. Let $T^{*}$ be a multiset of $q(\geq 1)$ uniformly random and independently chosen elements of $\{0,1\}^{n}$. Then assuming $9 n \leq q \leq 2^{n-1}$,

$$
\begin{equation*}
\operatorname{Pr}_{T^{*}}\left[\exists \mathcal{U}, \mathcal{V} \subseteq\{0,1\}^{n}: \mu\left(T^{*}, \mathcal{U}, \mathcal{V}\right) \geq \frac{q|\mathcal{U}||\mathcal{V}|}{2^{n}}+3 \sqrt{n q|\mathcal{U}||\mathcal{V}|}\right] \leq \frac{2}{2^{n}} \tag{B.12}
\end{equation*}
$$

where the probability is taken over the uniform distribution of the multiset $T^{*}$.
This lemma can be slightly altered by simply taking the sizes of the multiset $T^{*}$ and the sets $A, B$ to be $q, p_{1}, p_{2}$, respectively:

Lemma 22. Let $T^{\star}=\left\{T_{1}, \ldots, T_{q}\right\}$ be the multiset of all the tags received through $q(\geq 1)$ distinct queries to the construction.

$$
\begin{equation*}
\operatorname{Pr}\left[\mu\left(T^{\star}\right) \geq \frac{p_{1} p_{2} q}{2^{n}}+\sqrt{3 n p_{1} p_{2} q}\right] \leq \frac{2}{2^{n}} \tag{B.13}
\end{equation*}
$$

If the set $A$ is replaced by a multiset $A^{*}$, then this result is further modified into the following lemma:

Lemma 23. Let $T^{*}, A^{*}$ be multisets of $\{0,1\}^{n}$ and $B \subseteq\{0,1\}^{n}$. Define-

$$
\begin{gathered}
\mu\left(T^{*}, A^{*}, B\right)=\left|\left\{(t, a, b) \in T^{*} \times A^{*} \times B: t=a \oplus b\right\}\right| \text { and } \\
\mu\left(T^{*}\right)=\max _{\substack{A^{*}, B \\
\left|T^{*}\right|=q_{1},\left|A^{*}\right|=q_{2},|B|=p}} \mu\left(T^{*}, A^{*}, B\right) .
\end{gathered}
$$

If $T^{*}, A^{*}$ are multisets of respectively $q_{1}, q_{2}$ uniformly random and independently chosen elements of $\{0,1\}^{n}$ and $B$ is a subset of $\{0,1\}^{n}$ of size $p$, then

$$
\begin{equation*}
\operatorname{Pr}\left[\mu\left(T^{*}\right) \geq \frac{q_{1} q_{2} p}{2^{n}}+\sqrt{\frac{3 n p\left(q_{1}+q_{2}\right)}{2^{n}}}\right] \leq \frac{2}{2^{n}} \tag{B.14}
\end{equation*}
$$

Proof.

$$
\begin{aligned}
& \mu\left(T^{*}, A^{*}, B\right)=\sum_{t, a \in\{0,1\}^{n}} \delta_{T^{*}}(t) \delta_{A^{*}}(a) \mathbb{1}_{B}(b) \\
& =\sum_{t \in\{0,1\}^{n}} \delta_{T^{*}}(t)\left(\delta_{A^{*}} \star \mathbb{1}_{B}\right)(t) \\
& =2^{n} \sum_{\alpha \in\{0,1\}^{n}} \widehat{\delta_{T^{*}}}(\alpha)\left(\widehat{\delta_{A^{*} \star \mathbb{1}_{B}}}\right)(\alpha) \\
& =2^{2 n} \sum_{\alpha \in\{0,1\}^{n}} \widehat{\delta_{T^{*}}}(\alpha) \widehat{\delta_{A^{*}}}(\alpha) \widehat{\mathbb{1}_{B}}(\alpha) \\
& =2^{2 n} \widehat{\delta_{T^{*}}}(0) \widehat{\delta_{A^{*}}}(0) \widehat{\mathbb{1}_{B}}(0)+2^{2 n} \sum_{\alpha \neq 0} \widehat{\delta_{T^{*}}}(\alpha) \widehat{\delta_{A^{*}}}(\alpha) \widehat{\mathbb{1}_{B}}(\alpha), \\
& \text { where } \widehat{\delta_{T^{*}}}(0)=\frac{\left|T^{*}\right|}{2^{n}}, \widehat{\delta_{A^{*}}}(0)=\frac{\left|A^{*}\right|}{2^{n}}, \widehat{\mathbb{1}_{B}}(0)=\frac{|B|}{2^{n}} \text { imply } \\
& \mu\left(T^{*}, A^{*}, B\right)=\frac{q_{1} q_{2} p}{2^{n}}+2^{2 n} \sum_{\alpha \neq 0} \widehat{\delta_{T^{*}}}(\alpha) \widehat{\delta_{A^{*}}}(\alpha) \widehat{\mathbb{1}_{B}}(\alpha) \\
& \leq \quad \frac{q_{1} q_{2} p}{2^{n}}+2^{2 n} \sum_{\alpha \neq 0}\left|\widehat{\delta_{T^{*}}}(\alpha)\right|\left|\widehat{\delta_{A^{*}}}(\alpha)\right|\left|\widehat{\mathbb{1}_{B}}(\alpha)\right| \\
& \leq \quad \frac{q_{1} q_{2} p}{2^{n}}+\Phi\left(T^{*}\right) \Phi\left(A^{*}\right) \sum_{\alpha \neq 0}\left|\widehat{\mathbb{1}_{B}}(\alpha)\right|, \\
& \text { where } \Phi\left(T^{*}\right)=\max _{\alpha \neq 0}\left\{2^{n}\left|\widehat{\delta_{T^{*}}}(\alpha)\right|\right\} \\
& \text { and } \quad \Phi\left(A^{*}\right)=\max _{\alpha \neq 0}\left\{2^{n}\left|\widehat{\delta_{A^{*}}}(\alpha)\right|\right\} \text {. }
\end{aligned}
$$

Now,

$$
\begin{aligned}
\sum_{\alpha} \in\{0,1\}^{n}\left|\widehat{\mathbb{1}_{B}}(\alpha)\right|^{2} & \geq\left(\sum_{\alpha} \neq 0\left|\widehat{\mathbb{1}_{B}}(\alpha)\right|\right)^{2}-2 \cdot \sum_{0 \leq \alpha<\beta<2^{n}}\left|\widehat{\mathbb{1}_{B}}(\alpha)\right| \cdot\left|\widehat{\mathbb{1}_{B}}(\beta)\right| \\
& \Longrightarrow \sum_{\alpha \neq 0}\left|\widehat{\mathbb{1}_{B}}(\alpha)\right|
\end{aligned}
$$

Therefore, $\mu\left(T^{*}, A^{*}, B\right) \leq \frac{q_{1} q_{2} p}{2^{n}}+\Phi\left(T^{*}\right) \Phi\left(A^{*}\right) \cdot \sqrt{\frac{p}{2^{n}}}$. Since this holds for any $A^{*}, B \subseteq\{0,1\}^{n}$, it follows that

$$
\frac{q_{1} q_{2} p}{2^{n}}+\sqrt{\frac{p}{2^{n}}} \cdot C \leq \mu\left(T^{*}\right) \leq \frac{q_{1} q_{2} p}{2^{n}}+\Phi\left(T^{*}\right) \Phi\left(A^{*}\right) \cdot \sqrt{\frac{p}{2^{n}}}
$$

for some appropriate value of $C$, which implies $\operatorname{Pr}\left[\mu\left(T^{*}\right) \geq \frac{q_{1} q_{2} p}{2^{n}}+\sqrt{\frac{p}{2^{n}}} \cdot C\right] \leq$ $\operatorname{Pr}\left[\Phi\left(T^{*}\right) \Phi\left(A^{*}\right) \geq C\right]$. Denote $T^{*}=\left\{t_{1}, \ldots, t_{q_{1}}\right\}$ and $A^{*}=\left\{a_{1}, \ldots, a_{q_{2}}\right\}$ using arbitrary orders. Then-

$$
\begin{aligned}
\Phi\left(T^{*}\right) & =\max _{\alpha \neq 0}\left\{2^{n} \cdot\left|\widehat{\delta_{T^{*}}}(\alpha)\right|\right\} \\
& =\max _{\alpha \neq 0}\left\{\left|\sum_{x \in\{0,1\}^{n}} \delta_{T^{*}}(x) \cdot(-1)^{\alpha \cdot x}\right|\right\} \\
& =\max _{\alpha \neq 0}\left\{\left|\sum_{x \in\{0,1\}^{n}} \sum_{i=1}^{q_{1}} \mathbb{1}_{\left\{t_{i}\right\}}(x) \cdot(-1)^{\alpha \cdot x}\right|\right\} \\
& =\max _{\alpha \neq 0}\left\{\left|\sum_{i=1}^{q_{1}}(-1)^{\alpha \cdot t_{i}}\right|\right\} .
\end{aligned}
$$

Similarly, $\Phi\left(A^{*}\right)=\max _{\alpha \neq 0}\left\{\left|\sum_{j=1}^{q_{2}}(-1)^{\alpha \cdot a_{j}}\right|\right\}$.

$$
\begin{aligned}
\therefore \Phi\left(T^{*}\right) \Phi\left(A^{*}\right) & =\max _{\alpha \neq 0}\left\{\left|\sum_{i=1}^{q_{1}}(-1)^{\alpha \cdot t_{i}}\right|\right\} \cdot \max _{\alpha \neq 0}\left\{\left|\sum_{j=1}^{q_{2}}(-1)^{\alpha \cdot a_{j}}\right|\right\} \\
& =\max _{\alpha \neq 0}\left\{\left|\sum_{i=1}^{q_{1}}(-1)^{\alpha \cdot t_{i}} \cdot \sum_{j=1}^{q_{2}}(-1)^{\alpha \cdot a_{j}}\right|\right\} \\
& =\max _{\alpha \neq 0}\left\{\left|\sum_{(i, j) \in\left[q_{1}\right] \times\left[q_{2}\right]}(-1)^{\alpha \cdot\left(t_{i}+a_{j}\right)}\right|\right\}
\end{aligned}
$$

For $\alpha \neq 0$, denoting $A_{(i, j)}^{(\alpha)}=(-1)^{\alpha \cdot\left(t_{i}+a_{j}\right)}$ and $A^{(\alpha)}=\sum_{(i, j) \in\left[q_{1}\right] \times\left[q_{2}\right]}(-1)^{\alpha \cdot\left(t_{i}+a_{j}\right)}$, one obtains $\Phi\left(T^{*}\right) \Phi\left(A^{*}\right)=\max _{\alpha \neq 0}\left\{\left|A^{(\alpha)}\right|\right\}$. The random variable $A^{(\alpha)}$ is the sum of $q_{1}+q_{2}$ independent random variables $A_{(i, j)}^{(\alpha)}$ such that $\operatorname{Pr}\left[A_{(i, j)}^{(\alpha)}=1\right]=$ $\operatorname{Pr}\left[A_{(i, j)}^{(\alpha)}=-1\right]=\frac{1}{2}$. Therefore, by the Chernoff bound given in Corollary 4.8 of [109], for any $a>0, \operatorname{Pr}\left[\left|A^{(\alpha)}\right| \geq a\right] \leq 2 e^{-a^{2} / 2\left(q_{1}+q_{2}\right)}$.

Let $C \geq \sqrt{3 n\left(q_{1}+q_{2}\right)}$. Then $\operatorname{Pr}\left[\left|A^{(\alpha)}\right| \geq C\right] \leq 2 e^{-C^{2} / 2\left(q_{1}+q_{2}\right)}$

$$
\begin{aligned}
\Longrightarrow \operatorname{Pr}\left[\mu\left(T^{*}\right) \geq \frac{q_{1} q_{2} p}{2^{n}}+\sqrt{\frac{p}{2^{n}}} \cdot C\right] & \leq \operatorname{Pr}\left[\Phi\left(T^{*}\right) \Phi\left(A^{*}\right) \geq C\right] \\
& =\operatorname{Pr}\left[\max _{\alpha \neq 0}\left\{\left|A^{(\alpha)}\right|\right\} \geq C\right] \\
& \leq \sum_{\alpha \neq 0} \operatorname{Pr}\left[\left|A^{(\alpha)}\right| \geq C\right] \\
& \leq 2 e^{-C^{2} / 2\left(q_{1}+q_{2}\right)} \leq \frac{2}{2^{n}} \\
& \text { since } e^{3 / 4} \geq 2 .
\end{aligned}
$$

## Appendix C. Figures Describing Bad Events for PDM*MAC
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## Appendix D. Sum of Two

## Independent Random Permutations Under a Conditional Distribution

Let $E$ be a block cipher over $n$-bits. Based on $E$, we define the sum function as follows:

$$
\operatorname{sum}_{k_{1}, k_{2}}(x):=\mathrm{E}_{k_{1}}(x) \oplus \mathrm{E}_{k_{2}}(x), x \in\{0,1\}^{n} .
$$

The security of the sum of two identical random permutations (i.e., when $k_{1}=k_{2}$ ) under conditional distribution has been studied in [63]. This chapter requires the same result with the change that instead of two identical random permutations, it considers the permutations to be independent (i.e., $k_{1}$ and $k_{2}$ are independently sampled). Proof of the lemma is straightforward and similar to that of Theorem 2 of [63]. Hence we omit the proof.

Lemma 24. Let $\mathcal{Y}_{1} \subseteq\{0,1\}^{n}$ and $\mathcal{Y}_{2} \subseteq\{0,1\}^{n}$ be two sets of size $s_{1}$ and $s_{2}$ respectively. Let $\widetilde{t}:=\left(t_{1}, \ldots, t_{r}\right)$ be a block tuple of length $r$. We define the following set:

$$
\mathcal{H}:=\left\{\left(h_{i}^{1}, h_{i}^{2}\right)_{i}: h_{i}^{1} \oplus h_{i}^{2}=t_{i} \forall i \in[r],\left(h_{i}^{b}\right)_{i} \in\left(\{0,1\}^{n} \backslash \mathcal{Y}_{b}\right)^{(r)} \forall b \in[2]\right\}
$$

Then we have the following lower bound on the cardinality of $\mathcal{H}$ :

$$
|\mathcal{H}| \geq \frac{\left(2^{n}-s_{1}\right)_{r}\left(2^{n}-s_{2}\right)_{r}}{2^{n r}}\left(1-\frac{r s_{1} s_{2}+r^{2}\left(s_{1}+s_{2}\right)+r^{3}}{\left(2^{n}-s_{1}-r\right)\left(2^{n}-s_{2}-r\right)}\right) .
$$

Moreover, if $s_{1}+r \leq 2^{n-1}$ and $s_{2}+r \leq 2^{n-1}$, then we have

$$
|\mathcal{H}| \geq \frac{\left(2^{n}-s_{1}\right)_{r}\left(2^{n}-s_{2}\right)_{r}}{2^{n r}}\left(1-\frac{4 r s_{1} s_{2}+4 r^{2}\left(s_{1}+s_{2}\right)+4 r^{3}}{2^{2 n}}\right)
$$

## Appendix E. Some Results on Linear Algebra

Let $A$ be a matrix of dimension $s \times t$ defined over $\{0,1\}^{n} . A_{i j}$ denotes the element in its $i^{\text {th }}$ row and $j^{\text {th }}$ column. For a column vector $\widetilde{C}$ of dimension $s \times 1, A \| \widetilde{C}$ denotes the augmented matrix of dimension $s \times(t+1)$. For any row vector $\widetilde{R}:=\left(r_{1}, \ldots, r_{t}\right)$ of dimension $1 \times t$, transpose of row vector $\widetilde{R}$, denoted as $\widetilde{R}^{\top}$, denotes the column vector

$$
\widetilde{R}^{\top}:=\left(\begin{array}{c}
r_{1} \\
r_{2} \\
\vdots \\
r_{t}
\end{array}\right)
$$

of dimension $t \times 1$. One can represent any system of $s$ linear equations with $t$ unknowns $\widetilde{Y}:=\left(Y_{1}, \ldots, Y_{t}\right)$ defined over $\{0,1\}^{n}$, denoted as $\mathcal{L}$, as a matrix $A$ of dimension $s \times t$, where the $i^{\text {th }}$ equation $\mathcal{L}_{i}:=a_{i 1} \cdot Y_{1} \oplus \ldots \oplus a_{i t} \cdot Y_{t}=$ $c_{i}$, where $c_{i} \in\{0,1\}^{n}$, corresponds to the $i^{\text {th }}$ row vector of $A$ as $\widetilde{a}_{i}:=$ $\left(a_{i 1}, \ldots, a_{i t}\right)$. We say $\mathcal{L}$ is consistent if it has at least one solution, otherwise we call it inconsistent. For $\mathcal{L}$ to be consistent, one must have $\operatorname{rank}(A)=$ $\operatorname{rank}(A \| \widetilde{C})$, where the rank of a matrix $A$ is defined as the maximum number of linearly independent columns of $A$ and $\widetilde{C}=\left(c_{1}, \ldots, c_{s}\right)^{\top}$. $\mathcal{L}$ has a unique solution if $\operatorname{rank}(A)=t$ and it has many solutions if $\operatorname{rank}(A)<t$.

Let $A \cdot \widetilde{Y}^{\top}=\widetilde{C}$ represent a system of $s$ linear equations with $t$ unknowns $\widetilde{Y}$ defined over $\{0,1\}^{n}$, where $\operatorname{rank}(A)=r$ and the elements of $A$ are from $\{0,1\}^{n}$. Let $\widetilde{Y}{\underset{w}{w o r}}_{\longleftrightarrow}^{\mathcal{Y}} \subseteq\{0,1\}^{n}$ and $\widetilde{C}$ is any arbitrary column vector of dimension $s \times 1$ with its elements from $\{0,1\}^{n}$. Thus, the probability of realizing a particular solution is at most $\frac{1}{(|\mathcal{Y}|-t+r)_{r}}$ as stated formally in the following lemma, proof of which can be found in [63].

Lemma 25. Let $\widetilde{Y}:=\left(Y_{1}, \ldots, Y_{t}\right)$ be without replacement samples from a set $\mathcal{Y} \subseteq\{0,1\}^{n}$ and $A$ be a matrix of dimension $s \times t$ defined over $\{0,1\}^{n}$. Then, for any given column vector $\widetilde{C}$ of dimension $s \times 1$ over $\{0,1\}^{n}$, we have

$$
\operatorname{Pr}\left[(A)_{s \times t} \cdot \widetilde{Y}^{T}=\widetilde{C}\right] \leq \frac{1}{(|\mathcal{Y}|-t+r)_{r}},
$$

where $r=\operatorname{rank}(A)$.


[^0]:    ${ }^{1}$ Note that there are no standard block ciphers of size higher than 128 bits.

[^1]:    ${ }^{2}$ A family of keyed hash functions is said to be universal if for any distinct $x$ and $x^{\prime}$, the probability of a collision in their hash values for a randomly sampled hash function from the family is negligible.

[^2]:    ${ }^{3}$ When $\mathcal{X}=\{0,1\}^{n}$, we write Func to denote Func $\left(\{0,1\}^{n}\right)$.

[^3]:    ${ }^{4}$ While caching the round keys of the block cipher may seem to eliminate the problem, this requires more storage space than storing the master key of the block cipher, e.g., storing the round keys of AES-128 requires ten times more space than storing its master key.

[^4]:    5"relaxed" denotes that in addition to the query input-output tuples, additional state values may be supplied to the adversary (after all the queries are made) as a part of the transcripts

[^5]:    ${ }^{1}$ A single permutation-based nonce-based MAC that does not require invertibility of the permutation was also proposed in [70]
    ${ }^{2}$ Chen et al. [53] showed an $n / 2$-bit attack on SoKAC1; SoKAC1 $1_{\mathbf{k}_{1}, \mathbf{k}_{2}}^{\pi}(x)=\pi(\pi(x \oplus$ $\left.\left.\mathbf{k}_{1}\right) \oplus \mathbf{k}_{2}\right) \oplus \pi\left(x \oplus \mathbf{k}_{1}\right) \oplus \mathbf{k}_{2} \oplus \mathbf{k}_{1}$. However, Chakraborti et al. [47] claimed that the attack was possibly wrong and showed a $2 n / 3$-bit attack on it. They also conjectured the tightness of this attack bound.

[^6]:    ${ }^{3}$ The time complexity of this adversary does not account for the number of times the adversary makes offline primitive queries; it accounts solely for the time required to compute local operations.

[^7]:    ${ }^{1}$ two-keyed stands for one hash key and one block cipher key.
    ${ }^{2} \mathrm{~A}$ family of keyed hash function is said to be $\epsilon_{1}$-regular if for any $x$ and $y$, the probability that a randomly sampled hash function from the family maps $x$ to $y$ is $\epsilon_{1}$; it is said to be $\epsilon_{2}$-universal if for any distinct $x, x^{\prime}$, the probability that a randomly sampled hash function from the family yields a collision on the pair $\left(x, x^{\prime}\right)$ is $\epsilon_{2}$.

