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ABSTRACT

Accurate forecast of cyclone intensities is important for disaster preparedness

in the coastal areas. Intensity prediction becomes especially difficult when they

undergo rapid intensification (RI). The inability to predict RI comes from the

fact that the physical processes that contribute to the cyclonic intensification are

not very well understood. Data mining techniques are being used to find the

relationship between change in the environmental variable values, and inten-

sification. Though good at identifying precursors to rapid intensification, data

mining techniques are computationally expensive. Moreover, very few studies

are conducted for the Bay of Bengal region, despite it being a hotbed of cyclonic

systems. In our work, we used a computationally cheaper LSH-SNN algorithm

to identify precursors to rapid intensification in Bay of Bengal, and showed its

effectiveness in identifying precursors.



TABLE OF CONTENTS

Certificate . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ii
Table of Contents . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . iv
List of Figures . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . v

1 Introduction 1
1.1 Cyclone Forecast . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Rapid Intensification . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.3 Anomaly . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3

2 Literature 4
2.1 Cyclone Forecast . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4

2.1.1 RI prediction . . . . . . . . . . . . . . . . . . . . . . . . . . 4

3 Data 7

4 Method 9

5 Results 12

6 Future work 18

Bibliography 19

iv



LIST OF FIGURES

1.1 Forecast track and intensity along with wind distribution
(shaded region) of cyclonic storm ’Asani’ on 0600 UTC May 10,
2022, given by Indian Meteorological Department. . . . . . . . . 2

3.1 Snapshot of reanalysis data downloaded from ECMWF. A circu-
lation can be noticed in the Bay of Bengal, at image coordinates
(80, 80). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8

3.2 A 40 x 40 pixel area, zoomed in on the cyclonic system. 1 pixel
corresponds to 0.25 degrees latitude / longitude. . . . . . . . . . 8

5.1 SNN output for RI-prior group, 12 h before the start of rapid
intensification. A total of 7 clusters are visible. The clusters are
concentric, as expected. . . . . . . . . . . . . . . . . . . . . . . . . 13

5.2 LSH - SNN output for RI-prior group, 12 h before the start of
rapid intensification. A centroid, and concentric nature of the
clusters is noticeable. 9 clusters can be counted. . . . . . . . . . . 13

5.3 Region 1, looking like an arc around the cyclonic centre. . . . . . 14
5.4 Region 2, resembling the centre of the cyclone. . . . . . . . . . . . 14
5.5 Region 3, also resembling the centre of the cyclone. . . . . . . . . 14
5.6 In Region 1, the correlation (Pearson’s coefficient) between the

mean cluster value (sea level temperature), and intensity change,
is 0.2778, which is very high. . . . . . . . . . . . . . . . . . . . . . 15

5.7 In Region 2, the correlation (Pearson’s coefficient) between the
mean cluster value (sea level temperature), and intensity change,
is 0.16. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16

5.8 In Region 3, the correlation (Pearson’s coefficient) between the
mean cluster value (sea level temperature), and intensity change,
is -0.15 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17

v



CHAPTER 1

INTRODUCTION

Annually, 4-5 cyclones are formed in the Bay of Bengal, with 1-2 occurring

in the pre-monsoon season (March, May), and 2-3 in the post-monsoon season

(October, November).

The latest cyclone to originate in the Bay of Bengal is Cyclone Asani, formed

on May 5, 2022, at 9.6◦ North longitude and 91.3◦ East longitude, near the An-

daman and Nicobar Islands. It reached Andhra Pradesh coast on May 11, as

a ’cyclonic storm’, destroying crops in 30,000 hectares. Three casualties were

reported. The cyclone dissipated within the next 24 h.

A cyclonic system starts as a depression, evolves into a deep depression, and

then intensifies into a cyclonic storm. Eventually, the cyclone dissipates. When

severe cyclonic storms hit coastal areas, they bring heavy rains, and wind, and

cause destruction to property and life. If cyclone intensities can be predicted

with good accuracy, the coastal areas could be better prepared for receiving the

intense cyclones.

1.1 Cyclone Forecast

The Indian Meteorological Department (IMD) keeps a track of the cyclones in

Bay of Bengal, and issues forecasts and warnings.
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Figure 1.1: Forecast track and intensity along with wind distribution
(shaded region) of cyclonic storm ’Asani’ on 0600 UTC May
10, 2022, given by Indian Meteorological Department.

A phenomenon that makes the cyclone intensity unexpectedly deviate from

the estimated forecast is ’rapid intensification’.

1.2 Rapid Intensification

During their evolution, cyclones are prone to rapid intensification (RI), which

may be quantitatively identified as - an increase of sustained wind speed at the

cyclonic center by 30 knots in 24 h.

When such sudden increase in the intensity of the cyclone occurs, the prepa-

rations made at the coastal regions for receiving the cyclone based its earlier

intensity levels, are rendered inadequate. About 1 in 5 cyclones in the Bay of

Bengal experience this rapid intensification.
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The difficulty in predicting a rapid intensification arises from the fact that it

is an anomaly.

1.3 Anomaly

An anomaly may be defined as an occurrence, that deviates significantly from

the expectation. Anomalies are characterized by their rare, random, unpre-

dictable occurrences. An example of an anomaly, in the context of atmosphere,

is the development of a cyclonic storm itself. Several depressions occur over the

ocean / sea surface, but only few develop into a cyclonic storm, in a random

and unpredictable fashion.

It is to be noted that, phenomenon that are considered as anomalies today,

may eventually be better understood, and predicted, and hence may cease to be

considered anomalies in the future.

For example, the solar eclipse, though rare, and unpredictable for early hu-

mans, has been now completely predictable, as the celestial motion became well

understood. Hence, it ceased to be anomaly.

For the phenomenon of rapid intensification (RI), just like the case of other

anomalies, there is no reliable technique at present, that can be used for pre-

diction. The dynamics that contributes to RI is not yet well understood. In

this thesis, we attempted to gain insight into the formation of rapid intensifica-

tion (RI) of cyclones in the Bay of Bengal, using a data mining technique. This

would eventually help in understanding of rapid intensification process and

prediction.
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CHAPTER 2

LITERATURE

2.1 Cyclone Forecast

Numerical simulations can be performed to predict both the track and intensity

of a cyclone. But this is computationally expensive. This made the researchers

gravitate to using Machine Learning (ML) / Deep Learning (DL) techniques.

Even though training a deep learning network is expensive, making predictions

using a trained model in real-time is computationally cheaper.

At present, track forecasts have achieved good accuracy, but intensity fore-

casts are still comparatively far behind. This is owing to the fact that the physical

processes involved in the progress of a cyclone are not yet well understood, and

also because of the occurrence of anomalous behaviours like rapid intensifica-

tion in the cyclone.

2.1.1 RI prediction

Geng et al. [4] identified multiple attributes and levels present in a cyclone, and

constructed an index based model for predicting the intensity change. They

used 100 intensifying and 100 weakening tropical cyclone samples, and deter-

mined a set of seven core attributes. The attributes were given a projection

weight, and based on a threshold value, they predicted if a cyclone would in-

tensify or weaken with 90% accuracy.

[11] tackled the problem of binary classification of intensity change using a
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decision tree method, and maximizing information gain based on attribute val-

ues. Their results showed the effectiveness of decision tree model, and thereby

the potential for data mining techniques in cyclone forecasting.

Due to the presence of clouds, sea surface temperature cannot be measured

by satellites, during a cyclone, though it is the most important factor for inten-

sity prediction. [3] introduced a new attribute, and using it in a decision tree

model resulted in a lower false alarm rate, and also higher probability of RI

detection.

To classify an instance of the cyclone as an RI or non-RI in 24 h lead time, [7]

used SVM, PCA, and feature selection, using the variable such as u, v, temper-

ature, and moisture. Their study concluded that thermodynamic variables are

more important than kinetic variables.

Based on the fact that scientific forecasts are only 15% better than climatolog-

ical estimations, [8] used an ensemble of SVM, ANN, RF methods, and studied

the cyclones in Atlantic basin. The results indicated a promising application of

ensemble methods.

[2] Examined upper troposphere troughs for RI, non-RI cyclone instances.

The troughs were classified into three clusters, using k-means clustering. They

studied North Atlantic cyclones from 1989 t0 2016. Results showed a strong

correlation between cluster classification and rate of RI.

The challenging nature of intensity prediction comes from the fact that the

relationships between physical processes in a cyclone are not yet well under-

stood. To find these hidden relationships, [9] used association finding, employ-

ing 13 attributes. Favourable situations for intensification were discovered.
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Variables that influence cyclone intensity are usually built by human experts.

Using an XGBoost algorithm to classify and evaluate variable importance from

information gain value, [10] were able to identify new predictors, using data

from SHIPS database.

By visualizing reanalysis data of RI and non-RI cyclone instances in vertical

planes, [1] were interested in determining the environmental factors that cause

RI. They came up with an order of importance for key factors for RI formation.

Li et al. [6] implemented a shared nearest neighbour algorithm to identify

clusters of environmental variables in the data, which can be used as predictors

to rapid intensification. When known predictors were used for clustering, they

showed clear difference in the RI and non-RI groups, validating the method.
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CHAPTER 3

DATA

Atmospheric data comes in three forms,

• Satellite based monitoring data - For example, INSAT-3D is a geostation-

ary satellite launched by ISRO in 2013. The region it monitors includes the

region over Bay of Bengal.

• In-situ observations, in which the measurements are performed at the

location where the measurements correspond to. For example, drifting

buoys can measure sea level pressure / temperature at their respective

locations.

• Numerical simulations, in which a known state of the atmosphere is initi-

ated, and forecasting is done based on atmospheric physics.

Reanalysis method is a physics based numerical simulation of the atmo-

sphere, that assimilates all the recorded global in-situ observations. For our

work, reanalysis data is downloaded from European Centre for Medium Range

Weather Forecasts (ECMWF), which is considered as the world’s best global re-

analysis data. The cyclonic systems in Bay of Bengal are tracked by Regional

Specialized Meteorological Centre (RSMC), New Delhi, from 1982 to 2021. The

tracked data includes the cyclones location, estimated central pressure, pressure

drop, and maximum sustained surface wind.

If we define an RI-prior as an instance of a cyclone 12 h prior to rapid intensi-

fication, then each of these 40× 40 arrays, is either an RI-prior or a non-RI-prior.

An RI-prior stack, is a 3-D array, constructed by stacking d RI-priors. The 3-D

7



array can be viewed as a 2-D array of 40×40 cells, with each cell having a depth

d. Before stacking, for each 40×40 array, the values in the array are standardized

by subtracting the mean and dividing by the standard deviation.

Figure 3.1: Snapshot of reanalysis data downloaded from ECMWF. A cir-
culation can be noticed in the Bay of Bengal, at image coordi-
nates (80, 80).

Figure 3.2: A 40 x 40 pixel area, zoomed in on the cyclonic system. 1 pixel
corresponds to 0.25 degrees latitude / longitude.
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CHAPTER 4

METHOD

On the 3-D data structure described, an algorithm is implemented for clus-

tering the cells (points) each of depth d.

An overview of the Shared Nearest Neighbour (SNN) based clustering algo-

rithm is presented below:

• Given n points v1, v2, . . . , vn belonging to set V , build an n × n symmetric

distance matrix, where each entry at (i, j) is the distance between the two

corresponding points (vi, v j).

• Based on the distances calculated above, k nearest neighbours are selected

for each point.

• SNN density is initialized as 0 for each point. For each unordered pair of

points {vi, v j}, if the number of shared k-nearest neighbours between them

is more than eps, then increment the snn density by 1 for each vi and v j.

• A point is classified as a core point if its SNN density is atleast Minpts.

• Two core points belong to the same cluster if there are more than eps points

common to both in their k- nearest neighbours.

• A point that is not a core point, but is an eps-nearest neighbour to a core

point, is put in the cluster that the core point belongs to.

• A point that is neither a core point, nor is an eps nearest neighbour to a

core point, is classified as noise.

In our case, each point, being of total depth d, has a value of the environment

variable, at each level from 1 to d.
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To get the distance between two points, cosine similarity is used as the dis-

tance metric in our implementation.

The purpose of the above algorithm is to identify clusters such that the points

in a cluster have a similar distribution of the environmental variable. An SNN

algorithm is suitable for clustering geographical variables, because, geograph-

ically, the neighbouring points have similar variable values. Especially, based

on cyclone dynamics, we expect concentric clusters. The values of k, eps and

Minpts are empirically set to 50, 30 and 25 respectively.

We implemented a variation of SNN algorithm, known as Locality Sensitive

Hashing (LSH) based SNN [5]. Using LSH, the n points are first hashed into

bins with the expectation that similar valued points fall in the same bin. The

distances are calculated only between those points that fall in the same bin. This

reduces the complexity of SNN from O(N2) to O
(

N2

b

)
, where b is the number of

bins the values are hashed to.

Once the clusters are identified using the RI-prior stack for a given environ-

mental variable, cluster mean values are calculated in each case of an RI-prior

instance and a non-RI-prior instance.

A permutation test is performed, to check if any of these cluster mean values

show different distributions in the RI-prior group of instances and non-RI-prior

group of instances. If yes, then such a cluster, and the corresponding environ-

ment variable, forms a candidate precursor.

A correlation plot between the candidate precursor’s mean value and the 24

h intensity change starting 12 h later, is plotted from historical data.
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The higher the correlation magnitude, the more suitable is the candidate pre-

cursor as a potential precursor.

Mean value in RI-prior group of a potential precursor is taken as the thresh-

old. Probability of occurrence of an RI, when that threshold is exceeded in the

test data, is assigned the same value as that of historical probability, based on

the correlation plot.
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CHAPTER 5

RESULTS

First, the standard SNN output is visualized, to be able to compare the de-

gree of approximation that will take place once an approximation algorithm is

employed. The environmental variable used for clustering is sea level tempera-

ture.

When LSH is performed, using 4 buckets for hashing the cells, the total of

1600 cells were split into 58, 403, 1138, and 1 cells, thereby reducing the cost of

computating the distance matrix by more than 30%. The clusters are shown in

Figure 5.2.

For each cluster obtained using the LSH-SNN algorithm, the distribution of

environmental variables is checked at in both RI-prior and non-RI-prior groups.

Using a permutation test, three regions are found to be different among both

the groups, with 0.05 level of significance. The regions are showed in Figure 5.3,

5.4, 5.5.

From historical data, the mean values in each of these clusters at a cyclonic

instance, and the corresponding change in intensity starting 12 h later, expressed

in terms of change in wind speed in the 24 h period, is plotted in Figures 5.6, 5.7

and 5.8.

The mean value of Region 1 displays strongest correlation with the intensity

change. Surprisingly, though the two central clusters are very close by, one has

a positive correlation, and the other has a negative correlation.

A threshold is defined as the historically average value of the mean value of

12



Figure 5.1: SNN output for RI-prior group, 12 h before the start of rapid
intensification. A total of 7 clusters are visible. The clusters are
concentric, as expected.

Figure 5.2: LSH - SNN output for RI-prior group, 12 h before the start of
rapid intensification. A centroid, and concentric nature of the
clusters is noticeable. 9 clusters can be counted.
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Figure 5.3: Region 1, looking like an arc around the cyclonic centre.

Figure 5.4: Region 2, resembling the centre of the cyclone.

Figure 5.5: Region 3, also resembling the centre of the cyclone.
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Figure 5.6: In Region 1, the correlation (Pearson’s coefficient) between
the mean cluster value (sea level temperature), and intensity
change, is 0.2778, which is very high.

Region Probability of RI
1 8% vs 14%
2 6.5% vs 10.14%
3 5.4% vs 6%

Table 5.1: Probability of RI depending on whether the mean value in the
region not exceeded vs exceeded the threshold value.

the environment variable in all the RI-prior cyclone instances. For Regions 1, 2,

and 3, the thresholds are 301 K, 300 K, and 300 K respectively.

The RI probability is estimated from the correlation plot, when threshold is

not exceeded vs when it is exceeded, and shown in Table 5.1.

15



Figure 5.7: In Region 2, the correlation (Pearson’s coefficient) between
the mean cluster value (sea level temperature), and intensity
change, is 0.16.
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Figure 5.8: In Region 3, the correlation (Pearson’s coefficient) between
the mean cluster value (sea level temperature), and intensity
change, is -0.15
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CHAPTER 6

FUTURE WORK

The algorithm described in our method can be used by an atmospheric sci-

entist, to check if and how any given environment variable can affect the de-

velopment of a cyclone. The cluster regions that strongly correlate with the

development phenomena can be classified as potential precursors.

Reanalysis modelling takes time to accommodate the observations, and gen-

erate simulations. Hence, rather than using reanalysis data, the proposed

method can be implemented on satellite data, to be able to make quick real time

predictions, more accurately.

In our study, only a single time instance (12 h prior to rapid intensification)

is checked. Other time instances that are smaller (6 h) or higher (18 h) need to

be tested, to see if better precursors could be identified. The method can also

be applied for mining predictors for other weather anomalies, such as floods, or

drought.

Only one hash function is used in our implementation of the approximation

algorithm, to separate the cells into bins. Multiple hash functions can be used,

and the best k nearest neighbours for a cell can then be selected from these mul-

tiple bins, resulting in a more accurate clustering, with only a marginal increase

in computational requirement.
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