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Abstract

The rapid changes in climate of a particular place can effect the lives of local peoples
and the area on which they are living. If we are able to detect those changes by
mapping the spatial and temporal features of the high resolution satellite image and
able to predict the changes before, then we can save ourselves from calamities. In
this paper we have used two version of ConvLSTM to capture the spatio-temporal
features of high resolution multi-spectral time series satellite images(Landsat-8 image
data) and predict the next frame. In the first model(basic ConvLSTM) we simply
use the ConvLSTM and predict the next image. The second model we have used is
ConvLSTM with additional layer of 3D convolution and 3D Trans-convolution with
extract more information about temporal and spatial features. The second model
is fast in compare to first basic ConvLSTM model. The predicted result are shown
in this paper after conducting experiments demonstrate that second model performs
better.
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Chapter 1

Introduction

The satellite used for monitoring earth observation on a regular time period by using
some sensors are helpful to capture and analysis the changes occurs on earth surface
like climatic changes, land changes and water changes etc. One of the earth observa-
tion program is Landsat-8 which uses some sensors to captures these changes in form
of very high resolution images. The ongoing changes in climatic and anthropogenic
global condition of many places causes danger for that areas and it’s people. If we are
able to map these changes and can extract the useful information from these mapping
then we are able to predict the next changes that can occurs and hence we can save
ourselves from dangers.

Landsat-8 data is a high resolution multi-spectral images captures by satellite us-
ing Operational Land Imager (OLI) sensor and Thermal Infra-Red Scanner (TIRS)
sensor in a regular interval. If we are able to extract the spatial and temporal features
of these images then we can predict next images. In this paper we only interested
in captures the spatio-temporal features that can forecast images only. But further
we can do image classification or segmentation on these predicted images to extract
more information.

Previously, many models are proposed for extracting the features of sequence of im-
ages. Support vector machine(SVM) [17] are used to extract the spatial features but
it fails to captures the temporal feature. Optical flows[15] are also used but their good
prediction depends on the parameters we are choosing. Similarly 2D CNN are used to
extract the spatial features but lacks the temporal features. Many CNN[20] techniques
are build to captures the spatio-tempoarl features and they produce the satisfying re-
sult also but problems occur with them that they are not suitable for long-range
depencies. Therefore sequential models like RNN and LSTM [1, 2, 11, 12, 3, 4, 9, 6]
are introduced to solve the vanishing gradient|7] problem which directly solves long-
range dependencies[1]. Sequential models are mainly used to extract the temporal
based features but they lack spatial features. So learning of both spatio-temporal
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features are crucial for better prediction in case of time series high resolution image.

But, in the recent years advancement in machine learning especially in deep learning
has been able to solve this problem. If we have a well-defined end to end structure
with sufficient data then we can solve this problem by combing the Convolution with
LSTMI8, 13, 10]. So we are using ConvLSTM][8] to captures the spatial as well as
temporal features of images and predict the next frame. In this paper we are are using
two model of ConvLSTM, the first one is basic ConvLSTM we uses multiple layer
of ConvLSTM which takes the sequence of images train with end to end layers and
predict the output images. In the second the model of ConvLSTM V2[10] we have
additional layer of Convolution layer and Trans-convolution along with ConvL.STM.
These additional layer extract the spatio-temporal features with more information
and it performs experiments faster than basic ConvLSTM.



Chapter 2

Related Work

Recent studies, deep learning algorithms has achieved great advancement in image
classification and feature extraction in the field of pattern recognition and com-
puter vision such as such as object detection[18], object tracking[19]. Support vector
machine(SVM)[17] are used to extract the spatial feature for image classification.
Stacked AutoEncoder (SAE)[14], a classification method has been used for captures
spatial-spectral features. Convolution Neural Network (CNN)[18, 19] are used to ex-
tract the features of images. Many version of CNN|[20] are introduced to extract the
features of images for the purpose of segmentation and classification but most of them
lacks to captures temporal features.

Therefore to capture temporal features sequence model like RNN (Recurrent Neural
Notwork), LSTM (Long Short-Term Memory) and GRU (Gated Recurrent Unit)[16].
In [6] a sequence to sequence LSTM encoder-decoder are used to train temporally con-
catenated LSTMs, one for the input sequence and another for the output sequence.
A RNN based model[23] is used to predict next video frame where image patches are
quantised for the interpolation of intermediate frames but this model predicts only
one frame ahead. This work is followed by [9] that predicts next sequence of images
using LSTM encoder-decoder predictor model which reconstructs the input sequence
and predicts the future sequence but they lack spatial correlation.

In this paper we have used convolutional LSTM (ConvLSTM)[8] which is a sequence
to sequence learning framework proposed in[6]. ConvLSTM used convolutional struc-
tures in both the input-to-state and state-to-state transitions. We can build a end
to end trainable model for prediction by encoding multiple layer of ConvLSTm layer.
The second model used in paper is extended version of ConvLSTM[10] with addi-
tional layer Convolution and Trans-Convolution that captures anomaly detection as
a spatio-temporal sequence outlier which is used for detecting anomalies in videos.



Chapter 3

Preliminaries

In this section we will go through the basic concept that will require to understand idea
behind of our model working. We understand that CNN are used to extract spatial
features, LSTM are special RNN model used for sequential and time series analysis
learning. Therefore LSTM capture temporal features and finally ConvLSTM|[8, 10, 13]
try to extract spatiotemporal features.

3.1 Convolution as spatial feature extractor

Convolution is a technique which performs affine transformation on volumes to ex-
tract the important features and map those features to produce output volumes.
Convolution in case of Convolution Neural Network(CNN) is use to captures the im-
portant features of input images input propagates toward the deeper layers. This
means convolution allow us to encode spatial features of image preserves the relation-
ship between pixels by affine transformation to learn spatial image features.

Convolution operation consists of convolution layer and pooling layer, in both these
operation we perform he affine transformation. Convolution layer uses a filter or ker-
nel which performs the dot product between image and filter to extract features result
into another image volume. Suppose we have image of size (m x n x n.) where m is
height, n is width and n. depth in image and a filter F of size (f x f x n.) then output
produce by this convolution operation is (m-f+1 x n-f4+1 x n.). If include the padding
and stride of size p and q respectively then output will be of size [(| ZH22=L] 4+ 1) x
(L%J + 1) x n.]. Pooling is used to reduce the size of representation produced
by convolution layer to speed up the computation as well as it detect features more
robust while preserving the important spatial features.

Transposed convolution also known as up-convolution which is opposite of normal
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convolution i.e., from something that has the shape of the output of some convolu-
tion to something that has the shape of its input while maintaining a connectivity
pattern that is compatible with said convolution. Therefore it act as a convolution
decoder to produce the image.

The problem with CNN is that it only able to captures the spatial features of images,
for temporal features we need some time series based model. Therefore we need to
use a sequential model also.

3.2 Long Short-Term Memory(LSTM)

Long Short-Term Memory (LSTM) is variant of Recurrent Neural Network (RNN)
model which has special variable called memory cell ¢;, this memory cell contain dif-
ferent gates to control over the flow of information which traps the gradient, hence
it solves a major problem of RNN called the vanishing gradient. Therefore LSTM
model can handle the long-range dependencies.

The memory cell ¢; collects the information from the previous cell ¢;_; by activating
different gates. If the input gate 7, is activates then it states that a new information is
accumulated to the cell. If the forget gate f; is activates then it means that previous
cell state information can forgotten. If output gate o; is activated then the latest cell
output ¢; will be propagated to the final state h;. The key equations of LSTM are
shown in (3.1) below, where ‘o’ denotes the Hadamard product:

Ct = tanh(chxt + Wcaatfl + bc)
iy = o(Wigxy + Wigai—1 + Wico iy + b;)
fe = o(Wepwe + Wiegar—y + Wie 0 i1 + by)

. (3.1)
= fioc_1+iioq
Oy = O—(Woxzt + Woaa't—l + Woc oc + bo)
a; = o; o tanh(c;)
where 1, o, ....., x; are inputs, ay, as, ....., a; are hidden states, ¢y, co, ....., ¢; are output

cell, W,, represent weight parameters of ¢ along with it’s gate p and b represent
bias. We can stack multiple LSTM cell to extract temporal features from a complex
structure and make future prediction.

3.3 ConvLSTM

ConvLSTM|8, 13, 10] is composite model that extract the spatial and temporal fea-
tures of the spatio-temporal data simultaneously by replacing the normal matrix
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tion of ConvLSTM structure

8 Figure 3.2: Encoding-Images to ConvLSTM net-

work for Frame Prediction [8].

operation to convolution matrix for input to hidden and hidden to hidden transition.
This allow ConvLSTM to propagate spatial characteristics temporally through each
ConvLSTM state.

Suppose we have input A}, ..., &, hidden states Hi,...,H;, cell output Cy,...,C,
input gate #;, forget gate f; and output gate o; all are 3-D tensors. The inputs and
past states of its local neighbors determines the future state of certain cell using a
convolution operator in the state-to-state and input-to-state transitions (see Fig. 3.1).
The mathematical representation of ConvLSTM is shown equation in (3.2) below:

C; = tanh(We, * X + W, x Hy + be)

iy = 0(Wix * Xy + Win ¥ Hy + Wic 0 Cp + by)
fi=0Wyy x Xy + Wep x Hy + Wi 0C + by)
Ci=froCiy +i0C

0r = (W % Xy + Wop x Hy + Woe 0 Cy + b,)
H; = o, o tanh(Cy)

where ‘x” represent convolution operator and ‘o’ represent Hadamard product. All
the operation of convolution like padding, stride and pooling are also applicable here.

(3.2)

The ConvLSTM model has two network branch an encoding branch and forecasting
branch as shown in Fig 3.2 where the last cell output and it’s state of encoding branch
is copied to the initial state and cell output of forecasting branch. The encoding LSTM
compresses the whole input sequence into a hidden state tensor and the forecasting
LSTM unfolds this hidden state to give the final prediction. Multiple ConvLSTM
cell are used to extract spatio-temporal features from a complex structure and can
be used for prediction.



Chapter 4

Data

4.1 Introduction

We have used here two data-set one is MNIST data-set of handwritten digits and an-
other one is Landsat-8 dataset which is multi-spectral spatiotemporal data. Landsat-8
data contains total 11 bands of images and image bands starts from 1 to 9 are comes
from Operational Land Imager (OLI) sensor and 10 to 11 are comes from Thermal
Infra-Red Scanner (TIRS) sensor. Each bands represent some some band. For e.g.
band-2 corresponds to Blue channel, band-3 corresponds to Green and band-8 corre-
sponds to PAN etc. All these bands are very high resolution images. Landsat-8 data
are used to captures the land cover maps information which monitors the ongoing
climate changes on those land cover maps. These climate changes includes the sur-
face temperature characteristics, heat, moisture’s, rainfall, elevation of grounds and
clouds etc. Landsat-8 data can also be used for classification or segmentation of land
map region into different sections of bodies like agriculture land, forests, river, ponds,
mountains, glacier’s and oceans etc.

4.2 Data Preparation

We have downloaded the MNIST data-set from internet which contains total 600
hand-written images each of 28 x 28 resolution. The Landsat-8 data is downloaded
from https://earthexplorer.usgs.gov/ of the region Himachal Pradesh whose
coordinates are (Lat: 32° 43" 54" North, Long: 076° 33 49"), (Lat: 33° 03" 00"
North, Long: 074° 18" 217), (Lat: 34° 26 51" North, Long: 074° 02" 32") and (Lat:
34° 27" 40" North, Long: 076° 03" 30").

Each 11 bands of this region has resolution about 7500 x 7700 which is taken over
the period of Jan-2021 to Dec-2021. In this duration there are total 17 time-stamp
each having 11 bands makes total 17 * 11 = 187 images are there.

10
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4.3 Data Preprocessing

Images of Landsat-8 data having resolution about 7500 x 7700 are resized to 256
x 256 resolution and 512 x 512 resolution to make two different data-sets for dif-
ferent purposes to train and validate the model. We will see the reason behind to
make two different data-sets of Landsat-8 images of different resolution in result sec-
tion. The MNIST images are resized to 256 x 256 resolution only. Every images
in each data-sets are normalize to 0-1 gray-scale image by subtracting each images
from global min value and then divided by global max value to make it on same scale.

First we have taken 4 consecutive frames as input to make a single window and
the next single frame is for comparison as a output frame then we slide the window
by factor of one to select next four consecutive frame and its next single frame again
for comparison and continue this process until we cover all images. So here a single
input example consists of 4 continuous frame and a single output example consists
of one frame only. This output example is act as a ground truth when compared to
predicted output.

Similarly we repeated the same process for 6 consecutive frames as a input and next
single image a output. So here the single input example consists of 6 frames and
the output examples consists of single frame which also act as a ground truth when
compared to predicted output.

In one case we have used composite data (MNIST+ Landsat-8) i.e. 600 MNIST
images are used to make training examples by above process and 17 images of Band-
1 over that time period are used to make validation example.

In another case we have used purely Landsat-8 data for training and validation.Validation
are done on 17 images of Band-1 and the training is done on rest images of band 2
to 11 that means training images are 10 x 17 = 170.

4.4 Data Visualisation:

Let us have look on the input examples which can be passed to our model, we have
two types of input examples one have window size of 4 and another input example
have window size of 6 and the output is single image.
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Figure 4.1: MNIST input and output examples when window size for input is 4.
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Figure 4.2: MNIST input and output examples when window size for input is 6.
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Figure 4.3: Landsat-8 input and output examples when window size for input is 4.
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Figure 4.4: Landsat-8 input and output examples when window size for input is 6.



Chapter 5

Prediction using basic ConvLSTM
Model [8].

5.1 Motivation

If we are able to capture the ongoing change in the climate conditions and able to
map those changes to get some useful information, based on the previous time series
data(satellite land maps of different bands) of those climatic changes then we can
predict next instance of those changes. Thus we can prepare for calamities that can
caused by these rapid changes of climate.

ConvLLSTM is used to extracts the spatio-temporal features of time series images
and with this property of ConvLSTM we can use it as a prediction model to predict
the future frame. Therefore ConvLSTM are better model to get information from
time series images and it can be used as a predictor model to forecast next frame.

5.2 Preliminaries

5.2.1 Architecture

The architecture shown in Fig 5.1 takes a sequence of consecutive frames of size N,
passes these sequence of images to first layer of ConvLSTM where first layer create the
tensor of these sequences and performs the action mentioned in the section 3.3 using
some kernel size (5x5) and number of filters (64) to produce the output which passes
through next layer and again performs same action with same or different kernel size
(3x3) and number of filter (32) and then to next layer with kernel size (3x3) and
number of filters (16) then we apply convolution to reconstruct the predicted image
using (3x3) kernel size, 3 filters, stride = N. In all the layers we need to check the

13



14 5. Prediction using basic ConvLSTM Model [8].

Input-lmage Sequence: 4,256,256,3

F

ConvLSTM: 5x5, 64 filters

F

ConvLSTM: 3x3, 32 filters

k4

ConvLSTM: 3x3. 16 filters

h

Reconstruction Using Convolution: 3x3, 3 filter Stride-4

Figure 5.1: Our architecture model. It takes N consecutive frames of images and
passed this inputs examples to this model and produce the predicted image of the
sequence input.

dimensions of inputs and outputs produce by each layers with proper kernel size,
number of filters and strides.

5.2.2 Implementations

Input layer consists of 4 consecutive images each have dimension 256x256x3 is passed
through first layer where spatial features are extracted through convolution with
filter size 5x5 and number of filters 64 to produce the output as sequence of 4 images
of dimension 256x256x64 and temporal features are also extracted in this process
using LSTM also, now we perform batch normalization and passes these output to
next ConvLLSTM layer which again extract spatio-tempral features using 3x3 kernel
size, 32 filters produce output as (4,256,256,32) and performs batch normalization
and these output passed to next layer which uses 3x3 kernel size, 16 filters produce
output as (4,256,256,16). Finally we will apply convolution to result produced by last
layer using 3x3 filter size, 3 filters and stride = 4 to get a single forecasting image
of dimension 256x256x3 as shown in Fig 5.2. We will compare this predicted image
with the 5" image of the sequence with act as ground truth here.
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Layer (type) Output Shape Param %

input_1 (InputLayer) [(MNone, 4, 256, 256, 3)] @

conv_lst_m2d {ConvLSTMZD) (None, 4, 256, 256, 64) 429056

batch_normalization (BatchMo (None, 4, 258, 256, 64) 258

conv_lst_m2d_1 (ConvLSTM2D) (None, 4, 256, 256, 32) 118728

batch_normalization_1 (Batch (None, 4, 258, 256, 32) 128

conv_lst_m2d_2 (ConvLSTM2D) (None, 4, 256, 256, 16) 27712

conv3d {Conv3D) (None, 1, 256, 256, 3) 1299

Figure 5.2: This is the snapshot of model summary where input layer has 4 consecutive
frames each of dimension (256x256x3) and passes through subsequent layers and
produces a single predicted future frame.

5.2.3 Result

The first row of Table 5.1 represent that the 6 consecutive images of resolution
256x256x3 makes one input example, we have taken purely Landsat-8 data for train-
ing and validation the model, having 163 training examples and 9 validation examples
passed through a 3 layer basic ConvLSTM model having batch size 4 with 100 epochs
gives training error 0.0107 and validation error 0.0132. The result produced by this
combination is shown in Fig 5.3.

Similarly for second row of Table 5.1 has window size of 4 sequential images of purely
Landsat-8 data having 164 training examples and 11 validation examples with 2 lay-
ers of basic ConvLSTM gives training error 0.0096 and validation error 0.0119. The
result produced by this combination is shown in Fig 5.4.

Finally the last row of Table 5.1 has window size of 4 sequential images of mixdata(MNIST+Landsat-

8) where training is done on 595 MNIST examples and validation is done on 11
Landsat-8 examples with 3 layers of basic ConvLSTM model gives high error. The
output produce here is very bad.
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Input Data Type Number of | Number of | Number Batch Number Training Error
Training Validation | of Layers | Size of Epochs | Loss Val_loss
Examples | Examples
6,256,256,3 Landsat-8 163 9 3 4 100 0.0107  0.0132
4,256,256,3 Landsat-8 164 11 2 4 100 0.0096 0.0119
4,256,256,3 Mix-data 3 4 50 0.0571 0.0239
Train_MNIST 595
Val_Landsat 11

Table 5.1: This table shows the different hyper-parameters combinations and their
training loss and validation loss.
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Figure 5.3: This is the result produced by 3-layer basic ConvLSTM model when input
is 6 consecutive frames.
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Figure 5.4: This is the result produced by 2-layer basic ConvLLSTM model when input
is 4 consecutive frames.



Chapter 6

Prediction using ConvLSTM V2
[10].

6.1 Motivation

The basic idea to use this model is that it produce the better result with fast computa-
tion. In this model we add more layer of convolution and up-convolution which works
as encoder and decoder, hence captures the spatial features with more information
and thus predicts the images with better results.

6.2 Preliminaries

6.2.1 Architecture

The architecture shown in Fig 6.1 takes a sequence of consecutive frames of size N,
we passed this sequence into two separate convolution layer followed by one another
which performs convolution operation explained in section 3.1. These convolution
layer act as spatial encoder. Now these N sequence of after convolution has reduced
dimension will pass through the 3 layers of ConvLSTM which extract the spatio-
temporal features. Since the input given to ConvLSTM has lower dimension which
makes this model to train and validate faster than the basic ConvLSTM model(5).
The result produced by 3 layers of ConvLSTM is passed into two layers TransCon-
volution to get back the results which has same dimension as input but with better
saptio-temporal features. These TransConvolution layer act as spatial decoder. Now
the output of TransConvolution is passed through a convolution layer to predict a
single image. These extra layers provides better feature extraction.

17



18 6. Prediction using ConvLSTM V2 [10].

Input-lmage Sequence: 6,512,512.3

5

Convolution: 5x5x5, 128 filters, stride-3,2,2

h

Convolution: 3x3x3, 64 fikers, stride-2,2,2

h

ConvLSTM: 5x5, 128 filters

ConvLSTM: 3x3, 64 filters

ConvL3TM: 3x3, 32 filters

TransConvolution: 3x3x3, 64 filters, stride=1,2,2

TransConvolution: S5x5x5, 128 filters, stride=1,2,2

Prediction Using Convolution: 3x3x3, 3 filter

Figure 6.1: This architecture of ConvLSTM V2 have added two layers of convolution
and two layers of up-convolution which takes input as a sequence of images and passed
through subsequent layer to produce single predicted image.
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6.2.2 Implementations

The Fig shown in 6.2 takes input examples of 6 consecutive images each having dimen-
sion 512x512x3 are passed through first layer of convolution using filters=128, kernel
size=(5, 5, 5), strides = (3, 2, 2) to produce output shape(2, 256, 256, 128) along with
max pooling, this output passed down to second layer of convolution using filters=64,
kernel size=(3, 3, 3), strides = (2, 2, 2) with pooling layer to produce output result (1,
128, 128, 64). This output has reduced dimension which passed through first layer of
ConvLSTM with parameters filters=128, kernel size=(5, 5) to produce output shape
(1, 128, 128, 128) followed by batch normalization, these first layer ouput are passed
through second layer of ConvLSTM with same process as ConvLLSTM layer 1 has,
but having different prameters [filters=64, kernel size=(3, 3)], the output produced
by ConvLSTM layer 2 are passed down to next layer of ConvLLSTM using filters=32,
kernel size=(3, 3) produce output shape(1, 128, 128, 32). Now this result are passed
to next layer of Transpose Convolution layer using filters=64, kernel size=(3, 3, 3),
strides = (1, 2, 2) to produce output shape (1, 256, 256, 64), this output passed to
next Transpose Convolution layer using filters=128, kernel size=(3, 3, 3), strides =
(1, 2, 2) to produce output shape (1, 512, 512, 128) . Finally this result are passed
through convolution layer with 3 filters and kernel = (3, 3, 3) to produce as single
predicted image.

These input shape can be changed with different window size and dimensions and
we can change the hyperparameter like number of layers, filter size, number of kernel,
strides with suitable values. We will se the different results in section 6.2.3.

6.2.3 Result

The first row of Table 6.1 represent that the 6 consecutive images of resolution
512x512x3 makes one input example, we have taken purely Landsat-8 data for train-
ing and validation the model, having 163 training examples and 9 validation examples
passed through the architecture mentioned in 6.1 with 6 batch size, 200 epochs pro-
duces result shown in Fig6.3 having 0.0112 training loss and 0.0102 validation loss.
For second row of Table 6.1 we have changed only batch size = 4 and epochs = 100
and rest things remain same as first row of Table 6.1 gives result shown in Fig6.4
with 0.0107 training loss and 0.0100 validation loss.

In the third row of Table 6.1, we have changed number of ConvLSTM layers (2) with
6 batch size and 100 epochs gives result as shown in Fig6.5 having 0.0134 training
loss and 0.0109 validation loss.

Finally for the fourth row of Table 6.1 we have used mix-data which produces the
worst result with 0.0518 training loss and 0.0191 validation loss.
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Layer (type) Output Shape Param #
input_1 {InputlLayer) [{Mome, &, 512, 512, 3)}] @
conv3d (Conv3D) (None, 2, 256, 256, 128) 48128

max_pooling3d (MaxPooling3D) (Mone, 2, 256, 256, 128) @

conv3d_1 {Conv3D) (Mone, 1, 128, 128, &4) 221248

max_pooling3d_1 (MaxPooling3 (Mone, 1, 128, 128, &4) @

conv_lst_m2d (ConvlSTMZD) (None, 1, 128, 128, 128) 2458112

batch_normalization (BatchMo (Mone, 1, 128, 128, 128) 512

comv_lst_m2d_1 (ConvLSTM2D) (MNone, 1, 128, 128, 54) 442624

batch_normalization_1 (Batch (MNone, 1, 128, 128, &4) 256

conv_lst_m2d_2 (ConvLSTM2D) (Mone, 1, 128, 128, 32) 118728

conv3dd_transpose (Conv3DTran (Mone, 1, 256, 256, &4) 55368

conv3d_transpose_1 {(Conv3DTr (Mone, 1, 512, 512, 128) 1824128

conv3d_2 (Conv3D) {Mone, 1, 512, 512, 3) 18371

Total params: £,371,450
Trainable params: 4,371,875
Mon-trainable params: 384

Figure 6.2: This is the snapshot of model summary where input layer has 6 consecutive
frames each of dimension (512x512x3) and passes through subsequent layers and
produces a single predicted future frame.

Input Data Type Number of | Number of | Number Batch Number Training Error
Training Validation of Layers | Size of Epochs | Loss Val_loss
Examples | Examples
6,512,512,3 Landsat-8 163 9 2,3,2 6 200 0.0112  0.0102
6,512,512,3 Landsat-8 163 9 2,3,2 4 100 0.0107  0.0100
6,512,512,3 Landsat-8 163 9 2,2,2 6 100 0.0134  0.0109
6,256,256,3 Mix-data 2,3,2 4 50 0.0518 0.0191
Train_MNIST 595
Val_Landsat 9

Table 6.1: This table shows the different hyper-parameters combinations and their
training loss and validation loss for ConvLSTM V2.
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Figure 6.3: This is the result produced by 3-layer ConvLSTM V2 model when input
is 6 consecutive frames with the parameters mentioned in the first row of the table
6.1.
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Figure 6.4: This is the result produced by 3-layer ConvLSTM V2 model when input
is 6 consecutive frames with the parameters mentioned in the second row of the table
6.1.
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Figure 6.5: This is the result produced by 3-layer ConvLSTM V2 model when input
is 6 consecutive frames with the parameters mentioned in the third row of the table
6.1.



Chapter 7

Future Work and Conclusion

7.1 Conclusion

In our paper we are using two deep learning model to extract the spectral and tem-
poral features of high resolution multi-spectral time series images of Landsat-8 data
and predicting the next image. ConvLLSTM model are well know that captures the
spatio-temporal features, because ConvLSTM is composite model which uses both
convolution and LSTM simultaneously. The first model is simple basic ConvLSTM
and second model ConvLSTM V2 have additional layer of convolution and TransCon-
volution. On performing experiments we found that ConvLSTM V2 perfroms faster
and produces better predicetd image than basic ConvLSTM

7.2 Future Work

For future work, we can extend this ConvLSTM model with some deep learning
model to classify or segment those predicted image to see the changes in the ground
truth and predicted images for comparison. If have enough data for each bands of
Landsat-8 data then we predict name frame of each band and combine them using
QGIS software and preform some actions.
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