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Abstract

Advances in natural language processing (NLP) in recent times has shown a
greatpromise in improving thepatientprofileswith thehelpof their clinical notes.
In medical practices, preparing clinical details for patients often happen through
longer forms, which are really difficult to maintain and process. Therefore, peo-
ple use abbreviations (writing a medical term in a shorter form) to record clini-
cal details. In clinical notes, abbreviations are used recklessly without mention-
ing their definitions. These abbreviations can have different expansions based on
their medical context. For example, the abbreviation “ivf” may denote either “in-
travenous fluid” or “in vitro fertilization” based on their contexts. It is thus a chal-
lenging task forNLP systems to correctly disambiguate abbreviations in their clin-
ical notes. We have used the Naive Bayes approach for correctly disambiguating
medical concepts and abbreviations by using NLP models. We have proposed a
measure to findwhether a givenmedical abbreviation is related to COVIDor non-
COVID.We have trained ourmodel on the COVID ontologies and generalmedical
concepts and tested it on thedatasetwhichwehave compiledat ourown. Wehave
tried to determine the correct senses for an abbreviation based on the associated
context.
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1 Introduction

Inmedical terminology creating clinical records for the patient profile is quite an im-
portant task. During the process of preparing patient profile, doctors often faces the
issue of long medical terms which is difficult to pronounce, remember and under-
stand. so, researchers used the abbreviations for the long forms convert into short
forms, for make it easier to understand. Problem of correctly disambiguate the ab-
breviation corresponding to the given sentence is difficult.

frompastmany years various approaches have been used for resolve the problem.
in thiswork,wehavedone someworkonfindingCOVID related concepts for the given
abbreviation with the help of the score, based on the occurrence of (COV I D,non −
COV I D)words in a sentence. itmay causesmajor problemwhile not correctly classify
theabbreviationaswehaveusedsomeabbreviation rt ina sentenceof clinical records,
it will be difficult to distinguish the expansion, there will be multiple expansion cor-
responding to the abbreviation as "respiratory therapy" or "radiation therapy". here,
both the definitions are related to the sameproblem, both of the expansions are lungs
related so it will be difficult to identify the correct expansion of abbreviation. we have
used Laplacian Naive Bayes and log probability in this approach for making calcula-
tion easier. abbreviation Detection in unrestricted text is a challenging task. In the
area of general English, different methods have been developed for detecting the ab-
breviation in unrestricted text.
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2 ProblemDefinition

Ourmain problem is to distinguish themedical abbreviations that might have differ-
ent expansions. We have particularly focused on COVID based medical terms in this
thesis. Our goal is twofold as listed below.

• Wehave identifiedwhether a givenconcept isCOVID relatedornotwith thehelp
of Multinomial Naive Bayes algorithm

• For the given sentence that contains a medical abbreviation, we have explored
whether theabbreviation isCOVIDrelatedornotbyusing the logofprobabilities
of the supporting words.

We have been given a list of abbreviations and its possible expansions, their type
(COVID or non-COVID), and a corresponding sentence. The output will be the sug-
gested expansion. A schematic diagram highlighting the problem is shown in Fig. 1.

Figure 1: A schematic diagram of the problem.
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3 RelatedWork

In biomedical terminology, sometimes abbreviations occur together with their ex-
panded forms at least once in the document. Usually, it appears in this format in short
forms(long forms). for that several approaches have been developed to map the ab-
breviationwith their correct expansions. which had been used to develop a database,
this database is called sense inventory [8]. which contains the abbreviationswith their
detected possible senses.

There are many earlier research attempts in distinguishing between the ambigu-
ous biomedical terms. Some of these are focused toward using examples generated
from theUMLSMetathesaurus [10]. However, the work on expanding the disambigu-
ous medical abbreviations is a relatively new domain. The expansion of abbreviated
medical terms is an essential problem inmedical science, precisely in Prescriptomics.
Prescriptomics deals with the data collected from digitized prescriptions.

Therehavebeenseveralmethods introduced formedical abbreviationdisambigua-
tion in recent times. Thismainly includes supervised learningwithdecision tree, clas-
sification, Naive Bayes, SVM models, etc. Due to the availability of limited datasets,
several problems arise for those models. So earlier research has attempted to create
hand-labeled datasets for the said purpose. Former studies have used some hand-
labeled datasets such as i2b2 hand-labeled data which contain 250 abbreviations [9],
and some information about the patient. Recent researchers have also used publicly
available datasets like CASI, mimic-3, UMLS, i2b2, all acronyms, and ADAM. CASI
dataset contains the abbreviation and patient clinical records. Previously for distin-
guishing medical abbreviations, used the approach of reverse substitution. In this, if
the data includes some long forms replace them with the short forms and write the
long forms into the training dataset and the corresponding short forms as abbrevia-
tions. Skreta et al. have used the closely related medical concept not present in data
[9]. Then they augmented it with the data.

Contextualized embedding has also been used formedical abbreviations. with the
help of TF-IDF score also used for disambiguatingmedical abbreviations and the ap-
proach of local context used. in this approach find the correct expansion correspond-
ing to the given abbreviation based on the context. in this case, the problem is if there
is an abbreviation as rt and having the expansion as radiation therapy or respiratory
therapy both of the words are lungs related. Therefore, it will be difficult to differ-
entiate the expansion for the abbreviation based on the local context, local context
contains information about the sentence only. So, they have used the approach, to
differentiate medical abbreviations based on both global context and local context,
global context contains all the information about the whole document.
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In biomedical terminology, there are various knowledgeable sources available that
may help to detect the abbreviation and their definitions. Sources have contains the
abbreviation and its possible senses[12]. UMLS[2]( Unified Medical Language Sys-
tem), CUI(ConceptUnique Identifiers), ADAM[14](another databaseof abbreviations
inMEDLINE),MEDLINE[6], andAll Acronyms[5] are the available sources. TheUMLS
combines many biomedical vocabularies including the clinical text. The Metathe-
saurus file “MRCONSO.RRF” of UMLS contains information which is associated with
medical terms, such as concept unique identifier. CUI is also used as the source of
medical termsandabbreviations. ADAMcontains the acronymandnon-acronymab-
breviations andmedical concepts.

Different definitions of the abbreviations extracted from MEDLINE and abstract
basedontheshort form/ long formmethods. In thedomainofclinical records, Berman
has used the abbreviations from pathology reports and classified them based on the
relationship between the abbreviations and their expansions which is useful for the
implementation of abbreviations detection and for expansionmethods.

In this work, we have used themultinomial naive Bayesmodel to findwhether the
sentence is COVID related or non-COVID related. then find whether the given ab-
breviation will be COVID-related or not. if it is COVID-related then assign the corre-
sponding COVID-related expansion to the abbreviation. we have used the Laplacian
Bayes to prevent the problem of zero probability.
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4 DataSet Details

4.1 Dataset Collection

To evaluate our work we have used COVID ontology[3] and general medical ontology,
we have used COVID ontology For the COVID dataset, and it contains 16,000 rows in
which it contains concept id, table, and concepts. where concept id contained the
identification number, concepts contained some sentences and table id contained
some condition(situation). From this dataset, we only need concepts for our work.

We have dropped all the columnswhich are not required for our work. so, we have
dropped concept id and table. at last, we have concepts of the COVID dataset which
wehave used in ourwork. for generalmedical data, wehave to use theCASI dataset[4]
as non-COVID data. which contains 21,000 rows of abbreviation, expansion, and sen-
tences. we have extracted sentences from the CASI dataset and used them for our
work. we have manually created datasets of general medical concepts which contain
300 concepts. in this dataset, we have contained abbreviation, expansion, source to
get the abbreviation, type for defining whether it is COVID related abbreviation, or
non-COVID related and sentence. we have named this dataset abbreviation data. and
used it in our work as test data.

Wehavecombined theCOVIDontologyandgeneralmedical datasets (non-COVID
dataset), which contain 33,400 rows out of which 16,400 rows of COVID ontology and
17,000 rows of non-COVID data (we have picked these data from the CASI dataset).
A snapshot of the data pertaining to COVID ontologies is shown in Fig. 2. Similarly,
a snapshot of the data related to non-COVID that is taken from the CASI dataset is
shown in Fig. 3.

This data represents the structure of the CASI dataset. we have used this data after
performing data cleaning and pre-processing.

Now, the data which we have created as the test data and named it abbreviation
data.

4.2 Data Pre-processing

After collectingall the requireddatawehave toperformdatacleaningandpre-processing
of the data. we have dropped those columns from the data which is not required for
our work. and removed all the rows from a dataset that is not present in the desired
format. We have used Python libraries like pandas, NumPy, sklearn, matplotlib, word
cloud, nltk, and text blob.
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Figure 2: Snapshot of data present in COVID ontologies.

Figure 3: The non-COVID data collected from the CASI dataset.
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Figure 4: Snapshot of manually created Test data .

Figure 5: Snapshot of Total data .
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Thisdataset represents the total dataset after combiningCOVIDontologyandgen-
eral medical data(non-COVID data). this data having index and medical term which
contains concepts and typewhichdefines that given sentenceor concept isCOVID re-
latedornonCOVID related.for better understandingwehaveuse .describe() function.
for data itwill provide the important details of data set, for better understandingof the
data. this function will give the details as max, min, avg, count, mean, std, 25%, 50%,
75%. Because of the data combining indexes had been shuffled, to solve this problem
we have used reset.index() function for re-indexing.
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5 Distinguishing COVID and non-COVID Concepts

In thiswork,wehaveused themultinomial naiveBayes[1] approach. Tofind theGiven
sentence of the data, if it is COVID related or non-COVID related.

We have perform these steps here.

Figure 6: steps for The Approach

We have created a dataset for COVID and non-COVID data. First of all, we have
gathered all the required data for our work and applied data preprocessing. we have
imported all the required libraries. In the next step read all the required datasets by
using pd.read_csv() function. We have used concatenate function to concatenate the
datasets. In which we have used 16,400 rows of COVID ontology and 17,000 rows of
non-COVID data. and then assign the new combined datasets with the new term as
total datawith 33,400 rows. After combining the datasets we have to perform reindex-
ing.

From theoriginal format tomaking thedatasets into our desired formatwehave to
perform some NLP functions. first, we have to convert all the letters into lower case.
and remove usernames, URLs, and all digits, all single characters, punctuation, and
quotes, convert more than 2 letter repetitions to 2 letters and replaces double spaces
with single space. we have renamed the columns, "concepts" as "medical term" and
type as "category". we have used dropna function for remove unknown, NaN and null
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values.
We are using the Multinomial Naive Bayes approach for text classification. this is

a task of natural language processing. Multinomial Naive Bayes is a supervised al-
gorithm of classification. Here, we have used this approach in our work to classify
whethera sentence isCOVID-relatedornon-COVID-related. wehave tofind theprob-
ability of being COVID related for each word of the sentence.in Multinomial Naive
Bayes we used Bayes Theorem. and same as we have found the probability of being
non-COVID for each word. and we used the log probabilities to make the calculation
easier. normalized the probability of COVID and the probability of non-COVID.

5.1 Spelling Correction

Spelling correction is a task of NLP. we have the data, in certain it can be noisy means
it can have spelling errors, so we have to correct them. in NLP there are many algo-
rithms defined for spelling correction corresponding to the problem. we have used
spelling correction for incorrect spelling. in our work, we have not used spelling cor-
rection. but it can be used in the future. we have used blobber from text blob as a
library and used NaiveBayesAnalyzer from textblob.sentiments. To use the spelling
correction function.

5.2 Tokenization

We have used tokenization, and we know tokenization is a process of segmenting a
stringof characters intowords. Weuse tokenization tofindout tokens. Basically token
is an instance of a sequence of characters.

5.3 Sentence Segmentation

Sentence segmentationweused formanypurposes. Tokenization isoneof them. Sen-
tence segmentation is the problem of deciding where the sentence begins and where
it ends.

5.4 Stemming

We have used stemming for reducing terms to their stem, which means chopping
of suffices and crude chopping of affixes. It is language-dependent. For example,
−automate, automatic, automation all are reduced into ‘automat’. we used Porter’s
algorithm for stemming [11].
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5.5 Lemmatization

Weused lemmatization becausewehave try to findwhether the actual dictionary had
the given word with their form or not. So lemmatization reduces the inflections or
variant forms into their root form.

5.6 StopWords

We have used stop words here. Every language has its own stop words. we have used
the English language here, so we have used the stop words of the English language.

After completing those steps we have to perform data cleaning. In which we re-
moved punctuation, because of that we got data in form of alphabets. So we have
used the .join function for joining these alphabets. after that, we used the .split func-
tion for forming the sentence into tokens or words. Then, we used a count vectorizer
to convert everyword into vectors based on the frequency that occurs in the sentence.

5.7 Summary of Pre-processed Data

Figure 7: The share of COVID and non-COVID concepts in the data prepared for pre-
dictive analysis.

Fig. 7 represents 16,999data points of nonCOVIDdata belongs to the green region.
on the other hand 16,401 data points of COVID data belongs to the red region. that
means50%non-COVIDdata and49%COVIDdatapoints arepresented inourdataset.
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Figure 8: Themost frequently used words in the COVID related data.

For better understanding of data we have plot the COVID and non-COVID data with
the help of matplotlib.

We have also attempted to find out the most frequently occurring words in the
COVID and non-COVID related data.

5.7.1 Visualizing theWord Could

Word cloud is used here, for a visual representation of words. Cloud creators in word
cloud are used for highlighting the popular words (which is mostly used in our data)
based on the frequency of words.

We have created both the word clouds for the COVID data (see ) as well as non-
COVID data.

5.7.2 plot formostly used words for non COVID data.
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Figure 9: Themost frequently used words in the non-COVID related data.

In our work, we have split data into 20% for the test data and 80 % for the training
data. so, train data contains 26,720 rows and the columns X_train, y_train. for the
test data contains 6,680 rows and columns X_test, y_test. after that, we applied the
Multinomial Naive Bayes algorithm to the training data. so, here, we have learned the
Naive Bayes classifier on X_train, y_train. we have find the predicted values on X_test.

5.8 Results

5.8.1 PerformanceMetrics

We have represented the accuracy with the help of confusion matrix. It contains a
predicted label on the vertical axis and a true label on the horizontal axis, wherein the
first quadrant shows the correctly determined non-COVID values and the last quad-
rant showed the correctly determined COVID values. The second and third quadrant
shows the falsely predicted values. Thus,wehaveobtainedanoverall accuracyof 95%.

Basedon this, wehave calculated the values of precision, recall, f1−score, and sup-
port. We have used all these as performance metrics. Suppose we denote the True
Positive, True Negative, False Positive, and False Negative as TP, TN, FP, and FN, re-
spectively. Then values of precision and recall are calculated as follows.

Precision = T P
T P+F P

Precision = 3165
3165+162

= 0.95
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Figure 10: performancemeasurement based on the Confusionmatrix

Recall = T P
T P+F N

Recall = 3165
3165+155

= 0.95 F1-score = 2* Pr eci si on∗Recal l
Pr eci si on+Recal l F1-score = 2* 0.95∗0.95

0.95+0.95

= 2* 0.9025
1.9

= 0.95

Figure 11: The performancemeasurement based on the Precision and Recall.

We have also observed the performance with the help of AUC ROC.
The ROCplot reflects the True positive rate (when the truth is positive and the pre-

dicted value is also positive) on the vertical axis and the False positive rate (when the
truth value is negative but the predicted value shows positive) on the horizontal axis.
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Figure 12: The performancemeasurement based on ROC.

Now, we used this model on the data which we have created as the test data (with
abbreviation data) for the purpose of testing. We have read the data and dropped val-
ues. We dropped all the columns except the syntax from the test data and with the
help of count vectorizer .transform it means we have used the same dimension as we
used during learning the model and model_naive.predict function for predicting the
values. We observed that the accuracy with the Naive Bayes classifier is 0.57.

Figure 13: Accuracy with the Naive Bayes Approach

16



6 COVID RelatedMedical TermDisambiguation

Here, we have done some extra work. first, we have combined the data of COVID on-
tology and general medical ontology. we have picked 5000 rows of COVID ontology
and 5000 rows of general medical ontology. we have performed data pre-processing
and data cleaning, dropna values. merge all the data named as total data. and hav-
ing 10,000 rows and 2 columns. as "Medical Terms" and "Type". "Type" contains the
binary value ’1’ and ’0’ corresponding to COVID and non-COVID.

"For the given sentence that contains a medical abbreviation, we have explored
whether the abbreviation is COVID related or not by using the log of probabilities of
the supporting words. We have to perform these steps here".

Figure 14: Flowchart for the entire Approach

wehaveusedall the required libraries asnumPy, pandas,matplotlib, seaborn, nltk,
scikit. Data collection caused the problem of index shuffling, so we need to perform
index resetting on the combined data by using the data reset function For converting
the data into the desired format, we have used some functions. so in the first step,
convert every word into lower case. Removed usernames, Remove URLs, Removes
all digits, Remove (&quot ), Removes all single characters, Removed all punctuation,
Convertedmore than 2 letter repetitions to 2 letters, and Replaces double spaces with
single spaces. these are the function we have used in our dataset.

We have to perform steps of spelling correction, Tokenization, Stemming, stop
words, and lemmatization. these are the NLP steps we have used for receiving data
into the desired format.
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6.1 BOWApproach

We have used the BOW approach[13] to convert word into vectors, we have used the
count vectorizer function. so we create a dictionary or corpus of all the distinct words
from the data. corresponding to every sentence, if the word belongs to the sentence it
will make it to 1 or use the frequency (howmany times a word occur in a sentence) of
that word. otherwise it will make it to 0 if the word is absent in a sentence.

We have split the data into train and test sets. We have used 20% of the data as
the test set (having 2000 rows) and the rest 80% as train set (having 7,999 rows). train-
ing data contained columns as X_train, y_train and test data contained column as
X_test, y_test in our representation.

Now, we have created the data frames for the train and test data as BOWTrain and
BOW Test. After that we have trained the model based on the X_train of BOW_Train.
we have all the distinct words of data as columns and sentences of train data as rows.
now, we have used BOW_Test. Here, we have used the .fit transform function, so the
dimension will be the same as previous during the model training, with sentences of
test data as rows. we have created a columnnamed a category in BOWTrain andBOW
Test data. category value, column defines the status of sentences as it is COVID or
non-COVID. the category values of BOW_Train used for model training and we have
to predict the category value for BOW_Test.

We have grouped the rows based on the category where COVID is assigned by ’1’
and non-COVID is assigned by ’0’. So, cons df contains the frequency for each word
occurring in the rows of COVID data and non-COVID data, and category values that
show ’1’ for ’COVID’ and ’0’ for non-COVID.We have counted howmany rows belong
to a particular class. In our work, we have 4004 rows belonging to non-COVID and
3995 belonging to COVID. Thus, we have the count of all words related to non-COVID
as 42275 and the count of all words related to COVID as 21605.

6.2 Laplace smoothing

We have used Laplace smoothing[7] to prevent our work from the problem of zero
probability. For this, we have used a smoothing parameter alpha. Note that the value
of alpha should not be equal to zero (α! = 0). By using this, the probability will never
be zero irrespective of the fact whether a word is present or not in the data set. If we
use higher values for alpha, it will push the likelihood toward the value of 0.5. So, we
do not get any valuable information from this. Hence, we prefer to take the value of
alpha as 1. The formula we are using for the Laplace Smoothing is as follows.

P(word|being COVID related) = number o f sentenceswi thwor d and y=COV I D+α
Tot alno.o f r ow swhi chi sCOV I Dr el ated

18



If we are taking some particular word as w which is present in sentences and it is
given that thewordw isCOVID relateddenoted as c, assume, thenumberof sentences
with w as w’. Number of COVID-related sentences as r then, then the probability of
P (w |c) will be as follows.

P(w|c) = w ′and y=COV I D+α
r

We have created a data frame named Prob Table with the column P_c which con-
tains the probability of COVID-related rows and non-COVID-related rows. The cat-
egory count contains the number of COVID-related rows and the number of non-
COVID-related rows presented.

P(COVID related rows ) = no.o f COV I Dr el atedr ow s
tot alno.o f r ow s

In our data, there are 4004 non-COVID-related rows where 3995 COVID related
rows so P(COVID-related rows ) will be as follows.

P(COVID related rows ) = 3995
4004+3995 = 0.49943

Probability of total number of non-COVID related rows is calculated as.

P(non-COVID related rows) = 4004
4004+3995 = 0.500563

cols contain all the distinct words of the data. Wehave added a column col to the Prob
Table which contained the probability for each COVID-related word with Laplacian
smoothing

Now, Prob Table has the columns ’P_c’ (probability of total no.of COVID-related
rows and non-COVID-related rows), ’category values’(’1’ for ’COVID’ and ’0’ for non-
COVID), and all the distinct word of the data. we have found the log probability for
P_cofProbTable. Wehavedropped thecolumns ’P_c’ and ’categoryvalues’ fromthem
andassigned themto thecols. Now,Wehave tocalculate theprobabilityof everyword.

Prob Table contained all the distinct words of data as columns, categories ’COVID’
and ’non-COVID’ as rows. We have to calculate the probability of every word of the
given sentence, Consider themultiplicationof theprobability of all thewords in a sen-
tence.
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We have created a train array that contains all the words with their probability of
COVID and non-COVID. now convert train array into numPy array. We predicted the
probability for the test data(BOWTest) and store it into a data framenamedpredicted.
first, take the transpose of the dot product of the BOW Test and train array, and sum
it with the probability of that sentence from P_c of Prob Table. we have predicted the
probability of BOW_Test.

In our work size of the BOW Test is 2000 rows and 27,636 columns, the size of the
training array is 2 rows and 27,635 columns, and the predicted data frame is 2000 rows
and 2 columns. We have every sentence’s original category and predicted category.
So, we can see the results on the 2000 data points of BOW Test data we have got 1846
correctly classified data points. with 92.3% accuracy.

We have implemented ourmodel now, andwe have used it on our test data, in our
test data we have created 178 rows with 4 columns which are an abbreviation, cate-
gory, syntax, and sentence. First, we have dropped all the columns except sentences
and store them as BOW Test1. we have used a count vectorizer.transform, so we use
the same dimension as previous. 27635 no. of distinct words of the training data. so
on the same dimension, we will use it for our text data.

For our test data, we have to predict the category of the sentences. In the origi-
nal test data, we have known the category of the sentences. We have given the input
sentences and abbreviation, for that we have created a function and named this func-
tion as Score function, to decide for the given abbreviation, is COVID related or not by
using the probability of a sentence being COVID related and non-COVID related.
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In the Score function, we have passed the argument statement and abbreviation.
for the sentence, we have used the same dimension which is no. of distinct words
of training data. Words of the given sentence matched with the words of corpus and
createdavector if thewordof sentencepresent incorpusassign itwith ’1’ otherwise ’0’
and represented by pred. We have used ‘h’ to store the result ofmultiplication of train
array and pred. we know train array is np array and contains the probability value for
eachword being COVID related and non-COVID related. So ‘h’ will represent amatrix
with the size of thematrix based on themax size of train array and pred.

Now, we have got the probability of each word of the given sentence being COVID
related and non-COVID related.
a = number of columns where the probability of non-COVID > COVID
b = number of columns where the probability of COVID > non-COVID
with the help of vstack function used vertically shows the value of a and b and is rep-
resented with the help of con. So, the probability of an abbreviation being COVID-
related:
= b

a+b

In our work, we got a = 15, and b = 2, so, the probability of the abbreviation being
COVID related = 0.117, and the name of the abbreviation is HFRS.

from the abovework, wewill get to knowwhether the given abbreviation is COVID
related or non-COVID related. if our abbreviation is COVID related then only we have
assigned the COVID-related expansion to the corresponding abbreviation.
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On the 178 data points of BOWTest data, we have received 105 correctly classified
data points with 0.58% accuracy.
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7 Conclusion

In this work, we developedmethods for detecting whether an abbreviation of a given
sentence is COVID-related or non-COVID-related. with the help of the probability of
the sentence being COVID related and non-COVID related. So in the first work, we
found sentence is COVID related or not and we got 95% accuracy on the train data.
Hence, after using it on the test datawhichwehave created, we got 57%accuracywith
themultinomial Naive Bayes.

In the second work, we used the BOW approach and Laplace smoothing and we
received92.3%accuracyon traindata and58%accuracyon the independent test data.
For our work, it is necessary to find the status of a given sentence is COVID-related or
non-COVID-related.
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8 Dataset and Code Availability

Dataset of COVID ontology: https://github.com/COVID-19-ontology/COVID-19
Datasetof generalmedicalontology: https://conservancy.umn.edu/handle/11299/

137703

Codes fromtheGitHub link: https://github.com/nidhipal076/Ontology-aware-learning-for-Electronic-Health-Records
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