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Abstract

The journey of the Indian data protection framework started in 2018 with the introduction of
the initial draft as “Personal Data Protection Bill (PDPB-2018)”. Subsequently, a revised draft
PDPB-2019 was introduced. This went through revisions as PDPB 2021 and Digital Personal
Data Protection Bill (DPDPB-2022). Finally, it was passed as “Digital Personal Data Protection
Act” (DPDPA, 2023). The framework emphasized on protected data processing while the user’s
privacy is honored.

In this thesis, we look at the technical aspects in DPDPA and suggest ways to address the dif-
ferent clauses of the bill. We have analyzed four components: a) user’s consent that states the
nature and scope of consent-based data processing, b) right to access/right to nominate to assure
the right to nominate someone as a nominee, c) data breach to enable appropriate technical mea-
sures to prevent and analyze data breach. d) storage/logging to preserve and evaluate various logs
that strengthen security posture and incident response. Enhanced approaches have been explored
under each obligation for stronger data management and processing aligning with the framework.

In analyzing user’s consent, we have described that encoding of requisite security and privacy
properties will ascertain stronger consent processing. We formalize these properties as Proofs
of Consent (PoC) and categorized them into three layers. The acquisition of a higher layer will
minimize adversarial risks and ascertain greater transparency. Next, we have proposed a model
Shielded Consent Manager (SCM) using blockchain and other cryptographic primitives for re-
trieval of consent to grant permissions to access android resources. Further, following the right to
nominee obligations, we have proposed a model Digital Asset Inheritance Protocol (DAIP) using
CertificateLess Encryption (CLE) and Identity Based System (IBS) to convey the user’s online per-
sona efficiently to the descendent after his death. DAIP allows the nominee to successfully retrieve
the asset after the user’s demise, even if a nominee is uninformed regarding the asset. Then, we
have proposed the system model of a Data Breach Incident Assessor (DBIA) aiming for breach
assessment. It helps in the validation of a threat actor’s claim, understanding the root cause of a
breach, analyze the scope of the compromise, and provide analysis according to the regulation.
Finally, an End System URL Analyzer (ESUL) to analyze the URL based logs in end system is
presented.

The simulation and result analysis is done for each of the above approaches. We show that
enhanced security approaches can help to realize the obligations in DPDPA, thus ensuring robust
data management and processing.
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Chapter 1

Introduction

Privacy is the ability of an individual to make choices and preferences on their personal matters. It
is a fundamental right in the Indian constitution [121]. The fundamental rights are a set of rights
that require a higher degree of protection from the government irrespective of a person’s caste, race,
religion, gender, or place of birth. In 2017, the right to privacy was reaffirmed as a fundamental
right under the constitution of India [26]. The judgment by the Supreme Court of India declares:
“The right to privacy is protected as an intrinsic part of the right to life and personal liberty under
Article 21 and as a part of the freedoms guaranteed by part III of the constitution”. Under Right
to privacy, “Any individual, group, or organization can exclude themselves or information about
themselves, thereby representing themselves selectively”.

Data privacy (a.k.a. information privacy) is the preferences of an individual to decide when,
whom, and how much data may be revealed to others. Typically, organizations collect data from
a small amount to a large extent with/without the user’s knowledge. The collected data is used
for data analysis, marketing, automated decision-making, and profiling and is shared with other
third parties. The organizations are expected to preserve user data privacy during processing. They
use different mechanisms to achieve this, such as encryption, authentication, authorization, access
control, etc. However, data may not always be protected, for instance, the massive data breach on
GoDaddy [98]. The threat actors exfiltrate data regularly. The exposed data are posted for sale on
DarkWeb and appear on public blogs such as BreachForums. Even if a data breach is prevented, it
does not ensure privacy. A data fiduciary may not always be trusted and may disclose personal data
to third parties surreptitiously for monetary benefits [160]. Therefore, the existing system does not
affirm data is indeed protected.

The primary intent is to affirm: “How a service provider (SP) can comply to enable users to
opt for adequate choices & preferences before sharing personal data, and how the shared personal
data can be processed promising pertinent security & safeguard, honoring user’s privacy, and
applying necessary protection?”. The defense should be achieved throughout the data life cycle. It
should also prevent risks such as breach, inappropriate disclosure, and adversarial uses.

The above concerns demand an urgent requirement to design a legal framework to regulate
data processing entities to comply with secure and protected data processing. To ensure this, the
central government of India had established a committee led by Justice B. N. Srikrishna to study the
existing challenges and to provide its recommendation for establishing the legal framework. The
objective was “to ensure the growth of the digital economy while keeping citizens’ data secure and
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2 Introduction

protected”. The committee submitted its report, and based on it, a draft protection known as The
Personal Data Protection Bill-2018 (PDPB, 2018) was introduced by the Ministry of Electronics
and IT (MEITY), which was the first step towards India’s data privacy journey.

After the draft version 2018, a modified version was introduced in Lok Sabha, a lower house
in the Indian parliament, named as “The Personal Data Protection Bill-2019 (PDPB)” [141]. This
research was started primarily aiming at the PDPB 2019 Draft. We summarize the proposed draft
bill and critically analyse it and its associated challenges. Then, we discuss modifications proposed
in subsequent bill drafts and the passed act.

1.1 Brief description of PDPB-2019 (Draft)

Data is any information, opinion, facts, and concepts, for instance, health data, biometric data,
genetic data, financial data, etc. The bill categorizes data into three parts:
a. Personal data : It is the data about or relating to a person who is directly or indirectly identifi-
able.
b. Sensitive personal data : It may include health, financial, biometric, etc. These are more sensi-
tive and require stronger security and safeguards.
c. Critical personal data : The personal data needs more protection and would be processed
within India only. The specific data that fall under each category was expected to be defined in the
future.

Figure 1-1 shows the primary entities of the PDPB framework. The entities involved are:
i) Data Principal: A party who owns the data.
ii) Data Fiduciary (DF): Any person, including the state, a company, any juristic entity or any
individual who alone or in conjunction with others determines the purpose and means of the pro-
cessing of personal data.
iii) Data Processor: A party, either a data fiduciary or any other party who processes the data on
behalf of the fiduciary.
iv) Auditors: entities accountable for data audits.
v) Data protection officer (DPO): Point of contact person related to data protection matters.
vi) Consent Manager: To manage consent records.
vii) Data Protection Authority of India (DPAI) : Entities accountable to regulate the Act.



Brief description of PDPB-2019 (Draft) 3
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Figure 1-1: Primary entities defined in PDPB-2019 (Draft)

1.1.0.1 Summary of constituents

Table 1.1 depicts a broad categorization of obligations for the bill. The bill specifies clauses such as
grounds for the processing, consent, user’s rights, data breach, definition and duties of regulatory
entities, etc. We discuss and highlight a few significant clauses.

DF has to collect, process, and share personal data for purposes that should be clear, specific,
reasonable, and lawful (as per Article 4) and shall be processed only for reasonable and speci-
fied purposes (as per Article 5). The DF will identify and define such objectives before the data
collection and shall disclose them to the DP at the time of collection. DF has to perform fair
and reasonable processing of data and has to collect minimum data as possible according to the
“collection limitation” requirements (as per Article 6).

DF has to provide the necessary notice (as per Article 7) to the DP before collection and
processing. The notice will contain a few requisites, e.g., the purpose of collection, consent form,
nature of data being collected, information about any cross-border transfer, etc. DF also needs to
maintain the quality of personal data during processing. Data must be accurate, complete, and not
misleading (as per Article 8).

Consent is one of the legal bases for data processing and is required before the commencement
of processing (as per Article 11). Consent would be free, informed, specific, and clear. DF will be
responsible for keeping proof that consent has been obtained from DP before the processing. The
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bill restricts the processing of sensitive personal data. The processing of such kind of data will
require explicit consent (as per Article 11(3)). It means that DF has to draw attention to the DP
about the sensitivity of personal data, the reason why such collection is necessary, and the possible
consequences. The DP will also have to acknowledge this explicitly. A consent manager will be
designated by DF, who will be accountable for recording and managing all the consent obtained
from DP and will work as a point of contact for DP and DPAI. The DPAI shall publish periodically
a list of personal data that would be considered sensitive personal data (as per Article 15).

Articles Details
Article 1-8 Objective and establishment of grounds for processing of personal data
Article 9-10 Data retention policy and accountability
Article 11 Definition of consent and explicit consent
Article 12-14 Norms for processing of personal data without consent
Article 15 Criteria for consideration of personal data as sensitive personal data
Article 16 Grounds for processing of personal and sensitive personal data of children
Article 17-21 Establish the rights of data principal
Article 22-24 Privacy, transparency, consent manager and security safeguards
Article 25-32 Significant data fiduciary, data breach, data audit,

data impact assessment and data protection officer
Article 33,34 Grounds for processing critical personal data and transfer of personal data out-

side of India
Article 35-40 Mandate about processing of personal data for other purposes like

security of state, for law or legal processing, journalistic purpose,
research or statistical purpose etc.

Article 41-56 Establishment, responsibilities and power of
data protection authority of India

Article 57-85 Covers penalties, liability, establishment of appellate tribunal and
execution of other offences

Article 86-98 Miscellaneous power of central government,
grounds for framing digital India policy and norms for processing biometric
data

Table 1.1: Organization of articles of PDPB-2019 (Draft)

The processing of children’s data will be in such a manner that protects children’s rights (as per
Article 16). DF has to verify the age of the children and obtain consent from the parent or guardian
before processing it. DPAI will specify the procedure and the appropriate mechanism to conduct
age verification under this regulation. Further, based on the nature of commercial websites, online
services offered, and the volume of children’s data being processed, DPAI will categorize a few DF
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as guardian data fiduciary. They are prohibited from profiling, target-based advertising, or other
activities that may harm the children.

PDPB provides various rights to DP such as the right to confirmation and access (as per Article
17), the right to correction and erasure (as per Article 18), the right to data portability (as per
Article 19), and the right to be forgotten (as per Article 20). DP may ask what data is being
processed by DF in its summary and request that DF update, alter, correct, or erase the personal
data. He may also request DF to prevent or restrict further disclosure of personal data.

DF has to take the necessary steps to design a system that asserts privacy by design (as per
Article 22), transparency (as per Article 23), and security safeguards (as per Article 24).

DF may conduct data protection impact assessment before the commencement of the process-
ing (as per Article 27) and will maintain up-to-date records. The record may contain activities such
as details of essential operations, descriptions of impact assessment, and reviews (as per Article
28). Also, an audit may be conducted periodically by an independent auditor approved by DPAI
to assess data processing policy, identify risks, and evaluate data protection impact assessment (as
per Article 29). DF shall assign a data protection officer (as per Article 30) to assist in matters
related to data processing and work as a point of contact on behalf of DF. The data breaches (as
per Article 27), which may harm the data principal, shall be reported to DPAI by DF.

PDPB puts multiple restrictions on cross-border transfer of personal data (as per Article 33).
Sensitive personal data can be transferred outside India, but DF has to store at least one copy
within India. The DPAI will determine and approve which kind of sensitive personal data can
be transferred. It will be based on the nature of data, India’s international relations with other
countries, and international agreements. Further, critical personal data shall be processed within
India.

Based on the nature, volume, and severity of data processed, a DF or group of DF can be
categorized as significant data fiduciary (as per Article 26). Every social media data fiduciary
designated as an important data fiduciary may voluntarily confirm the identity of users who use
their service within or from India (as per Article 28).

1.1.1 Criticality in PDPB-2019 (Draft)

The Draft PDPB-2019 had a few obligations that raised concerns. For instance:

The transfer and localization of data The bill states sensitive personal data can be transferred
outside India, but the data fiduciary has to store at least one copy within India. This localization of
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data raised controversies in the community.

We studied thoroughly to determine if such restrictions are required. If yes, then what are the
possible reasons? As per our point of view, the main reason might be that holding data within
Indian territory will help in better analysis, processing, and compliance with the regulations. We
argue the above with the following reasons:

• For easy compliance of the regulation. An investigation may require data during analysis to
comply with some legal proceedings. If the storage is located outside the border, it may be
denied (as per the policy of a country), or the investigation may be delayed.

• The framework is more concerned about the geo-location availability of the data and the
protection of sensitive and critical personal data.

• To conduct data audits efficiently.

• To ensure a stronger availability of data and logs to analyze data breaches.

• The availability of a few categories of data outside might have significant risks, e.g., govern-
ment data.

The above justification may support the localization concerns. However, it was not clear how
the objective may be achieved. This uncertainty arises due to both the globalization of Internet
technology and practical implementation constraints.

Lack of clarity in definition: The framework specifies many terms e.g. significant data fidu-
ciary, guardian data fiduciary, or social media data fiduciary. Technologically, it would require
enormous efforts to define each term accurately when the nature and size of data are changing regu-
larly. Similarly, the boundary between personal data, critical personal data, and sensitive personal
data is hard to decode due to increased data categories in the era of AI, machine learning, and big
data.

Breach reporting : Any breach in personal data shall be reported only to DPAI, and it can be
reported to the data principal in case of high risks. The choice given to DF for not reporting a data
to the data principal raised concern.
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Figure 1-2: Time line of the journey of Digital Personal Data Protection Act (DPDPA, 2023)

1.2 Form PDPB 2019 to Digital Personal Data Protection Act
(DPDPA 2023)

The PDPB-2019 was sent to a Joint Parliament Committee (JPC) with members from both houses
for review and suggestions after its introduction in the Lok Sabha. The Joint Parliament Committee
disclosed their reports, including the revised draft of the bill as “The Data Protection Bill, 2021
(DPB, 2021)”.

The DPB 2021 was withdrawn on 3rd August 2022, and the Ministry of Electronics and IT
(Meity) has released a new draft of the bill as the Digital Personal Data Protection Bill, 2022
(DPDPB, 2022) [6] and opened for public consultation and comments. In August 2023, a further
revised draft that replicates and modifies the DPDPB 2022 (Draft) was introduced in parliament.
This was passed by both houses and published in the Gazette on 11th August 2023 as Digital
Personal Data Protection Act, 2023 (DPDPA, 2023) [62]. The timeline journey of the act is shown
in Fig. 1-2.

1.3 Digital Personal Data Protection Act (DPDPA 2023)

Many of the obligations proposed in the draft of PDPB-2019 and DPB-2021 were strapped down.
DPDPA-2023 consists of the obligations of DPDPB-2022, along with a few modifications and the
inclusion of additional constituents. The objective of DPDPA is to ensure that data processing
respects individual’s privacy rights.
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The act removes ambiguous terms such as sensitive and critical personal data and uses a single
definition as personal data. It highlights consent, the lawfulness of data processing, user rights,
data protection impact assessments, data protection officers, the Data Protection Board of India,
and other clauses. It specifies significant penalties in case of data breaches. The act removes the
clause of localization of data and puts different restrictions categories such as barred transfer of
personal data to some specific countries. A detailed discussion on DPDPA-2023 and the differ-
ences between PDPB-2019 and DPDPA-2023 is provided in Chapter 3.

1.4 Other Regulations

We also discuss a few other regulations studied in this research:

1.4.1 CERT-In guidelines

The regulation guideline aims at effective incident response and storage of artifacts & logs. The
Indian Computer Emergency Response Team (CERT-In) has released directions under sub-section
(6) of section 70B of the Information Technology Act, 2000, relating to information security prac-
tices, procedure, prevention, response, and reporting of cyber incidents for Safe & Trusted Internet
[7].

The guideline emphasizes the storage of artifacts & logs of various critical devices within the
cyber-infrastructure. As per this “All service providers, intermediaries, data centers, body cor-
porate and Government organizations shall mandatorily enable logs of all their ICT systems and
maintain them securely for 180 days. The same shall be maintained within the Indian jurisdiction”.
These logs will help legal and incident response compliance under the IT Act.

1.4.2 GDPR and differences

Many countries have introduced a data protection framework or legislation to protect user’s data.
General Data Protection Regulation-European Union (GDPR-EU) is the most familiar one that
works as a legal tenet to protect user’s data within EU territory [74].

PDPB was modeled after GDPR and went through multiple revisions. It contains various
regulations and directions aligned with GDPR. A few differences also exist between both, mostly
in exercising various obligations such as data breach penalties, cross-border transfer, definitions
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of significant data fiduciary and consent manager, consent collection mechanisms, and exercising
user’s rights. Detailed differences are provided in Chapter 3.

To best comply with the regulation, many works have been started and done in the state of the
art, primarily aiming for GDPR. Their primary goal was translating legal obligations into techni-
cal solutions using various technological and engineering tools. The research works covered the
following five major categories: (i) on the challenges and limitations of GDPR [83, 39, 66, 73];
(ii) on the properties of GDPR like the right to forget, and how it can be achieved [144, 139]; (iii)
how changes should be done in the current system that can fulfill the requirement of obligations of
GDPR [58, 78, 83]; (iv) the possible future architecture of the system complying GDPR standard;
and (v) design and implementation of consent.

1.5 The Objective of Research

We study the regulation and identify two attributes:

• All versions of draft bills from 2018 to 2022 and the Act DPDPA-2023 have aim to set the
legal provision for organizations to carry out data protection complied processing honoring
the privacy of individuals throughout the data life cycle.

• A set of technological enhanced methods are necessary to satisfy the regulatory expectations.
Organizations must modify their data processing activities and privacy policies to comply
with the legislation.

The regulation will ensure legal binding and penalties, while technical enhanced methods will
ensure stronger data security, safety, and privacy aligned with the framework.

Data Protection’s Goal = Legal binding through legislation + Technological Compliance

This research aims are to study and analyze enhanced methods to satisfy the regulatory expecta-
tions and to enable stronger data management and processing aligned with the DPDPA framework.
The study on DPDPA is selected due to the following reasons:

• As discussed in Sec 1.4.2, much research has already started aiming for compliance with
the GDPR framework. However, minimal research work has been done in the context of
DPDPA. This is because the bill is under process and in the draft stage. The DPDPA also
requires research from a compliance perspective.
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• There are a few differences between GDPR and DPDPA. Many GDPR-aligned research
studies cannot trivially apply to DPDPA. For instance, nature and scope of consent definition
vary in both framework, thus requires an independent study.

• From technological implementation aspects, several challenges must be solved in GDPR and
DPDPA.

We emphasized the followings:

• What are the obligations’ properties that need stronger technical compliance?

• What technologies might be required to satisfy the conditions given in the act?

• How can organizations implement the data management standards mentioned in the act?

• How to make it easier for individuals to verify that the terms and conditions are honored?

• How to make it easier for law enforcement agencies and regulatory authorities to validate
claims in the case of a dispute during the enforcement of the policies?

1.6 Problem formulation: Designing of systems for technologi-
cal compliance of DPDPA

With the above objectives, this research aligns the technical aspects of the framework and suggests
ways to address the different clauses of the bill. The study includes all versions of the bills (draft
one and passed act DPDPA 2023) and mainly explores cryptographic and security solutions for
enhanced data management and processing.

Total four obligations (User’s consent, Right to nominate/ Right to access, Data Breaches, and
Data Storage/Logging) are considered from the bill; refer Fig. 1-3. Each obligation concerning
technological compliance is studied in detail.

Analysis of each vertical is done primarily in two parts. First, clauses in the vertical are iden-
tified, the security and privacy requirements are derived, and a problem statement is formulated.
Second, appropriate techniques have been described against properties derived from the previous
step. The simulation and result analysis are done for the models. Below, we describe the obliga-
tions studied [141, 6, 62, 7] and formulate the problem.
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Figure 1-3: DPDPA obligations selected to study

1.6.0.1 User’s Consent

PDPB states the nature and scope of the consent. DF must notify the data principal regarding the
data collection and should obtain consent (Article 5(1)). The notice to the DP shall include the
purpose, the manner for exercising consent, and the manner of making a complaint to the board
(Article 5(1) clauses i-iii). Further, Article 6(1) states: “consent shall be free, informed, specific,
unconditional and unambiguous”. Data principal also has the right to withdraw their consent (as
per Article 6(4)), right to access (Article 11), right to correction and erasure (Article 12), and
right to grievance redressal (Article 13). Next, Article 6 (10) states: DF “shall bear the burden to
prove that a notice was given and the consent was established with DP” to prove the transparency.
Finally, the data fiduciary has to implement an entity named consent manager through which he
can record, manage, and process consent compliance (Article 6(7, 8)).

Compliance-based consent processing after data protection regulations has been one of the
active parts of the research in the last few years. The existing research primarily emphasizes con-
sent properties, challenges, study on the properties of cookies consent, and approaches of compli-
ance methodologies. It includes: ontology-based consent and semantic interoperability [33, 136],
Blockchain-based consent platform [145, 176], consenting to different IoT devices [89, 133, 49],
consent validity [46], dark and bright pattern of consent [130, 81], commodification of consent
[182], uninformed consent, consent notices and effective consent enforcement [56, 182, 117, 131],
consent driver and obstacle, consenting communications, purpose and necessity and challenges
in adopting algorithmic consent [115, 112, 96, 142, 76], consent properties ( uninformed con-
sent, consenting through user interface and dialogues, affirmative consent, consent with icon and
link text) [175, 135, 97, 85], consent compliance and processing( auditing consent, generating
data set from consent, usable and auditable web consent, consent awareness through gaming and
graph, consent compliance verification) [39, 57, 99, 146, 107], cookies consent and web privacy
[58, 137, 44, 123, 95, 101, 91, 84, 45, 106, 114, 61], and consent use case models [63, 69, 150].

The existing techniques of consent processing are not transparent and do not adhere to data
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protection goals. Data fiduciary may misuse the collected data for purposes other than specified in
the consent. A problem statement is studied on consent properties and solved in Chapter 4.

1.6.0.2 Right to access/ Right to Nominate

Article 11(1) states the DP has the right to obtain a summary of personal data, the list of DFs and
DPRs processing its data, and any other relevant information. Also, as per Article 14 (1), each
data principal has right to nominate someone as a nominee. It states: “A DP shall have the right
to nominate, in such manner as may be prescribed, any other individual who shall, in the event of
death or incapacity of the DP, exercise the rights of the DP in accordance with the provisions of
this Act and the rules made thereunder..”.

The earlier work in the direction of “Digital Asset Inheritance (DAI)” was concentrated on
the issues and challenges of existing laws and policies. The uniform digital asset law proposed
under the Revised Uniform Fiduciary Access to Digital Assets Act (the “RUFADAA”) authorize
personal representative of descendants to access digital assets [179]. However, this accessibility
does not imply inheritability (transfer of digital asset after death); hence, an adequate law and
policy is needed for effective inheritance [149, 104, 134]. A successful digital asset transfer should
also include other perspectives like legalization by countries, proper practical planning, and the
analysis of failure consequences [122], [53, 94]. It should be handled similarly to other assets but
using a better-defined legal system [108, 77]. Many works have analyzed whether the country’s
existing laws and regulations are applicable to inherit the digital asset [125]. Recently, a few
asset inheritance models have been proposed using Blockchain, such as PassOn [168], DigiPulse
[166], SafeHaven [169], TrustVerse [170]. However, all these have poor technical descriptions and
have many existing challenges, such as applying only to a few asset categories, the possibility of
recreation of the incorrect key by a nominee, or a weak method of death confirmation.

Following the right to nominee obligations of DPDPB, a problem statement is studied and
solved in Chapter 5. We have formalized the different categories of digital assets and defined the
various security goals, required functionalities, and necessary entities to build an asset inheritance
model. We have also proposed a new protocol named digital asset inheritance protocol (DAIP)
using certificateless encryption (CLE) and an identity-based system (IBS) to convey the user’s
online persona efficiently to the descendant after his death.
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1.6.0.3 Data Breaches

The framework specifies the service provider’s responsibility to process the data lawfully and com-
ply with the regulations. Data breach is an essential clause in the bill and has acquired the utmost
attention. Article 8(5) states, “DF or DPR shall implement security and safeguards measures..”
adhering to the framework to protect the data to prevent data breaches. In case of a data breach,
DF or DPR shall notify the board and each affected DP (as per Article 8(6)). The provision of
penalty is also mentioned by the framework, which includes penalty in case of failure to provide
reasonable security and safeguards causing data breach or failure to notify the board or affected
data principal in the event of data breach ( as per Article 33(1)).

The data breach is studied from various aspects such as: [119, 127] discuss why we should
care about the targeted data breach and prevent businesses from breaches. The [152] explain the
consequence of a breach, the role of data breach disclosure[36], preventing data breach in higher
education [184], data breach prevention of COVID-19 data [59], the role of top management in
data breach security [155]. Few studies have been done on data breach risk prediction [68] and
prediction of the possibility of breach [38].

As high penalties may imposed in case of a breach, service providers should design and im-
plement systems with adequate security mechanisms to prevent it. Also, as prevention may not
always be guaranteed, and a breach may happen, a corrective evaluation is necessary to minimize
penalties and mitigate future risks. The state of the art does not emphasize reactive strategies much
after a data breach. Therefore, we explore methods that can help in the correlation, validation, and
assessment of data breaches and their impact. We studied the problem in detail in Chapter 6.

1.6.0.4 Logging

The cyber security regulation emphasizes [7] that enabling different kinds of logs is mandatory for
legal compliance, cyber security analysis, and incident response.

Different applications and methods are already available over the internet to collect the browser’s
historical evidence and its analysis [118, 128, 147, 32]. However, many systems run in cyberspace
as standalone or small network segments with limited users. The systems are not equipped with
adequate network-level security monitoring solutions. The synchronization of threats accessible to
the individual, along with their impact and mitigation steps, maybe more helpful in threat detec-
tion. In Chapter 7, we study a problem on how the notable threats can be easily communicated and
shared with users and how the log analysis may be efficient for early detection of incidents.
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1.7 Our Contribution and Organization of Thesis

The rest of the thesis chapters are organized as follows: In chapter 2, we describe a detailed list of
surveys on literature work. The rest of the chapters are organized as follows:

• Chapter 3: Background and technological compliance necessity. In this chapter, we
have analyzed various obligations such as DP’s consent, data collection, data processing,
security by design, transparency, and data audit. For the above analysis, we have described
how cryptographic (such as encryption, signature schemes, zero-knowledge proof, etc) and
other solutions (such as anonymization, de-identification, access control, etc) can be used
for technical implementation. We also highlight challenges where existing solutions can not
provide efficient compliance. For such challenges, advanced methods have to be explored.

• Chapter 4: Transparent consent data processing. This chapter describes that encoding
requisite security and privacy properties will ascertain stronger consent compliance. We
formalize these properties as Proofs of Consent (PoC) and categorized them into three lay-
ers. Acquiring a higher layer will minimize adversarial risks and ascertain greater trans-
parency. Based on this, we have proposed a model-shielded consent manager (SCM) using
Blockchain and other cryptographic primitives to retrieve consent to grant permissions to
access Android resources. SCM includes parameters as per the framework, satisfies the se-
curity properties such as integrity of consent, non-deniability by users, auditability of logs
in data processing, and provides finer visualization of user’s consents.

• Chapter 5: Digital asset inheritance. In this chapter, we have formalized the different
categories of digital assets and defined the various security goals, required functionalities,
and necessary entities to build an asset inheritance model. We have also proposed a new
protocol named digital asset inheritance protocol (DAIP) using certificateless encryption
(CLE) and an identity-based system (IBS) to convey the user’s online persona efficiently
to the descendant after his death. DAIP allows the nominee to successfully retrieve the
asset after the user’s demise, even if a nominee is uninformed regarding the asset. We,
then, provide rigorous security proofs of various properties using a real-world–ideal worlds
paradigm. Finally, we have implemented the DAIP model using PBC and the pycryptodome
library. The simulation results affirm that it can be practically efficient to implement.

• Chapter 6: Data breach assessment. In this chapter, we propose the system model of a
Data Breach Incident Assessor (DBIA) for breach evaluation that can assess and respond to
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data breach incidents (if it happens) within the organization. DBIA helps validate a threat
actor’s claim, understand the root cause of a breach, and analyze the scope of the compromise
for mitigation of security gaps and robust compliance under DPDPB. The design of DBIA
is simulated as a security information event management system. The simulation results and
discussions show the necessity and efficacy of the model.

• Chapter 7: ESUL analyzer. In this chapter, we propose the model of an End System URLs
Log (ESUL) analyzer for URL-based threats present in standalone systems. The model
continuously analyzes the user’s browser history logs of the End system (ES) and announces
the list of malicious URLs, if visited previously, based on a received adversarial list. This
early threat identification from log data will help end users learn about threats, perform
incident response, and minimize their impact. It also assists users with relevant advisory
and best practices. The model is simulated using a phishing database library, and the results
describe its efficacy.

• Chapter 8: Conclusion and future work. We summarize the existing research and discuss
future work.
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Chapter 2

Related Work

2.1 Users privacy and data protection

The privacy of the user’s data has been discussed for decades. Cavoukian has proposed the idea
of seven foundation principles that may be implemented to achieve privacy by design in the sys-
tem [50]. Earlier development of the privacy-oriented application was user-centric. It means that
the application should have privacy-oriented features so that users can control their privacy and
secure personal data. Currently, the accountability is shifted toward Service Providers (SP). SPs
are encouraged to enable services in such a manner that can maximize user‘s privacy and data
protection.

The earliest privacy laws were formulated by France (1978) [12] and Canada(1983) [21]. Later,
Australia (1988) [22], New Zealand (1993) [23] and USA (HIPAA,1996) [65] have also formulated
privacy acts to set regulations to collect, use, disclose, and share the personal information. Sim-
ilarly, California’s new privacy law, California Consumer Privacy Act(CCPA) [5], gives rights to
the consumer to take back control over their information from the business.

GDPR[74] is the most popular one, a worldwide recognized framework, and regulated in the
European Union. PDPB [141] is also one step towards data protection. Very little has been dis-
cussed about PDPB in the state of the art, as the bill was in the draft stage. Since PDPB was
introduced after GDPR and has a good deal of similarity, we have described some of the earlier
work done for GDPR.

The biggest challenge of the data protection framework is implementing technological solu-
tions to satisfy the legal expectations of the obligations. The effort involves stakeholders such
as legal experts, law enforcement agencies, software architects, developers, requirement analysts,
and security and privacy experts collaborating coherently [50, 82]. The work done in different
areas has been categorized in Table 2.1. There is excessive antagonism between the development
style of products in the software industry and the legal tenets of the data protection framework. A
dichotomy between GDPR standards and system design perspective has been discussed in [156].
GDPR obligations like data storage, data deletion, and data reuse are challenges in the real world.
Gruschka et al. [83] have discussed data protection challenges while processing big data and sug-
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gested using anonymity and de-identification techniques while processing big data. Esteve [66]
has discussed the use of personal data by Google and Facebook for advertisement and business
purposes and how this will affect the protection of personal data under GDPR. Fuller [73] argues
why privacy is a failure till now. The debate is whether a company should collect data freely to
provide a service or impose a fee for the service, in turn, to protect privacy. Similarly, [39] has
analyzed GDPR challenges and limitations concerning whether it is for a purpose or a necessity.

Table 2.1: Related work in the area of personal data protection

Area References
Challenges and limitation in achieving goal of
Data Protection

[156], [83], [39], [66], [73], [82]

Architecture [159], [92]
Data Protection Properties [144], [139], [41], [175]
Review of implementation of GDPR Policy in
the system

[58], [78], [83]

After implementing the data protection framework, each data fiduciary has to change its sys-
tem according to the framework’s legal requirements. Hjerppe [92] and [159] have analyzed and
proposed software development models and threat models that can be implemented as per the obli-
gations of GDPR. In the other category, few works have analyzed the properties of the framework.
For instance, [139] has examined the importance of the “right to forgotten” covenant of GDPR.
Similarly, [144] has discussed the deletion of data stored in the blockchain from the perspective of
the “right to forget” of GDPR. [161] have analyzed the efficacy of the present system after GDPR.
[58] has examined the cookies privacy policy by various websites after the implementation of
GDPR; [78] has described the use case of a cyber trust project for the security of the smart home
environment. They have shown that processing personal data in the cyber trust project follows
GDPR’s policy. Likewise, [83] has analyzed the use case of two projects “SWAN” and “OSLO”.
They have shown that the GDPR policy is implemented effectively to process big data, and proper
anonymization and de-identification have followed.

This work is aligned with PDPB. We have described technical challenges for a few obligations
and argued that properly implementing cryptographic and security methods could enable stronger
compliance. We also discuss how the encoding of security solutions can be useful in satisfying the
goals of PDPB.

In the following sections, we discuss the studied state of the art aligning with obligations such
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as consent, right to nominee (asset inheritance), and data breaches.

2.2 Consent processing

It is a new algorithmic era where some regulatory framework will regulate personal data. Consent
is defined as one of the basis for data processing. Compliance-based consent processing after
data protection regulations has been one of the active parts of the research in the last few years.
The Table 2.2 shows a few works associated with the consent processing. The existing research
primarily emphasizes consent properties, challenges, study on the properties of cookies consent,
and approaches of compliance methodologies. A summary of these are highlighted below:

Consent and ontology: Aiming towards a better design of consent that can aligned with the
regulatory framework, a few research studies have proposed a consent model based on ontology
[136, 70, 57]. This semantic consent model may fulfill GDPR requirements using the open vo-
cabulary of ontology to comply with provenance, process, permission, and obligation properties
and can be used for a structured representation of consent. The ontology-based consent may also
be used in inter-operable heterogeneous environments [33]. For this, the ontology should define
the roles of different entities, mechanisms for collecting consent, permissions for users and data
owners, and protocols for sharing data with third parties. Then, it should define a standardized
approach to achieve interoperability, access control, and data sharing based on the diverse nature
of data categories and varying levels of access control owned by different entities in this hetero-
geneous ecosystem. The proposed ontology model defines the parameter satisfying the above,
draws inspiration from GDPR requirements, and facilitates semantic interoperability, the federa-
tion of deployments, and the development of privacy-preserving applications. The ontology model
was analyzed for simulated IoT federations ecosystem. However, depending on the association
with real-world entities and the purpose of data processing, this privacy-enhanced ontology can be
easily adapted for use in generic IoT systems.

Consent under GDPR requires information such as how the consent was obtained, the temporal
parameter, and how the consent was modified over time. The existing techniques do not include
all the information. The model of GCOnsent proposed in [136] uses ontology-based modelling.
Firstly, it identifies attributes and information related to consent. Then, it uses OWL2-DL, an
ontology-based library, to represent consent complying with GDPR and having the properties of
provenance. This means that the properties may be used to validate the consent processing. The
ontology-based model does not discuss if the service provider is malicious and generating incorrect
data.
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Consent and blockchain: Blockchain [4] is a distributed ledger that may be used to store and
process data while providing immutability, verifiability, and transparency. Few studies state the
blockchain may be used when parties establish consent [145, 176, 174]. However, using blockchain
in consent processing is very early and requires further restructuring and redesigning.

Consent in IoT environment: IoT devices have extensive functionalities and pose a significant
privacy risk. The model [89] performs a privacy study on IoT devices available at home, assuming
a scenario of how to consent to devices in a common location such as a house or office. The model
generalizes the scenario to design a probability density function that indicates the probability of
consenting to devices based on the sensors and the user’s awareness preference.

A discussion overview on practical IoT data collection and sharing approaches is provided in
[133]. It defines the four levels (category) of consent as general consent, general consent with spe-
cific conditions, general denial with particular conditions, and general denial. However, the model
does not provide an algorithmic model for consent retrieval in IoT settings with these categories.

The [49] mentions that all necessary data collected from IoT devices should be communicated
to data fiduciary and all data subjects in their range. The consent mechanism is discussed using two
scenarios: i)direct communication between data collecting devices and a device carried by the user,
such as a smartphone (working as a gateway device). It is claimed that the “direct declaration” may
enable transparency and assumes consent may be performed locally without internet connectivity.
However, the direct communication mode has challenges as all devices must declare their presence
and have privacy policies enabled. The communication range of privacy policies should match the
operational range of the device collecting data. ii)registry-based solution: to enable transparency,
the devices should declare their presence through a registry. The declaration may include privacy
policies, duration, location, range of collecting devices, and any other information the law desires.
The registry must be managed correctly, up to date, and accurately, and it may be designed in a
centralized or decentralized manner.

Consent validity, pattern & observations: Few researchers analyzed policy of the current
consent concerning the validity of context [46], demonstrated the influence of pop-ups, and de-
scribed other observed patterns [130].

Consent is a complex philosophical principle that relies on the person giving consent fully pos-
sessing the fact. The work [46] explores the philosophical background of consent, examines the
circumstances that are the point of departure for debate, and attempts to understand the impact of
the growing influence of information and a data-driven economy. Further, the work in [130] eval-
uates the dark patterns after GDPR and analyzes scraping consent pop-ups and their influences. A
web scrapper is designed to collect consent management platforms (CMP) visual elements, interac-
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Table 2.2: Related work under consent processing

Area Description References
Ontology based consent Consent ontology, semantic

interoperability of consent
[33, 136]

Blockchain and consent Blockchain based consent
platform and consent manager

[145, 176]

Consent in IoT Consenting to different IoT
devices, informed consent in
IoT, enhancing transparency
and consent in IoT

[89, 133, 49]

Consent validity, pattern &
observation

Consent is valid?, dark and
bright pattern of consent,
commodification of consent,
uninformed consent, consent
notices, effective consent en-
forcement

[46, 130, 81, 56, 182, 117,
131]

Consent challenges Driver and obstacle of adop-
tion of consent, consenting
communications, purpose and
necessity, challenges in adopt-
ing algorithmic consent

[115, 112, 96, 142, 76]

Consent properties Uninformed consent, consent-
ing through user interface and
dialogues, affirmative con-
sent, consent with icon and
link text

[175, 135, 97, 85]

Consent compliance and pro-
cessing

Auditing consent, generat-
ing data set from consent,
usable and auditable web
consent, consent awareness
trough gaming and graph,
consent compliance verifica-
tion

[39, 57, 99, 146, 107]

Cookies consent and web pri-
vacy

Cookies analysis, cookies
tracking and bypassing con-
sent, evaluation of privacy
notices, corralling cookies
using CookieMonster, Cook-
ierEnforcer, cookie based
tracking

[58, 137, 44, 123, 95, 101, 91,
84, 45, 106, 114, 61]

Consent use case models Privacy CURE platform, pri-
vacy dashboard analysis, con-
sent management platform

[63, 69, 150]
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tion design elements, and text keywords. The scrapper extracts attributes such as notification style
(banner or barriers), types of consent (implicit or explicit), user’s action (consenting or visiting),
navigation/reloading/scrolling/closing/clicking, existence of accept/reject button, etc. A statistical
analysis is performed over the collected parameters to evaluate compliance status.

Similarly, the [81] analyzes the dark and bright patterns in cookie consent requests. Dark
patterns in consent collection are (evil) design nudges that manipulate users’ actions through per-
suasive interface design. The model analyzes the effect of four common design nudges (default,
aesthetic, manipulation, obstructive) and the user’s consent decision. To evaluate dark and bright
patterns, the study is done with a few hypothesis categories, e.g., users will be more likely to choose
the privacy-unfriendly/privacy-friendly option (compared to privacy-friendly) when the privacy-
unfriendly option is pre-selected and visually more salient or the alternative (privacy-friendly) the
option is obstructed. The other hypothesis is that participants report lower perceived control over
their data when the privacy-unfriendly/privacy-friendly option is pre-selected and visually more
salient, or the alternative (privacy-friendly) option is obstructed. A questionnaire was created,
and an experiment was done with a sample size of 228 users. It was concluded that the service
providers are not enabling meaningful choices to the users, thus not complying with the law.

Solid projects decouple data services and applications from data storage. An Open Digital
Rights Language (ODRL) and other specialized policies have been applied to extend Solid’s au-
thorization mechanism in [56] to incorporate the consent process. Another work described in [182]
mentions that consent may be considered an asset by firms and may be traded across organizations.
A study is done from the perspective of commodification of consent. It is evaluated that the user’s
consent as legal provisions between the user, publisher, and third parties will change the distribu-
tion of revenue and shares.

A concern of consent complying with GDPR is raised in [117]. The study evaluates the dif-
ference between opt-in methods of consent and the user’s growing interest in using automated
extension tools to opt out of the consent. The work also does a statistical analysis by providing a
coupon for the website if users have the Willingness To Sell (WTS) cookies consent. It shows that
many people were deviant and willing to sell the data. In [131], four key characteristics “freely
given, specific, informed, and unambiguous indication” are selected from GDPR. The study was
done on 10000 websites for 26 days using a Python simulation. The simulation automatically
crawls the website as the HTML structure is analyzed to determine consent criteria. The criteria
from the website, such as the existence of consent buttons, absence of consent buttons, separate
consent, accessibility to the privacy policy, and absence of consent agreement, have been used.

Consent challenges: The impact of the user’s consent dialogue is studied in [115] as consent
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properties create a design space for consent dialogue. The service provider aims to maximize click
rates and provide positive consent decisions even with the risk of users accepting more purposes
than intended. The work analyzed the user’s consent decision deviation based on several choices
and the presence of a highlighted button (“select all”). The statistical analysis shows the impact
using four hypotheses as the user consent dialogue has a highlighted button “select all” then: i)if it
selects more purposes than necessary; ii) whether users regret their decisions after opting “select
all” choices; iii) the user feels website is more deceptive with all choices; iv) consent with multiple
purposes and choices requires more efforts. The statistical analysis is evaluated on the parame-
ters of Perceived Deception (PDE), Perceived Difficulty (PDI), and Privacy Attitudes (PA). In the
cookies scenario, PDE is defined with three parameters: PDE1 (the website is dishonest towards
its users), PDE2 (tries to mislead users towards selecting cookie settings that they do not intend
to select), and PDE3 (the website makes use of misleading procedures so that users select cookie
options which they do not intend to opt). Also, Perceived Difficulty (PDI) is defined by three
parameters: PDI1 (it was incomprehensible), PDI2 (it was frustrating), and PDI3 (it was easy) to
select cookies settings. The Regret (RE) attribute is defined by three parameters: RE1 (I regret my
choice of cookie settings), and RE2 (I would change my cookie settings if it were possible). RE3 (I
am satisfied with my choice of cookie settings). Privacy Attitudes (PA) are defined by three param-
eters: PA1 (it is important for me to protect my privacy online), PA2 ( the privacy is impaired), and
PA3 (the user is concerned that cookies are impairing his online privacy). The participants were
divided into deception, reduced choices, and a control group. The analysis is done to evaluate if
the deception group and the control group differ in the number of purposes they effectively agreed
to, the difference in regret, and the differences in privacy attitude.

WHOIS database records information of domain registrants. After GDPR, certain registrant
information is redacted before being disclosed to the public. The study in [112] aimed to quantify
the changes and evaluate the impact of data redaction on other applications relying on WHOIS data.
The analysis is done on 1.2 billion WHOIS records collected for two years. An application named
GCChecker is created that assigns compliance scores to the domain. The study also quantifies
which portion of records are found to be redacted. For instance, it has been concluded that 60%
WHOIS data provided also redact non-EEA records.

A framework Data Protection and Consenting Communication Mechanisms (DPCCMs) [96]
aims to standardize consent processing mechanism to allow users to express their choices and
preferences, to manage their online consent complying regulatory frameworks, and to improve
dialogue-based current consent retrieval methods (as current model assumed problematic). The
work provides existing challenges with two open proposals, i.e., GPC(Global Privacy Control) and
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ADPC (Advanced Data Protection Control ). GPC is based on unary signals and has a single state
of expression usually initiated by the server. ADPC is a bidirectional communication mechanism
that can be initiated by either websites or users. It can express multiple distinct values regarding
the purposes for which consent is given or withheld and object to direct marketing and legitimate
interest. This study specifies technical specifications of both models and mentions the existing
challenges in achieving DPCCMs goals.

Another framework for consent processing known as “Transparency and Consent Framework
(TCF)” is proposed. One proposal under this framework is to use a Consent management platform
(CMP) to collect and manage consent. The use of the CMP platform is growing and being adopted
by industries. CMP gathers users’ consent on behalf of SP. Later, SP and other publishers can use
this consent to process personal data. After GDPR, many CMP platforms became available in the
market and were enlisted in the global vendor list (GVL), a list of vendors approved by EU-GDPR
that allows the CMP platform as a service. The study in [142] describes TCF, GVL, and CMP and
highlights compliance risk and lack of standardization. The analysis is based on the interview with
the representatives of GVLs and mentions the existing challenges, doubts, and market pressures
about TCF’s compliance.

A well-defined consent requires technological means. The study done in [76] maps out the
difficulties in applying traditional consent models to data-driven algorithmic systems satisfying
the goal of consent processing. The work studies how effectively the obligations can be mapped
as algorithm consent. For instance, one of the consent criteria is consent should be valid and
informed. It is argued that the consent criteria are hard to reconcile in the era of big data and
AI because valid consent implies that users understand the facts and consequences of the consent
process. Similarly, the properties of consent derived from GDPR and the challenge in adoption
as an algorithmic form are discussed. It is suggested that the gaps between theoretical consent
processing and algorithm processing can be filled using methodologies such as bottom-up data
governance, rethinking design choices, etc.

Consent properties: Few of the research evaluate consent properties. The work [175] analyzed
the properties of consent notices. Multiple properties have been extracted from the consent notice,
such as the size of the notice, the position of notice(top left, top-right, bottom-left, bottom-right),
choices (no option, confirmation only, binary, category-based notice (e.g., slider) vendor-based
notices), nudges and dark patterns, hyperlink to additional information, etc. The analysis performs
three experiments for 82890 unique website visitors: i) the position of the notices; ii) several
choices, neutral position vs nudging; iii) the impact of (Non) technical language and privacy policy
link.
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Following the TCF, GPC, and ADPC proposal, the study in [135] evaluates consent properties
and urges redesigning the consent processing issues through signals and user-side dialogues. This
can be achieved: i) with the use of automation through privacy signals to better govern consenting
processes and to reduce “consent fatigue”; ii) with the generation of consent dialogues on the user
side and its practicalities for both websites as well as users and agents (e.g., web browsers).

The idea of affirmative consent is proposed in [97], which is built on five core concepts: consent
is voluntary, informed, revertible, specific, and unburdensome. Based on these principles, it is
urged affirmative consent is both an explanatory and generative theoretical framework for consent
processing. The work in [85] discusses the impact of consent properties in choices and preferences;
if consent notices, use the sign of special symbols such as toggle, dollar, text link, and triangles as
privacy choice indicators. The results suggest the necessity to implement and use privacy choice
indicators.

Consent compliance and processing: To evaluate GDPR compliance of consent, a formal
model-based approach proposed in [39] identifies the purpose associated with a business process
and depicts how it can be used to audit and validate the privacy policies. The study defines the data
collection process as an “inter-process communication” among parties (e.g., vendor, customer,
business partner, etc.) and shows the audit process using an IPCs graph.

As a compliance, service providers must ensure that they comply with their policies. One
approach to verify compliance is to perform an audit of logs. The research in [57] emphasizes that
compliance can be validated through the in-time generation of the data set before even analyzing
the logs. It uses RDF and OWL ontologies to annotate schema, allowing it to generate declarative
mappings that transform (relational) data into RDF driven by the annotations. This can be used
to create compliance data sets by altering the mapping results. Using RDF and OWL allows the
implementation of the entire process in a declarative manner using SPARQL. All components are
integrated as a service that further captures provenance information for each step. The approach
is demonstrated with a synthetic dataset simulating users (re-)giving, withdrawing, and rejecting
their consent. It is argued that the model facilitates transparency and compliance verification from
the start, thus reducing the need for post hoc compliance analysis.

For compliance of consent, [99] propose the idea of “consent receipt”. It is a kind of proof
that the service provider will have to store to show consent was established. The study mentions
the feasibility of how consent receipt can be implemented. For example, they are using consent
dialogue, with the use of Amazon Alexa, or with the acceptance of privacy policy. For compliance,
another study done in [146] proposes the model of consent awareness through gamification and
graphs. It is shown that the knowledge graph models can depict consent in readable graph format



26 Related Work

and provide a unified consent model to all parties associated with data processing. The analysis also
describes that a gamification interface can raise individuals’ awareness about legal compliance.
[107] analyze GDPR consent compliance for websites sending marketing Emails. Emails received
by registration on 5000 websites have been used for study and evaluated a potential violation of
privacy during compliance.

Cookies consent and web privacy: A few works analyze cookies and their distinct parameter
in the context of consent and user privacy. For instance, [58, 137] has analyzed the impact on
privacy when cookies are collected and tracked by the data fiduciary. The work [44] proposed
a browser extension, called “CookieBlock”. It uses the machine learning algorithm to enforce
GDPR cookie consent at the client. The extension automatically categorizes cookies by using only
the information mentioned in the cookie itself and automatically sets the consent for users based
on user choices and preferences. Further, an analysis is performed on the top 116 websites of the
European Union in [123], and the existence of an asymmetry is identified when consent is collected
through different platforms, e.g. websites, browsers, and mobile apps. It has also been identified
that many websites start collecting users’ data when the website or app starts running, even without
waiting for users’ consent.

Earlier cookies were used to preserve the state of users, but nowadays, they have more business
purposes, such as user behavior monitoring, profiling, and tracking. The research proposed in [95]
uses the data set from the Cookiepedia portal. The data set has four necessary categorizations:
performance, functionality, and targeting/advertising cookies. Initially, an analysis is performed
over the top 20k websites from the Alexa list to evaluate how the website’s cookies are classified
under four categories, and identified that only 22% model “CookieMonster” is proposed, which
can categorize cookie data into one of the four categories mentioned above with more than 94%
F1 score and less than 1.5 ms latency.

On cookies consent, a model “CookieEnforcer” is proposed in[101] that automatically dis-
covers cookie notices, processes them, and disables all non-essential cookies. To implement this,
the consent cookie notices are rendered from HTML, supplied as a machine-readable task, and
produced output as a set of clicks to be made.

The growth of the CMP platform is studied in [91]. The analysis crawls 161 million unique
domains and concludes CMP adoptions have significant growth, which doubled from June 2018 to
June 2019 and then doubled again until June 2020. It is also analyzed that CMP adoption is more
prevalent in popular websites. Further, a discussion is made on how choices and preferences vary
between two popular CMPs.

The evaluation of cookie consent interfaces to identify dark patterns and users’ awareness about
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choices, etc, is performed in [84]. Dark patterns are design practices used to get fewer privacy-
protective options. They could lead to users unknowingly consenting to data collection or failing
to exercise their preferred privacy choices. Dark patterns and manipulation of data and consent are
also studied in [45]. A survey is analyzed to measure the impact of GDPR on World Wide Web
cookie banners and privacy policies in [106]. Similarly, the theory of “prospective Consent” and
its effect on the framing cookie consent decisions is analyzed in [114]. Prospect theory describes
how users’ behavior changes based on risk factors. The risk involves accepting or denying cookies
consent, access, or selling personal information, etc. The research study shows “how the slant of
a cookie consent banner and the framing of a banner” impacts users’ decisions. Next, how the
pattern of cookies-based tracking of Facebook changes between 2015 and 2022 is examined in
[61]. It was summarized that cookie policy implementation is incomplete.

Consent use case models: A customized user consent collection interface has been designed
as “CURE” (Consent reqUest useR Interface) in [63] allowing users to submit the choices based
on the choices complying GDPR. The impact and usefulness of Google’s privacy dashboard are
explored in [69]. It is deducted that these privacy dashboards are suitable for users to manage
their privacy choices and preferences. Whether CMP should be treated as a data processor or data
controller under TCF, GVP, or ADPC [150]. Multiple scenarios have been explored wherein CMPs
process personal data and may be considered controllers.

This proposed work described how consent establishment should be designed using security
and privacy goals and PoC. The fulfillment of PoC will ensure strong compliance in the data
processing.

2.3 Asset inheritance

The existing state-of-the-art focuses research on digital asset inheritance from different facets, and
Table 2.3 depicts a few categorizations.

The earlier work concentrated on the issues and challenges of existing laws and policies of dig-
ital asset inheritance systems. The uniform digital asset law proposed under the Revised Uniform
Fiduciary Access to Digital Assets Act (the “RUFADAA”) authorize personal representative of de-
scendants to access digital assets [179]. However, this accessibility does not imply inheritability
(transfer of digital asset after death); hence, an adequate law and policy is needed for effective in-
heritance [149, 104, 134]. A successful digital asset transfer should also include other perspectives
like legalization by countries, proper practical planning, and the analysis of failure consequences
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[122], [53, 94]. It should be handled similarly to other assets but using a better-defined legal sys-
tem [108, 77]. Many works have analyzed whether the country’s existing laws and regulations are
applicable to inherit the digital asset. For instance, a study has been done on Estonian government
regulation to know in what context their laws are applicable for an heir to make him eligible to
access the account of a deceases to download data [125]. A similar study has also been done on the
United Kingdom’s regulation [87]. Another essential concern for a robust DAI model is the privacy
of user’s data. The regulation needs to fix how the assets should be passed to the descendent while
maintaining the privacy of the digital asset owner [93]. For instance, to preserve privacy, data that
is financially worthwhile, publicly published, or beneficial in the future may be transferred (with
the condition that privacy concerns no longer hold in the future). Any other digital asset that vi-
olates the user’s privacy must be destroyed [126]. Also, the concern regarding postmortem data
privacy, data ethics, and property rights of the user after death has been addressed in [88, 138].
In all these studies, we observe that digital asset inheritance is a growing concern in society, and
reform in the law and some practical solution is required for this indispensable subject.

Table 2.3: Related Work under DAI

Area References
Digital asset existing law, policy, issues and
challenges

[108], [122], [53], [149], [77], [179], [94],
[104], [134]

DAI Problem studied from country perspective [40], [140], [125], [87],
Organization Policy [120], [37], [47], [103], [132], [148], [151]
Technological models [166], [169], [170], [168], [51],
Users privacy [93], [126], [88], [138],

The possible steps regarding the practical implementation of DAI are being analyzed in [120,
132]. The organization’s public policy determines the asset’s future in the current system. For in-
stance, Facebook uses a postmortem data management policy that preserves the deceased’s mem-
ory, allows posting about the user’s death by nominated friends, and grants memorializing practices
[47]. Similarly, Google uses an inactive account manager to inform and delete the account of the
dead. Twitter allows retrieving the user’s data by their successors from its portal. In the absence
of public policy within the organization, the future of the user’s account is determined by the com-
pany’s “Terms of Service Agreement” (ToSA) [103]. The asset may still be denied if ToSA is not
implemented correctly [148]. However, these are not full-fledged inheritance models. They may
allow access to the user’s accounts to a certain extent but do not implement a dedicated inheritance
model. Thus, an efficient model is necessary to implement DAI effectively.
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Designing technical implementation of asset management and asset inheritance is at a very
initial stage. Recently, a few asset inheritance models have been proposed using Blockchain, such
as PassOn [168], DigiPulse [166], SafeHaven [169], TrustVerse [170]. In DigiPulse, the user can
store sensitive data at the DigiPulse portal in the encrypted form and hash of files on the blockchain
to maintain integrity. The encryption key can be distributed among nominees using secret sharing
schemes. PassOn converts various assets into tokens and stores them on the blockchain. The
tokens can be transferred to the family member in case of the user’s death. SafeHaven uses a
secret sharing scheme to distribute cryptocurrency secret keys among nominees. The original key
can be reproduced when each nominee submits their share, including the share of a trusted party
known as Trusted Alliance Network (TAN). TrustVerse is an estate planning and asset management
system that allows users and their family members to create a smart contract using blockchain for
an asset. The smart contract will be executed when a threshold number of family members will
confirm the death. However, all these have a poor technical description and have many existing
challenges, such as being applicable only for type 3 category assets, the possibility of recreation of
the incorrect key by a nominee, or a weak method of death confirmation.

In this proposed work, we have designed a DAI protocol. Any user can manage all four cate-
gories of assets he wants to transfer, and the nominee can inherit them successfully after the user’s
demise.

2.4 Data breach and analysis

Both GDPR [74] DPDPB-2022 [6] define a data breach as one of the prominent obligations. The
earlier data breach focused on impacting the institute’s reputation. Still, it later shifted to more
monetary purposes [162, 100]. Data breach analysis and appropriate response are always chal-
lenging for an organization [15, 10]. Statistics of data breaches over the time are given in [86].

The data breach is studied from various aspects such as: [119, 127] discuss why we should
care about the targeted data breach and prevent businesses from breaches. The [152] explain
consequence of a breach, the role of data breach disclosure[36], preventing data breach in higher
education [184], data breach prevention of Covid-19 data [59], the role of top management in data
breach security [155]. Few studies are done from the aspect of data breach risk prediction [68] and
prediction of the possibility of breach [38].

The technological implementation is necessary for robust compliance of obligations of the bill
[157]. Enabling logs is a critical approach for compliance and incident response [7].
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The [111] provides a systematic review of existing SIEM models and states the futuristic scope.
A customized SIEM can be designed as per the needs of the system. A visualization aspect of a
data breach is described in [110].

The data breach is less studied from an incident response perspective. One study is done on
data breach identification and notification of data breach incidents [183], and another is related to
improving the incident response process in health care [90].

2.5 Logs and threat identification

Incident response is a well-known process in cyber security. Several activities are defined in inci-
dent handling, both proactive and reactive [52].

The [43] emphasizes the necessity of a structured incident response method and a maturity
model to deal with incidents. The model [172] discusses the lack of security awareness in handling
incidents and studies the relationship between security, system, situational awareness, and user’s
ability to detect, evaluate, and respond to threats. Both works are primarily emphasized on a
structured network. However, as we move into a new age of the smart world, we must also apply
suitable incident-handling methods for end users.

The necessity becomes more relevant when we study multiple APTs targeting individuals of
different sectors. They target collecting credentials, dropping malware, or hosting malicious apps
for fraudulent purposes [13, 28, 158]. They run various campaigns to achieve more victims [35].
The phishing exploits are reaching more citizens after the Pandemic [42]. The major concern is
these URLs exist for a short duration and become obsolete. Therefore, victims should be alerted,
and they should sanitize themselves. Many threat-sharing mechanism provides threat feeds [178].
Still, they have several limitations, such as feeds being not free, not correctly synchronized and
designed mainly for structured networks, and having no well-defined mechanism to integrate with
end users. Thus, synchronizing threats accessible to the individual and their impact and mitigation
steps may be more helpful in threat detection.

Similarly, evaluating the historical data may be vital in early incident mitigation. The latest
guidelines emphasize the same and advise monitoring the logs for better incident response [7].
Most log analyses focused on structured networks [164].

The browser’s history is already being analyzed from various perspectives. Different tools,
techniques, and methods are already available over the internet to collect the browser evidence and
its analysis [118, 128, 147, 32].
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The explored ESUL model is moderately different as it continuously collects the history matches
with an updated list of malicious URLs and emphasizes individual systems.
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Chapter 3

Background and Technological Compliance
Necessity

PDPB-2019 was introduced in Lok Sabha in 2019 by modifying the draft bill PDPB-2018 and sent
to the Joint Parliament Committee for review and further discussion. The bill raised several con-
cerns, including the following significant considerations: i) localization and cross-border transfer
of data and ii) the narrow boundary between personal data, sensitive personal data, and critical
personal data (because defining these are very difficult as the nature and category of data are grow-
ing in the era of data science, machine learning, and AI). iii) the applicability of the definitions of
consent, explicit consent, and deemed consent iv) data breach reporting.

The DPDPA-2023 eliminates many ambiguous clauses by tweaking restrictions. Few of the
conditions are provisioned as ”rules as prescribed” by the compliance bodies. We highlight a few
of the fundamental changes adopted in the current version of the act.

3.1 Changes adopted in DPDPA-2023 from PDPB-2019

The DPDPA-2023 dilutes multiple criteria that were available in previous drafts. The significant
modifications include removing the terms sensitive and critical personal data and localizing data
clauses. For the transfer of data outside India, the regulation may specify a list of countries or
territories where the transfer of personal data will be prohibited. The bill also removes the concept
of trust score, rating, etc. The PDPB 2019 contained terms such as social media significant data
fiduciary, guardian data fiduciary, etc. All these definitions are removed in DPDPA. Similarly,
a provision of penalties is kept if DP deviates from duties. Some processing criteria, such as
collection and purpose limitations, have not been specified directly. However, it may be indirectly
associated with other constituents. Table 3.1 highlights a few of the modifications adopted in the
Act.

33
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S.No Changes adopted Details
1. Data categorization Removal of categories such as sensitive and critical personal

data. Followed a single definition as “personal data”.
2. Data Transfer Will be prohibited in some countries or territories as pre-

scribed.
3. Consent notices Scopes are relaxed e.g. does not include list of third parties

and storage limitation clauses etc.
4. Processing criteria restrictions relaxed e.g. definitions such as storage limita-

tion, purpose limitation, collection limitation are omitted
and processing are covered with new definitions such as
“law full processing” and “legitimate uses”.

5. Publicly available data Excluded from applicability of the act e.g. social media
posts.

6. Duties of data principal Duties of data principals are included such as not to imper-
sonate, not to suppress any material information, not to reg-
ister false or frivolous grievances, fine up to 10k Rupees

7. Significant data fiduciary Removed definitions such as social media significant data
fiduciary, guardian data fiduciary etc. and used only the
modified definition of “significant data fiduciary”.

8. Data breach reporting The definition is modified, now the breach shall be reported
to the board and each affected data principal

9. Rating During audit, the definitions of rating and trust score of a
data fiduciary are removed

10. Penalty The provision of penalty is modified. For instance, penalty
is increased in case of data breaches, and penalty is also kept
against violation of duties of data principal.

Table 3.1: Key changes adopted in DPDPA-2023 from PDPB-2019
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3.2 Differences between GDPR and DPDPA-2023

GDPR is a widely recognized framework around the globe. PDPB is aligned with GDPR, along
with a few key differences in exercising various obligations. For instance, DPDPA defines the
concept of consent manager, an individual nominated by the organization as a point of contact to
facilitate, comply, and lodge grievances related to consent processing. Similarly, DPDPA sets the
role of the data protection officer in the Indian context. GDPR uses slightly different nomenclature
of data fiduciary and data principals such as data controller and data subjects. A few differences
exist under the implementation of various rights, the definition of significant data fiduciary, and
obligations of data breach reporting. Table 3.1 highlights some differences between GDPR and
DPDPA.

3.3 Technological Compliance Necessity

The prime expectation from the bill is stronger compliance. This can be achieved only if the service
providers implement technological methods to validate compliance. This thing we urge with two
scenarios discussed below using obligations: i) Consent and ii) Data collection.

We extract the possible deviations if a service provider does not comply with obligations well.
We describe the technological methods that, if implemented correctly, may minimize the deviation
and provide stronger technological compliance.

The description for a few other major obligations is also studied and mentioned in detail [157].

3.3.1 Consent notices

Existing method of consent retrieval
The figure 3-1 shows the current model of establishment of consent. DF provides a form F to
the data principal along with either of the two options. In the first one, he has to accept or reject
the consent. In such cases, all the terms and conditions are enclosed in the consent form. In the
second case, the data fiduciary provides opt-in methods that allow users to select a few choices and
preferences. After selecting appropriate preferences, the data principal can return the document
X . Few organizations allow modifying the consent. To do this, the data principal can request to
modify his choices. He can re-submit it as document X ′ after making the necessary changes.
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Detail GDPR-EU DPDPA-2023
Entity Data subject, Data controller Data principal, Data fiduciary
Cross border transfer May be transferred without

any restriction, if commis-
sion/authority assure appropri-
ate safeguard and protection

Prohibited in some country or
territory as per description

Data breaches Data controller may inform to
data subject, in case of high risk

Data breach shall be reported to
the board and each affect data
principal

Rights rights to data portability and
rights to object

Not specified

Nominee Not specified Nominate someone to exercises
data principal’s rights

Data minimization Specified Not specified
Children consent Approval of parental authority is

required to process children per-
sonal data for children below 16
years

Children data shall be processed
after verifiable consent from par-
ent/guardian

Children data processing Not specified Data fiduciary shall be barred
from tracking, behavioural mon-
itoring and target based adver-
tisement.

Right to access Data subject may obtain copy of
personal data being processed

Data principal May obtain sum-
mary of personal data, identity
of fiduciary and list of third
parties with whom data shared
along with any other related in-
formation

Consent Manager Not specified Record and manage consent of
data principal

Significant data fiduciary Not specified shall be defined based on no of
users, volume of data processed
or using some other criteria as
specified

Table 3.2: Comparison of GDPR-EU and DPDPA-2023
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Data	fiduciary	sent	the	consent	form	F
Data	Principal

(DP)
Data	Fiduciary

(DF)
Select	the	choices
and	preferences	

Return	document	X

Request	to	modify	the	consent	(if	option	is	available)

Modify	the	choices
and	preferences	

Return	modified	consent	document	X'

Figure 3-1: Current model of consent establishment between data principal and data fiduciary

Limitations of existing consent
The current consent retrieval does not fulfill many of the consent properties. For instance, both the
accept/reject method and the opt-in method of collection of preferences do not guarantee correct-
ness because:
(1) Since consent is managed solely by the data fiduciary, he can modify it without the user’s ap-
proval, or he can prove that the consent is obtained from individuals even without collecting it.
(2) There is no way of verifying whether the processing is done according to the terms and condi-
tions provided in the consent.
(3) It cannot prove whether the processing was done based on recent consent or if the consent was
modified.

3.3.2 Security and privacy requirement of consent

The bill presents consent from a regulation perspective. This means that parties are questionable
in court if they deviate from the terms and conditions in the consent form. Regulatory action may
be taken after an event and requires shreds of evidence.

This evidence can be (possibly) encoded within the software to ensure that the consent proper-
ties are implemented accurately and transparently. We call such encoded evidence as security and
privacy requirement that must technically implement the consent. This will prevent data fiduciary
from deviating from the legal contract (as in the consent form). It will help resolve disputes if they
arise, or it can be presented to the jurisdiction of the data protection authority for any regulatory
compliance.

At a very high level, the following are extracted properties considering technological security
and privacy requirements in designing consent:
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1. Implement methods to prove that free, informed, specific, and clear consent is implemented.

2. Implementation of methods to prove consent is established with the data principal. If the
data principal denies consent establishment, the fiduciary can legally prove that consent was
established.

3. Implementation of methods to maintain the records of the list of third parties with whom
data is shared.

4. Implement methods to maintain the records that personal data has been shared with stated
third parties only (this property requires a transparent audit).

5. Implementation of methods to prove withdrawal of a consent. He should maintain proof that
the processing has stopped after consent withdrawal. Such proofs are necessary because data
fiduciary may keep this data longer for monetary purposes.

6. Implementation of methods to include with whom, when, how, and why the consent was
established with data principal.

7. Implement methods to allow the data principal to change his choices or preferences. If
the data principal approves such changes, further data processing must be done as per the
new consent. Data fiduciary should implement methods to prove that modified consent is
recorded and processing is done on modified consent.

8. Data fiduciary may update consent notices from time to time (e.g., due to a change in the
data fiduciary’s policy or DPDPA requirements). The users will get an option to update
their consent preferences. The data fiduciary should implement methods to keep proof of
modifications.

9. Implementation of methods to prove that he is not automatically collecting personal data
without the user’s consent.

10. Implement methods to validate data. The fiduciary is not using data for other purposes.

11. Implementation of methods to validate third parties are processing data as per the contract
with the data fiduciary.

12. The third party has to keep the source of data if it is not collected directly from the data
principal. The implementation of methods to validate the origin of personal data. Such
proof is necessary because no one knows how data is processed behind the wall [156].
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13. If the data principal is withdrawing consent, the same will also be communicated to third
parties. Implementing methods to validate third parties also stopped processing after consent
was withdrawn.

3.3.2.1 Technological remedies

We discuss a high-level overview of how technical methods can be used to implement this.

To satisfy item 2, we must encode undeniable consent property during consent collection.
One way to achieve it is with the use of digital signature [105] schemes, which will work as a non-
repudiation technique for consent. The signature on the document will ensure two things: 1) DF
can prove that he has obtained consent before data processing, and DP can not deny it; 2) No party
other than the data fiduciary can have such proof (if implemented correctly with a combination of
other cryptographic techniques). To modify the consent (item 7) or withdrawal (point 5) of the
consent, the data fiduciary can ask the user to re-submit another form with different signatures.

Items (5,7, and 8) describe the implementation of methods aligning modification or withdrawal
of the consent. Modification in the consent can be initiated either by the data principal or data
fiduciary. It can also be initiated when changes happen in the organization’s privacy policy or the
policy of DPDPA standards. The users can submit a modified consent form along with the new
signature. Now, the DF has old and recent copies of the consent ( the dilemma of old and new
consent). Both consents are valid. This may allow DF to be malicious. For instance, he can delete
either copy of the consent and do processing based on the remaining one. In such a scenario, DP
can not prove the malicious behavior of the data fiduciary. Therefore, keeping both old and new
consent does not force DF to process the personal data based on recent consent.

To distinguish between old and new consent, blockchain-based [4] methods can be used.
Blockchain is a tamper-proof, immutable, verifiable ledger used to record transactions. Trans-
actions recorded on the blockchain are transparent. Proof of consent can be recorded in any public
blockchain, for example, [67]. Since all the consent will be available on the public chain, both
parties can agree on the latest consent. This will also ensure parties resolve the dispute (if any)
through the regulatory authority.

There are few consent properties where implementation may be difficult using existing tech-
niques. For instance, the data fiduciary is collecting data without consent (item 9), the data fidu-
ciary is sharing data with unauthorized parties (violating consent conditions) (item 11), or the data
fiduciary is processing data even after consent has been withdrawn (Item 5).

The literature has not thoroughly discussed technical solutions to complying with consent.
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Though many authors claim [186, 185, 154] that Blockchain is a panacea for this, the authors
are skeptical. The primary reason is the difficulty of proving what operations are performed on
data. Maintaining an audit log is insufficient, as it cannot keep track of activities performed by
unauthorized users. Even a data fiduciary might choose not to log some of the events, mainly
when it shares data with unauthorized third parties or performs malicious operations.

The more advanced technical method could be explored to solve the existing challenges of
proof of consent. For instance, a more advanced cryptography-based method could be developed
to verify the consent, such as third party audit [180]. The audit scheme will increase transparency
and validation.

3.3.3 Data collection

Data can be collected after retrieving the consent. In the PDPB-2019, many sections cover data
collection properties, such as Articles 5, 6, and 9, which correspond to the “purpose, collection,
and storage limitation” respectively.

DPDPA does not directly specify the obligation collection limitation and storage limitation.
However, it is specified indirectly under Section 6. For instance, the collection limitation may be
derived from the obligation specified in Section 6. It states: “ The consent given by data principal
... processing for the specified purpose and be limited to such personal data as is necessary”, thus
data collection and purpose limitation.

We study the data collection specifications with the following properties:

1. Purpose limitation.

2. Collection limitation (by following specified purposes and restricting the category of per-
sonal data being collected).

3. Storage limitation (duration of personal data storage).

4. Sharing with third parties.

5. Security and safeguard (during collection, share, and storage).

3.3.3.1 Collecting data for specified purposes

The primary accountability from the data fiduciary is to prove that collected data is only for speci-
fied purposes, thereby minimum. It is necessary because data fiduciary can have a strong monetary
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incentive by collecting enormous amounts of personal information. Sometimes, sensitive data like
health information, credit card numbers, or medical records [129] are collected even without the
user’s knowledge. However, it is still a technical challenge, how to justify whether collected data
is only for specified purposes?. Here, We discuss one approach to improve the data collection
process to achieve the goal of a stronger specified purpose.

Enrichment in data processing methodology: Data fiduciary should change their existing
data processing methodology. A few technical changes in the processing will not only fulfill the
goal of data collection but also serve the same business purpose. We have justified our argument
using two use cases. Both use cases indicate different observations. The first discusses the require-
ment of technology change in processing, while the second concerns the necessity of collaboration
among data processing parties. Currently, data fiduciary collect multiple sensitive personal infor-
mation in both cases. We have explained that neither it is providing minimum data collection, nor
it is providing data protection. Later, we showed that the same objective, “minimum data collec-
tion and necessary data protection,” can be achieved by just a few modifications in their processing
activities.

3.3.3.2 Use Case 1: storage of debit card/credit card information

Debit or credit card data is sensitive personal information and requires extra protection during
processing. The commercial platform provides ease of doing facility wherein quick payment could
be made by storing the user’s card details [71] at the data fiduciary portal. The purpose is as
follows: “It’s quicker. By saving your card details, you can save the hassle of typing the complete
card information every time you shop at Flipkart. Your card information is 100 percent safe with
us. We use world-class encryption technology while saving your card information on our highly
secure systems” [71]. Figure 3-2(X) shows the current model in which data fiduciary stores card
information to facilitate quick transactions. The data fiduciary’s key generally encrypts the data;
hence, it is always available to him. Whenever a user places an order, the merchant sends a payment
request. The payment request contains a partially auto-filled form with card information already
filled out. Thus, users do not need to submit card details manually. In the next step, the user enters
a one-time password (OTP) and offers it to the payment system. The advantage of such processing
is that the user would get the ease of doing and quick processing by not entering card information
manually.

After the bill’s introduction, it is questionable whether such collection and storage are required.
If yes, then in which form should the fiduciary store it? Because data fiduciary is non-trustworthy,
weak protection of data may reveal card details publicly, or card information can be used for
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malicious purposes. Data breaches here may lead to severe harm, sometimes appearing in the
news when the user’s card information becomes available over the dark net. Hence, such storage
increases doubts about user data security and privacy. Could the same purpose quick transaction
and ease of doing be achieved by preserving privacy, protecting card details, ensuring limited data
collection, and data minimization? To achieve this, each party involved in the processing should
only get the necessary information. The data fiduciary does not need to know the details of the
card. It should be visible only to the bank. The specification of the secure electronic transaction
(SET) also states that the “order information(OI) information shall be processed by merchant and
payment information(PI) by the bank” [54]. Both sections should be processed separately.

Use of more advanced methods: Cryptographic techniques can help to achieve the above
goals. For instance, figure 3-2(Y) ensures privacy by preserving minimum data collection and also
provides ease of doing. Data fiduciary collects card details as a ciphertext C = Encryption(card

info) encrypted using the customer’s key. The key may be anything such as the user’s password;
since data fiduciary does not know the user’s key so it is useless at the merchant’s end and would be
available at the bank’s end instantly. When a user places an order, the data fiduciary can send the
payment request along with order details and the ciphertext C. Users can decrypt card information
and forward payment requests to the payment system. Since decryption is being done on the user’s
side, the data fiduciary would not be able to know the card details. It will ensure the goal of
data minimization, purpose limitation, collection limitation, storage limitation, and information
sharing.

Payment	system

6.	Complete	the	
process	of

requested	payment
of	DP

1.	Submit	card	data

Payment	system

f.	Complete	the	
process	of
requested	

payment	of	DP

Data	Principal
(DP)

Data	Fiduciary
(DF)

2.	Encrypt	and	
store	card	info	using

DF's	key

3.	Place	an	order

4.	Send	partial	auto	fiilled
form	and	request	for	OTP

5.	Fill	OTP,
request	for
payment

7.	Response
of	payment
confirmation

Data	Principal
(DP)

Data	Fiduciary
(DF)

b.	Store	
encrypted
	card	info	C

a.	Submit	card	data
C=encryption(card_info)

c.	Place	an	order

d.	Send	request	for
payment	and	value	C

g.	Response
of	payment
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e.	Enter	key	to
decrypt	card	details

&	request	for
payment

(X)	Original	method	of	storing	card	information (Y)	Modified		method	of	storing	card	information

Figure 3-2: An example of data collection: original vs modified method
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Data Protection Bill encourages data fiduciary to implement such kind of technology. It would
enforce data visibility at the right place and with appropriate security and safeguards. Using more
cryptographic methods will enhance the confidence of the data principal that he has control over
their data and is safe. Such techniques would also provide data processing, storage, and sharing
transparency.

3.3.3.3 Use case 2: Prevention of disclosure of sensitive personal information - a PAN card
example

What if one data fiduciary enhances their processing methodology while others do not? Some-
times, it requires the participation and collaboration of all parties involved in processing to upgrade
their techniques. Through the use case of PAN cards, we have shown that until and unless all the
parties with whom data is being shared do not enhance their data processing methods, the goal of
data protection can not be accomplished.

PAN card is a unique number assigned to all taxpayers within India. The income tax department
keeps track of the individual’s tax declaration and income; it can also be used for identity proof.
If anyone purchases or avails service of more than the specified amount, he has to disclose the
PAN card details to the merchant. The authority can use these details to inspect an individual’s
tax declaration. It has been observed that the details of PAN cards collected by merchants can be
used for malicious purposes such as to purchase benami properties using identity theft [173], to
perform fraud payment [116], or to hide income taxes. Consider one example of such PAN detail
submission at the commercial websites as shown in figure 3-3. Merchants collect PAN details
when users purchase more than the specified limit. Merchants forward information on purchased
details to the IT department. The IT authority may verify whether purchasing details violate the
regulation of tax disclosure. In the case of fraud/theft, an investigation may be started against
suspicious users.

The existing model does not solve the intended goal of data collection: transparency in ex-
penditure and declaration of taxes. In this case, multiple breaches are possible, such as tracking
user behavior by the merchant or using card details for impersonation and identity theft. From an
authority point of view, details shared by merchants are not trustworthy. Merchants can share inac-
curate data, or they can share false information submitted by the users. The authority expects more
monitoring and transparency in the purchase activity. However, the current model of PAN details
submission neither solves the purpose of any party nor fulfills the collection goals. Furthermore,
even if one party, such as a merchant, enhances its methodology to fulfill the data collection goal,
the purpose will still not be solved until and unless other parties collaborate.
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Submission Verification Dispute	resolution

Disclosure	of	PAN	card	details	to	organization

Customer	post	an
order
Company	ask	for
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purchase	is	higher
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Customer	submit
their		PAN	card
details	
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details	of	purchase
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not	done	any
purchase	then	he	has
to	prove	this.	
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from	companies	to
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Disclosure	of	sensitive	personal	information	to	multiple	companies,	chances	of	fraud,	benami,
identity	theft,	target	based	attack,	profile	based	attack	etc.		

Figure 3-3: Existing model of sharing of PAN information
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Figure 3-4: Modified model of sharing PAN information

Collective change in processing methodology Figure 3-4 shows that if all the parties col-
laborate and modify their data processing approach, they will solve the above issues. Instead of
collecting PAN details directly, data fiduciary (merchants) ask users to log their transactions (pur-
chasing activities) T at the IT portal if it is higher than the specified amount. As shown in the
figure, both the user and the merchant can confirm logging of purchase details using appropri-
ate authentication and verification. A comparison is shown in Table 3.3. In the new mode, only
the relevant details are getting to every party. The merchant is not collecting any PAN details,
hence achieving limited data collection and storage. The merchant does not need to share anything
(limited data sharing). The authority logs all the required purchases using proper authentication;
hence IT department can achieve transparency and monitoring in the purchase. Moreover, such
transactions will eliminate the possibility of impersonation, identity theft, and tax fraud.
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Property Present method of PAN Modified method of PAN
details processing details processing

Limited data collection ✗ ✓
Limited data storage ✗ ✓
Limited data sharing ✗ ✓
Authentication of user’s ✗ ✓
Transparency in processing ✗ ✓
Privacy of personal data ✗ ✓

Table 3.3: Comparison of existing vs modified model of PAN details processing

3.3.4 Technological compliance

The above study concludes that using enhanced techniques, modification in existing data process-
ing methods, and participation of entities can provide data management models aligning DPDPA
and may enable stronger compliance.

In Chapter 4, 5, 6, 7, we formulate the problem statement keeping a view of the above and
study the respective one.
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Chapter 4

Transparent consent data processing

The existing techniques of consent processing are not transparent and do not adhere to data protec-
tion goals. Data fiduciaries may misuse the collected data for purposes other than specified in the
consent. Therefore, a robust model is necessary for the framework’s consent processing objective.

We have described that encoding requisite security and privacy properties will ascertain stronger
consent compliance. We formalize these properties as Proofs of Consent (PoC) and categorize
them into three layers. Acquiring a higher layer will minimize adversarial risks and ascertain
greater transparency. Based on this, we have proposed a model shielded consent manager (SCM)
using blockchain state channel and other cryptographic primitives to retrieve consent to grant per-
missions to access Android resources. SCM includes parameters as per the framework, satisfies
the security properties such as integrity of consent, non-deniability by users, auditability of logs in
data processing, and provides finer visualization of user’s consents. The simulation of the contract
is done using solidity, truffle, and ganache test network, and the feasibility of practical implemen-
tation is analyzed to show the efficacy of the model.

Recalling the background specified in Chapter 3 out of multiple tenets specified in the new
regulation, data consent is an empowering and indispensable clause that enables service providers
as one of the bases for data processing. The regulation enumerates the service provider (aka Data
Fiduciary, DF) has to obtain the user’s (Data Principal, DP) consent (permission) before collecting
and processing personal data. Consent is a set of choices, preferences, or agreements given by
individuals to another. It determines when, where, why, what, and how much information shall be
shared with them.

After the framework, the service provider is expected to retrieve the user’s consent and perform
only the specified purposes mentioned in the consent form. However, the above is not always true.
The most trivial problem is that many organizations do not mention their consent policies and
collect user data from a small amount to a large extent, even without the user’s consent. This
collected data may be used for malicious purposes. Further, The current consent retrieval and
management model uses policy form that lacks standardization, such as DFs usually do not provide
opt-in methods (allowing users to select choices and preferences), and those who provide use their
methods to implement it. Next, DF may create a fake consent, modify, delete, or update it even
without the user’s approval.

47
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A few ontology-based consent management models have been proposed for making consent
more standardized [33, 136]. They use XML-based ontology to express, validate, and share con-
sent in a heterogeneous environment. However, these are also based on the assumption that data
processing parties are honest, which may not be true.

Blockchain technology has also been described as a data management solution [174, 181].
The associated parties can integrate necessary logs during data sharing. Such logging may enable
transparency in the system. However, as blockchain is at a very early stage, we need to identify the
scope of how blockchain can help in consent processing.

Thus, the existing consent management models are at a very initial stage and do not guarantee
data protection. It requires suitable formalization and standardization. To achieve this, we require
two components: i) integration of the legal basis of the consent mentioned in the regulation, and
ii) a set of correctness proofs that ensure consent properties are complied with, given that a party
involved in the processing may be dishonest. The regulation will include legal binding and penal-
ties, while the proof of correctness will ascertain protection. In this work 1, we focus on the second
one. Our major contributions are as follows:

• A detailed description of the existing consent retrieval mechanism and its limitations is pro-
vided.

• We have analyzed the DPDPB-2022 and formulate requisite parameters, defined as regu-
lation properties (RP) to be integrated in consent. Then, we describe the list of security
properties against RPs that must be encoded to provide the framework’s complied consent
processing. These security properties are defined as Proofs of Consent(PoC) and are de-
scribed as a three-layer architecture.

• We have proposed a model Shielded Consent Manager (SCM). SCM integrates blockchain
state channels and other cryptographic primitives to design a stronger transparent consent
model to grant permissions to access system resources by an Android application. The model
achieves security properties such as integrity of established consent, non-deniability of users,
and correct auditable logging of collected data.

• The simulation of SCM is implemented, and the feasibility of practical implementation is
analyzed to show the model’s efficacy.

The rest of the sections in the chapter are organized as follows. Section 4.1 briefly describes
the basis of consent, existing limitations of consent management, and possible deviations, Sect.

1The opinions expressed in this work are those of the authors.
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4.2 discusses technological formalization, Sect. 4.3 enumerate proofs of consent, and Sect. 4.4
describes the SCM model and implementation.

4.1 Problem formulation

The DPDPB-2023 obligations state the nature, scope, and specify consent as one of the bases for
data processing and should be obtained before collecting and processing personal data.

According to Article 5(1) of DPDPA, “data may be processed based on consent”. Further,
Article 6(1) states: “consent shall be free, informed, specific, unambiguous ..”. Data principal also
has the right to modify or withdraw their consent (as per Article 6(7)). Next, as per Article 6 (3),
“consent shall be presented to the DP in a clear and plain language along with the contact details
of data protection officer..”.

The processing of children’s data will be in such a manner that protects children’s rights (as
per Article 9). DF has to obtain and verify parental consent from parents or guardians before
processing it. DFs are prohibited from profiling, target-based advertising, or any other activities
that may harm children (as per Article 9(3)).

DF will be responsible for keeping proof that the DP has obtained consent before processing.
As per Article 7(9), ”DF shall be obliged to prove that a notice was given by the DF to the DP
and consent was given by the DP to the DF..”. Data will be shared with the data processor and
third parties with a valid contract (as per Article 9(9)). Finally, the DF has to implement an entity
named consent manager through which DP can record, manage, and review the consent (as per
Article 7(6)).

4.1.1 Existing consent retrieval methods and its limitations

Currently, the following methods exist in the state of the art for consent retrieval and processing.

1: PRIVACY POLICY FORM

The DF maintains a privacy policy statement over the portal. DF asks users to fulfill the provided
proforma, which serves as consent (a kind of agreement established between both entities for
collecting personal data) while accessing some services. We can consider this submission offering
the data principal a document/form F . DF expects DP to read/understand the conditions honored in
the form and provide their undertaking. Such consent collection practices widely use the following
two formats: a) accept/reject method In this, all terms and conditions are enclosed in the consent
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form, and the user has to accept or reject it. b) choices and preferences methods it provides users
opt-in methods to select a few choices and preferences. The selection of choices depends on how
DF has declared its privacy policy.

The policy form-based consent collection has multiple limitations:
i) It does not include all the directions specified in the framework. ii) Opt-in methods are written
as a legal policy document, use narrative languages, and do not define many subjects explicitly,
such as the list of third parties with whom data will be shared.
ii) It does not guarantee correctness because DF manages consent solely. In case of malicious DF,
he can modify the document without the user’s awareness.
iii) There is no way of verifying whether the processing is done according to the mentioned terms
and conditions. iv) It can not be proved whether the processing is done based on recent consent if
the consent was modified.

2: ONTOLOGY BASED

The new approach proposed in state-of-the-art [136] is the ontology-based consent representation.
This model converts consent conditions into variables that can be described as objects, for instance,
the name of DF, date of consent obtained, duration, etc. The data is mapped as objects and variables
of ontology-based language which enables the processing of consent data in machine-readable
format.

It has the following advantages:
i) Collecting user’s choices and preferences as a variable format will enable finer visualization and
data processing. The DF can utilize such methods to map legal conditions as consent management
ontology data management [136].
ii) Such representation may be shared consent permission with distinct parties in a heterogeneous
environment [89, 33].

The model has a finer representation. However, this also has many limitations similar to the
policy form model:
i) The model assumes that DF is honest.
ii) Modification of the consent form may be done.
iii) Data may be shared with other parties beyond those declared in the consent form.

3: BLOCKCHAIN BASED

Few states of the art have proposed using blockchain to log activities associated with data process-
ing [174] to ensure data protection compliance.

The inclusion of blockchain may provide finer control. But, since both blockchain and data
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protection are at a very initial stage, we require more formalization as:
i) How to store large amounts of logs as blockchain is not scalable and storing data is costly.
ii) It needs to refine which information may be logged over the blockchain, given that user data
privacy is honored. iii) It needs to identify the possible deviations even after using blockchain. For
instance, DF may use data for other purposes not mentioned in the consent form without logging
information over the blockchain.

4.1.2 Definition of malicious parties

Without awareness, DF may deviate and process data behind the user’s back for other purposes.
Therefore, it is necessary to analyze the possible adversarial deviation of parties. This definition
will help to design precise consent processing complying with data protection. At a very high
level, these are as follows:

• Data fiduciary: Consent is solely managed by DF. He can modify, add fake consent, or delete
existing users’ consent. Apart from this, DF can do the following:
(a) DF may collect additional data not mentioned in the consent agreement.
(b) DF may violate the terms and conditions enabled in the consent, such as sharing the data
with additional third parties.
(c) DF can deny the collected user’s consent.
(d) DF may deny holding the personal data collected after consent (This is usually seen in
data breach cases).

• User The user can deny that consent is given to DF.

• Auditor An auditor may perform an erroneous audit during consent or data processing audit.

4.1.3 The ideal case of consent processing

The description of Sect. 4.1.1 and Sect. 4.1.2 urge correctness and transparency in consent
processing. We define the following ideal instances expected in consent management complying
with data protection in the presence of adversarial entities.

Goal 1: Entities should precisely understand and interpret the legal requirements of consent, de-
rive technical properties, and include all in consent processing.
Goal 2: Entities should include appropriate security and privacy properties and ensure the correct
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implementation of these requirements using different techniques.

4.2 Technological formalization of consent processing

We propose a three-layer architecture for consent processing as shown in Fig 4-1. These layers
will satisfy the ideal expectations (defined in Sec. 4.1.3) of consent in adversarial settings. Layer
1 describes the properties necessary to include in consent’s representation. Layer 2 describes the
security properties that need to be encoded to prove the correctness of consent processing. Layer
3 emphasizes on to bind consent and data together. We explain each category below:

4.2.1 Layer 1: Inclusion and representation

INCLUSION We have extracted a set of competency questions based on the context of the consent
defined in the regulation. These are denoted as regulation properties (RP), which must be fulfilled
correctly to show consent compliance. We have mentioned twenty-four competency questions
RP1-RP24, as shown in Fig. 4-2, categorized into seven groups. This classification is done based
on the context of the question or type of entity or data associated with the consent. For instance,
properties RP1- RP9 represents basic information about the consent, while properties RP10-RP12
represent the time and location information about the consent.

Figure 4-1: Three-layer requirement of consent formalization to adhere to the goal of data protec-
tion

REPRESENTATION The representation of properties helps users understand and interpret the
consent format easily. The better representation helps classify the consent information conve-
niently at a broader level. The following methods may help to provide the consent form in a more
structural format:
i) A stronger graphical user interface (GUI).
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ii) More options for checkboxes.
iii) Consent in the user’s native languages.
iv) A short description and hyperlinks for details.
v) Clarity in the sentences.

Table 4.1: Consent representation

Consent Description
Variables:
Time: 01/01/2023, ExpiresOn:
01/04/2023
Location: 192.168.1.100
Where: website
Third parties: party A, Party B, ..
Policies
When you use our Website, we col-
lect and store your personal information
which is provided by you from time to
time .....
Security Proofs:
Smart contract Address: ”12345”
Hashes: ”000000”
Signature: ”111111”
Nonce: ”abc, pqr”

We segregate the variables, policy, and security parts to represent different segments as shown
in Table 4.1. This will help users to understand the consent agreements more clearly. This paper
emphasises on layer 2. Hence, the detailed description of layer 1 was omitted.

4.2.2 Layer 2: Inclusion of security properties

To minimize deviation, we must integrate requisite security properties along with Layer 1. These
legal evidence encoded with RPs (Fig. 4-2). The table 4.2 enumerates adversarial deviation against
RPs, expected security properties, and the list of existing technological methods that may satisfy
the requirements. We define each property below:
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Figure 4-2: Consent Regulation Properties (RP)
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4.2.2.1 Non repudiation

Non-repudiation is defined as the entity submitting, holding, or asserting the information that can
not be denied from it. The user may deny consent given, and DF may deny consent collected. En-
tities must refute the claims by achieving security property non-repudiation in the consent agree-
ment. This can be included with RP1 and RP2 to prove who has established consent with whom.

One way to satisfy non-repudiation is to use digital signature schemes [105]. The signature
will ensure: i) DF has obtained consent and DP can not deny it; ii) No party other than the data
fiduciary can have such proofs (if implemented correctly with a combination of other cryptographic
techniques).

Table 4.2: Adversarial consent processing and requisite security properties

S.No RP Malicious Proper-
ties

Security Proper-
ties

Technological
methods

1. RP1, RP2 DF or DP can deny
consent

Non repudiation Digital signature

2. RP3, RP4, RP5 Data used for addi-
tional purposes and
operations

Access control anonymization, ac-
cess control meth-
ods

3. RP10, RP11, RP12, The consent may be
modified, tampered

Integrity, tamper-
proof

Blockchain, future
research

RP13, RP14
4. RP16, RP17, RP18 Data may be shared

with additional par-
ties

Transparency, in-
tegrity, and access
control

Blockchain, future
research

5. RP19, RP20 data may be stored
at different loca-
tions

Geolocation securi-
ties

Future research

6. RP21, RP22, RP23 Data may be pro-
cessed violating the
norms

Correct children
consent

Audit, parental con-
sent

7. RP24 Identifiable infor-
mation may be
misused

identifiable consent
(access control and
anonymization )

Blockchain, privacy
preserving identity
verification
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4.2.2.2 Access control

During consent retrieval, DF has to declare the purpose of consent, the type of data, and the possible
set of operations on collected data. In an adversarial setting, the collected data may be used for
other purposes, or additional data may be collected violating the consent parameter. Therefore, DF
should implement security properties to ensure: i) he is not using data for other purposes (RP3). ii)
Additional data is not collected, or collected data is minimal (RP4). iii) only specified operation is
performed on collected data (RP5).

One approach to satisfy the above requirements is the integration of distinct access controls.
The access control will limit the data collection and operations performed over it. Few access
control approaches have been discussed in [157]. For instance, the use of Client Side Encryption
(CSE). As CSE encrypts data on the client side, the probability of processing data for additional
purposes can be minimized. Similarly, access control methods such as attribute-based, user-based,
de-identification, and anonymization [109] will limit the purpose, restrict data collection and oper-
ation, and provide finer control.

It should also be noted that restriction on data will not completely prohibit adversarial use
because once data is handed over, the possibility of misuse is always possible. Therefore, we
require greater access control and consent and data collection restrictions. We have discussed
these in Layer 3.

4.2.2.3 Integrity and tamper-proofness

The consent urges DF to include information on time, location, etc. (Ref Fig. 4-2). If DF is not
trusted, the integrity of data is unreliable as he can modify the given consent, construct a false
consent, or collect data without the user’s agreement.

Encoding a few security properties will help restrict data tampering and integrity. It primarily
includes the correct data logging and variables to prove correct modification, withdrawal, and
prevention of data processing after consent withdrawal.

Blockchain-based technology can provide the solution for many of the above security proper-
ties. However, we need future research to design each goal. We have proposed a model SCM in
Section 4.4 complying with certain integrity properties.
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4.2.2.4 Security in third parties data sharing

Consent emphasis is to induce the list of third parties with whom data will be shared. The properties
RP16, RP17, and RP18 are associated with it. In case of malicious DF, the compliance may not
be congruously followed, and data may be shared with additional third parties not specified in the
consent.

We require security properties for:
i) Transparency: data is only shared with parties declared in the consent.
ii) Access control: only pertinent information is shared with third parties.
iii) Integrity: Ensure that consent and shared data comply.

Accomplishment of these properties urges to define methodologies and future research.

4.2.2.5 Geo-location securities

Data fiduciary should maintain security properties to comply with Geo-location transfer of data-
basedd restrictions(if applicable). The security properties for this urge to define methodologies and
future research.

4.2.2.6 Children Data consent

The DF should maintain security properties for a transparent implementation of parental consent.
He should also enable security properties to ensure that he is not performing any profiling, tracking,
or target-based advertisement aimed at children.

Many parental control methods exist which enable guardians to control children’s online be-
havior [113]. The correct security implementation will enable children to effectively use the inter-
net and prevent them from being a victim of malicious DF [102].

4.2.2.7 Identity collection and consent

Many DFs may collect to obtain users’ identifiable information (e.g., biometric, Aadhar, etc.).
Identifiable information is sensitive, especially when customer data may be stored globally.

A secure mechanism is necessary for identifiable data processing. Privacy-preserving identifi-
cation, blockchain, and Aadhar 2.0-based identity verification are the advanced methods that can
provide compliance-oriented identifiable data processing.
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4.2.3 Layer 3: Consent as access control (CAAC)

Layer 1 and Layer 2 assume consent retrieval and data collection as separate processes. This
separation makes many things critical. It leaves a space for an adversarial service provider to
misuse the data. For instance, once data is delivered to the hand of the service provider, it may be
used for additional purposes and operations. Thus, the processing of advanced levels of consent
compliance urges more strong restrictions on consent retrieval and data collection.

Binding: The robust restriction can be achieved by binding data and consent together. As a
validation attribute, the control can be hitched with the data itself to fulfill the specified consent
criteria. Encoding advanced cryptographic methods may help specify the pertinent binding to
achieve this goal. We can understand it from some examples:

1. Example 1: Consider a situation where DF wants to operate to compute the threshold age
of a person (anonymous age verification).

2. Example 2 DF wants to consent to perform some computation on data without knowing the
actual data (e.g., secure multiparty computation (SMPC)).

The above examples do not ask for data directly. Instead, they perform cryptographic compu-
tation. So, if DF asks the user’s consent to compute something (say, age) on data, he can perform
specified operations without knowing the actual data. Here, the definition of input data itself de-
fines the consent conditions. Consent and data collection are not independent; they are bound
together. Such processing will minimize the adversarial impact. SMPC, searchable encryption,
and ZKP are any other advanced cryptographic techniques that can be useful in achieving such a
goal.

4.3 Proofs of consent (PoC)

The Data Protection Bill presents consent from a legal perspective. This means that parties are
questionable in court if they deviate from the terms and conditions in the consent form. Legal
action is taken after an event and requires shreds of evidence. This evidence can be (possibly)
encoded within the software to ensure that the consent properties of the Layer 1, Layer 2, and
Layer 3 are implemented correctly. We call such encoded evidence or proofs as proofs of consent
(PoC). When we say ”proof for consent properties,” it essentially means that the construction of
proof would be such that deviation would not be possible by the parties included in the proofs.
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4.4 Shielded Consent Manager(SCM)

The Android user permits apps to access Android resources (e.g., camera, storage, SMS, etc). The
consent may be at installation time or run time. In the second category, the system provides ”only
this time, always, or not allowed” options. It allows features to disable the permission manually
if an app has not used a resource for a longer period. The Android system also stores an app’s
logs of accessed resources for some period. The current consent to access Android resources has
the following limitations: i) consent has limited choices (thus requires more, e.g., consent may be
given for three days ); ii) the App can modify the consent agreement and permissions over time
without the user awareness (integrity of consent agreement is necessary) iii) Resource access logs
may be modified by user and apps (integrity of logs is required). iv) The app may deny consent
collected v) Access logs are not stored for a longer period (longer duration may provide better
visibility of historical data collected).

With the above gaps and motivation from Sect. 4.2, we propose the model of Shielded Consent
Manager (SCM) to provide security properties integrity, non-repudiation, and auditability. The
model integrates the consent representation format of Fig. 4.1.

We use blockchain state channel [64] and Hash function. A state channel provides a scalable
blockchain solution where users may create a smart contract and perform many transactions by
writing only the first and last transactions to the blockchain.

Fig. 4-3 contains a description, and the pictorial interaction is shown in Fig. 4-4. Here, a
channel is created over the blockchain to establish an agreement. An agreement A is prepared by
both user U and service provider (SP ) of the App, including consent variables, requisite crypto
parameters, and policies. The channel created using smart contract stores the hash of the agreement
hA, and a hash of secrets a1, b1. The secrets may be disclosed in dispute or while closing the
channel. The state channel includes other parameters paramU , paramSP such as account address,
initial funds, etc. The channel will work as integrity and tamper-proof evidence for the consent.

The SP can request access to desired resources after the agreement. The android resource
manager will first check the status of the consent agreement from the consent manager. If consent is
valid, then it initializes variables to log the request. Since parties may tamper with the log, tamper-
proof auditable logs are necessary before granting the resource request. Both parties create a log
as (t, logpq) for each request t. The auditability and tamper-proof come from the definition of state
channel and cryptographic hash as a1, b1 are secrets. Therefore variable logpq = H(b1||tU ||q||p)
can not be modified. Both parties may disclose their secrets to resolve the dispute in case of
dispute. The detailed description of the proof is omitted.
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SCM[U,SP,R, B]

A. Consent creation

1. The android systems has resources R = (r1, r2, r3, ..ri). U and SP selects random number a1, b1, and com-
pute x← H(a1), y ← H(b1), respectively.

2. SP provides a consent form f containing a well defined consent representation, variable, policies and crypto-
graphic parameters.

3. U fills the form and prepare the agreement A, compute hA ← H(A), and share (A, hA) with SP . SP also
compute the same and verify it.

4. Parties U and SP creates and initialize a state channel over blockchain B as : S ←
open(hA, paramU , paramSP , x, y).

B. Resource Access

5. SP request a token from U to access a resource rj .

6. Android resource manager, verifies if consent is valid. Then, for each request, he generates a token t as: select
a random number q, computes tU ← H(a1||q), and send (tU , q) to SP .

7. SP generates a random number p for each request,computes the logging variable logpq ← H(b1||tU ||q||p) and
share (logpq, p).

8. The resource manager logs the value (t, logpq, p, q) and provide the resource access.

C: Consent Update

9. DF provides a consent form f ′ with updated policies. Follow steps 1 to step 3 furthr.

10. Update the state channel as S′ ← update(S, h′
A, paramu, praramSP , x

′, y′).

11. To access resources, follow the Steps 5-8 with the modified value x′ and y′.

C: Consent Withdraw

10. The parties may call close() operation to close the channel with state S′.

Figure 4-3: Description of Shielded Consent Manager (SCM)
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The consent update and withdraw option is performed through an update of the state channel
and other variables.

The security of variables on the blockchain ( such as users’ secret keys and the online availabil-
ity of users while closing the state channel in case of disputes) and pre-image of the hash function
will imply the security of the model. The detailed validation is omitted here.

Figure 4-4: Shielded Consent Manager (SCM)

4.4.1 Implementation and practical considerations

We have done the feasibility study of the implementation of the SCM model and simulated the
contract code for the consent agreement. We have taken a test file of 1 MB consisting of consent
representation in the format as defined in Fig. 4.1. We assume the size of random variables is 32
Bytes. The Cryptographic hashes of files and other variables are computed using SHA256().

The SHA256() and random numbers are simulated on Python ”3.10.10”. The smart contract
and state channel are created and deployed using Truffle v5.7.7 (core: 5.7.7), Ethereum client
Ganache v7.7.5, and Solidity - 0.8.18 (solc-js). Simulation is set up on the machine running with
Windows 10, CPU Intel(R) Core(TM) i7-1165G7 @ 2.80GHz 16 GB RAM.

The user and SP create a state channel named ”ConsentChannel” with funding of initial balance
and passing of two arguments (consisting of file hash and a hash of secrets), each of 32 bytes. We
have created three functions: Update(), updateChanelBalance(), and Close(). The update function
exchanges messages off-chain to update the modified consent agreement values. Both the user and
SP sign the update message variable to prevent one party from updating the consent without the
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Table 4.3: SCM Simulation results

Parameters Values
Storage overhead 128 (bytes)
Gas used 1177827 unit
Total cost 1.0038703 ETH

approval of another party. updateChanelBalance() is used to update the balance of the channel.
Both parties can perform on-chain transactions to close the channel.

The codes are deployed using truffle. The client ganache is also integrated to deploy the smart
contract on the local Ethereum network. The gas and ether cost in deploying the contract is men-
tioned in Table 4.3.

The model requires additional communication between parties to establish the state channel
and log the cryptographic parameters. The storage overhead is computed for each token request
and is at least 128 bytes (including one token index, two random numbers, and one hash, each 32
bytes).

The analysis indicates only two transactions are required over the blockchain, and the rest
of the processing and storage can be done offline on both sides. The exact comparative model
to compare the results is not available in the literature. The works [174], and [145] emphasize
storing every consent and data log over the blockchain, which may not be cost-effective. The SCM
aimed to optimize the number of transactions over the blockchain and urge to store minimum data.
The total cost and gas used for the transaction are slightly high, which may be reduced in future
optimization.
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Digital Asset Inheritance

An asset is any substance or resource (tangible or intangible) that has an economic value and
future benefit. Due to the recent breathtaking development of the Internet, digital communication
is now an integral part of people’s lifestyles, and such an expansion has generated digital assets
exponentially over cyberspace. The data associated with email, social media platforms (such as
Facebook, Instagram, Twitter, etc.), user’s website, blogs, data stored in the cloud (such as pictures,
photos, diaries, videos, songs, books), online wallets, coupons, and gifts cards are few examples
of digital assets. The asset inheritance system assists the dependent in the absence of an asset
holder (a.k.a user). People can convey their property in the present or future to one or more living
person(s). Currently, organizations authorize inheritance only for financial assets. However, due
to digitization, the value and importance of digital data have increased, which appeals to asset
inheritance and asset management of digital assets as well.

The traditional inheritance model of financial assets has been designed under the assumption
that the nominee is aware of the asset and can inherit it later after the user’s demise. However,
this model fails to guarantee inheritance if the nominee is uninformed regarding assets. This can
be seen in media reports that banks and insurance companies have many dormant accounts with
billions of unclaimed assets [167]. Furthermore, the conventional inheritance model is not directly
applicable to digital assets because the nature and category of assets are immensely diversified.
For instance, an Internet user’s account may not be associated with a real user name (such as an
account created on a cloud platform) or an account holding decentralized cryptocurrencies solely
managed by the user. These assets may be lost forever if the transfer process is not robust.

Thus, the critical concern is how the digital asset inheritance (DAI) can be modeled. Few
works in this direction have proposed the idea of DAI for user-owned assets like cryptocurrency,
passwords, cryptographic private keys, etc. For instance, Digipulse [166] stores assets in encrypted
form and transfers to the descendants using blockchain technology; PassOn [168] stores assets in
the form of a token; SafeHaven [169] uses a secret sharing scheme to distribute cryptocurrency
private key; and TrustVerse [170] is designed for asset management using the smart contract. How-
ever, we observe that none of these models specify their inheritance design. In particular, it is not
known how the asset information will be stored securely, how the user’s death will be confirmed
correctly, how many nominees will participate, and how dependents will get to know about the
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asset after the user’s demise. These models also fail to explain how the asset transfer will work if
the dependent does not know about it.

Transfer and inheritance of digital assets are highly overlooked and have not received the re-
search community’s appropriate attention [153]. All the digital assets are worthwhile, and the user
would like to transfer them to his family members. Therefore, a simple and robust model must be
designed so a nominee can get information regarding the digital assets left after the user’s demise.
The nominee can inherit it efficiently without any loss, given that he may or may not know about
the assets the user owns before death.

In this work, we have solved the above problems. We have formalized the category of digital
assets and defined the functionalities and security goals necessary to design a DAI model. We have
proposed a digital asset inheritance protocol (DAIP) based on certificateless encryption that stores
and manages the user’s asset or asset information. After the user’s demise, such information can
be conveyed to the nominee efficiently and used to inherit the asset.

5.0.1 Problem formulation

DPDPA mentions the obligation of the “right to nominate”. As per the Act “A Data Principal shall
have the right to nominate, in such manner as may be prescribed, any other individual, who shall,
in the event of death or incapacity of the Data Principal..”.

It is SP’s responsibility to facilitate the right to nominate. However, the nature and category of
personal data processed by DFs are diversified, which may make asset inheritance difficult. Using
technological models, we explore how the right to nominate can facilitate DPs efficiently in various
scenarios.

The research community comprehended the significance of digital asset inheritance and started
appraising it from different aspects. To design an effective DAI model, the following needs to
be addressed: i) the creation of well-defined state and federal-level digital asset laws and policies
[108, 167, 179, 104, 134]; ii) the development of adequate organizational level policies [37, 93,
120]; and iii) the creation of a robust technological model. In this paper, we explore and formalize
only the last one, the technical design of DAI, while the first two are out of this paper’s scope.

In the existing system, few organizations practice provisional methods of a legacy contract [47]
to grant access to the user’s account after his death. However, this is not a full-fledged inheritance
model. Recently, DigiPulse [166], PassOn [168], SafeHaven [169], and TrustVerse [170] have
introduced the notion of asset inheritance and asset management systems. However, these models
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have only proposed ideas without straightforward design and have the following issues and chal-
lenges: i) Designed for inheriting only user-owned assets (such as cryptocurrency key, password,
or any other data) and does not discuss other categories of digital assets such as organization-
owned data; ii) Require excessive nominee participation during creating, storing and managing
the asset which increases the overall complexity in terms of design; iii) Uses inaccurate ways of
death confirmation such as inactivity period [166], voting [168], weighted voting [168], consent of
nominee [170]. All these death confirmation methods make the DAI protocol fail to guarantee the
robustness property (as well as other security properties) if one nominee denies voting during the
death confirmation process; and iv) Does not specify how the secret key required to access the as-
sets will be transferred to the descendants in [166, 168, 170]. Therefore, current asset management
models are very early and relatively immature.

The above challenges motivated us to design a model to solve the above limitations. In partic-
ular, we ask the following questions:

– What are the different categories of digital assets? How and in which form should all asset
categories be managed so they can be inherited efficiently?

– How can a user securely store digital asset information to be conveyed to the descendent
after his death?

– What should be the functionalities and properties of the asset inheritance model?

– How can a nominee successfully claim and retrieve all the digital assets after the user’s
death?

– Can we force each data fiduciary to hand over all the digital assets to the nominee when they
are alive?

Integrating a robust asset inheritance model, particularly with the existing platform, may greatly
help a nation, especially during COVID-19, where many died and left their assets without inform-
ing their nominees. Our contributions are as follows:

Our first contribution is formally modeling the digital asset inheritance (DAI) system. In par-
ticular, we have described the different categories of digital assets, entities involved in the system,
design functionalities, security goals, and various constraints associated with the DAI model.

Next, we have designed a digital asset inheritance protocol, DAIP, that adheres to the required
design functionalities and achieves certain security properties. Our DAI protocol uses certificate-
less encryption and some basic cryptographic primitives like hash functions to achieve the desired
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design functionalities and security goals. Our protocol also solves one of the important chal-
lenges, namely the identifiability problem, that exists in the organization to verify the identity of a
pseudonymous user correctly after the death.

Thereafter, we have given rigorous security analysis of our protocol to prove that it ensures
various security properties (such as asset privacy) using the real/ideal simulation paradigm of
universal composability (UC) framework.

Next, we establish that our DAIP is better than the existing ones both in terms of design func-
tionalities as well as securities properties (see Table 5.1 and 5.2 for the details). We have dis-
cussed the platform utilization of the DAIP model, applications, benefits to stakeholders and ser-
vice providers, and how it can be integrated with the existing infrastructure (refer Sect. 5.6.1 for
the details). Finally, we simulated and analyzed the implementation of DAIP and showed that the
protocol is efficient for many users.

Organization: The rest of the sections in the chapter are organized as follows. We start by
modeling the digital asset inheritance (DAI) system in Sect. 5.1, which describes digital assets, de-
sign functionalities, and security goals. Thereafter, in Sect. 5.2, we describe various cryptographic
primitives as preliminaries. We present the full description of our DAI protocol along with formal
security proof in Sects. 5.3 and 5.4. Then, we compare our newly designed protocol with the ex-
isting ones, in terms of design and security, in Sect. 5.5. Finally, we discuss the application and
practical implementation of DAIP in Sect. 5.6.

5.1 Digital Asset Inheritance System

A user must plan to pass his online persona to his successor after his demise. The model that
deals with the transfer of such assets is known as the Digital Asset Inheritance (DAI) system.
The construction of inheritance models is very early, and no formal construction is defined yet.
This section formalizes the design functionalities, entities required, and security goals necessary
to develop an inheritance model.

5.1.1 Digital asset

We define digital asset as any valuable data that exists over cyberspace, that a user wants to pass-
on to his descendants. The asset information is a set of parameters declared by a user during
inheritance declaration. It may include user ID, account number, registration number, or any other
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user-specific variables used to identify and claim an asset by the descendants. Digital asset exists
in many forms. At a very high level, we can divide the asset into four major categories:

TYPE 1 (ORGANIZATION MANAGED DATA

(OMD)). In this category, data is entirely maintained and managed by the organization (a.k.a. data
fiduciary), such as web services, cloud data, songs, and videos. The users can store, update, delete,
and manage the data with access control.

Based on the nature of the organization’s data and policy, it should register nominee details so
that the asset can be transferred to the descendants after his demise. We want to point out that most
organizations are not concerned about it currently.

TYPE 2 (ORGANIZATION MANAGED MONETARY

ASSET (OMMA)). An organization that manages users’ financial assets, having monetary value,
comes under this category. It can be local or global currency, bank accounts, insurance, stock
market shares, mutual funds, or e-wallets. This category of data mostly belongs to identifiable
users.

Users can keep all these account information together so that even if a nominee is unaware,
they can know it in the future.

TYPE 3 (USER OWNED DATA (UOD)). These personal data are only known to the users, and the
organization’s participation is unnecessary. Users’ sensitive personal data, cryptographic private
keys, passwords, cryptocurrency keys, or non-bankable assets are examples of data that come un-
der this category. It can also include any data that are managed and stored solely by the user itself,
such as any personal files, books, songs, etc.

TYPE 4 (MIXED CATEGORY). This category of data consists of two parts. i) a secret key and ii)
encrypted data. The user owns and manages the key while the organization stores encrypted data
(for example, digital will or data stored with client-side encryption).

The user has to add nominee details at the organization and plan the transfer of the secret key
to the descendants.

The user needs to convey either the complete asset (e.g., user-owned data, a cryptographic key) or
the asset information (e.g., account number) to the descendants based on the category of data.
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Our DAIP is designed for type 1 and type 4 categories of assets. Nevertheless, it can be easily
extended for type 2 and type 3 categories of assets.

5.1.2 Entities involved

This section defines the primary entities required to construct the DAI model. The details of each
entity, its role, and its behavior are described below:

USER (U) is the owner of the digital asset who plans to pass its asset to his successors. We divide
the users into two categories: (i) pseudonym users, who have not registered themselves with any
real identity at the organization. These users may or may not be identified correctly (for example,
email id, Github or Twitter handle); (ii) identifiable users, who have registered to the organization
using real identity such as bank accounts, mutual funds, etc.

NOMINEE (N) is a legal custodian of the asset. Anyone can become a nominee if they fulfill the
legal requirements. Generally, preferred nominees are family members and close relatives, but in
certain circumstances, anyone could be a nominee if state or federal laws allow it. The user can
define single or multiple nominees against an asset.

ORGANIZATION (O) stores user’s data for type 1, 2, or 4 category assets. It shall allow users
to declare nominee details. A nominee can communicate with the organization upon the user’s
death and receive the asset after necessary verification. Based on the nature of the service offered,
an organization may register both pseudonyms and identifiable users. Note that the organization
must confirm and verify users’ identity correctly before transferring an asset to the nominee for the
pseudonym users.

CERTIFICATE AUTHORITY PORTAL (CAP) is the portal that confirms the user’s death. It can be
any trusted entity that shall approve demise correctly. In this model, we have assumed CAP is a
central entity authorized by the government within the state, solely responsible for confirmation
of death and generation of death certificate (defined in a later section) upon the request by their
belongings.

NOMINEE DISPLAY PORTAL (NDP) is a dedicated system for efficiently storing and managing
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asset inheritance data (AID). NDP implementation can be done either using a dedicated central-
ized system or a decentralized system such as blockchain.

IDENTITY BASED SYSTEM (IBS) stores the identity (idU) of users within the system. IBS could be
assumed to be any identity-based system, such as the Aadhar system in India or the SSIN number
in the USA. It will help entities to confirm and verify users’ identities after demise. IBS has the
functionality of an authentication service. Any user(u, idU ) can authenticate himself uniquely and
correctly using this service.

5.1.3 Design functionalities

This section defines the core functionalities required to design an asset inheritance model. It in-
cludes the following:

AID CREATION. The asset inheritance model should implement functionality allowing users to
create Asset Inheritance Data (AID). It may consist of a list of asset or asset information, a list of
nominees, secrets, and any other information per the requirement. The nominee will receive AID
after the death of the user. If an organization stores the asset, communication with the organization
is also required during AID creation.

AID STORAGE. The DAI model should implement functionality that allows users to store and
manage the AID created in the previous step. Storage functionality shall enable the user to edit,
update, or delete AID.

NOMINEE PARTICIPATION. The DAI model should define up to which extent and in what manner
nominee participation is required. Note that the DAI model should use the minimum participation
during asset creation and execution of the protocol.

DEATH CONFIRMATION. The DAI model should define a robust and accurate method for death
confirmation since security, privacy, and AID transfer depend on the correct implementation of
death confirmation.

AID RETRIEVAL. The DAI model should allow the nominee to retrieve the AID from the storage
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functionality after a user’s death.

ASSET TRANSFER. The DAI model should implement functionality that allows the nominee to
reconstruct secrets and recover asset or asset information. Note that the asset recovery will also
require communication with the organization if stored at the organization.

5.1.4 Security goals

This section defines the various security goals required to securely design a digital asset inheri-
tance protocol (DAIP).

ASSET PRIVACY. A DAI model is said to achieve asset privacy if AID stored by the user at the
NDP portal does not reveal anything before death to NDP and any other third party. Note that after
a user’s death, an NDP will only learn about the mapping of a pseudonymous user with the real
identity. However, the assets’ secrets and worth will be revealed only to the nominee.

NON-REPUDIATION. A DAI model is said to achieve non-repudiation if the organization cannot
deny the asset’s holding when the nominee requests it. This definition holds for both pseudony-
mous and identifiable users and data category type 1, type 2, and type 4.

IDENTIFIABILITY. A DAI model is said to achieve identifiability if it fulfills the following condi-
tions: i) the user’s identity is not known to the organization before death, and ii) an organization
knows the identity of the user only after the death. This definition holds only for the data category
type 1 and type 4, where the organization provides service to pseudonym users.

Currently, in type 1 and type 4 categories of assets, the users are not registered at the organiza-
tion with any real identity. Thus, his physical identity can not be known accurately and correctly
by the organization. Therefore, there is a need to design a functionality to identify a user correctly
after death and transfer the online persona to his descendant.

KEY INHERITANCE PRIVACY. A DAI model is said to achieve key inheritance privacy if secret
keys are revealed only to the designated nominee assigned against an asset. This property is im-
portant because sometimes, a user does not want to disclose all the assets to everyone.
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USER PRIVACY. A DAI model is said to achieve user privacy if the asset inheritance data stored
at NDP does not reveal the user’s identity before his death.

ROBUSTNESS. The DAI model is said to be robust if the nominee retrieves all the asset or asset
information from AID successfully without fail.

CORRECTNESS. A DAI model is said to be correct if it fulfills the following: i) the organization
can confirm and validate the user’s identity; and ii) the organization can correctly validate the
nominee before transferring the asset.

5.1.5 Concern of correct death confirmation

Digital asset inheritance protocol requires the assumption of a trusted party who can confirm the
death correctly.

Death is purely unpredictable. It does not depend on any physical parameters and real-world
constraints. The existing models of asset management use the following mechanisms to confirm
the death [166, 170, 169, 168]: i) voting: In this method, all nominees vote to confirm the death.
However, if any nominee denies voting, the asset can not be recovered; ii) weighted voting: It
allows confirmation of death by a threshold number of nominees, each having different weights.
Although, if some nominees with higher weights deny voting, the threshold can not be achieved;
iii) notary: is a legal person who confirms the user’s death and also stores the secret key which
will be used later by the nominee to learn about the asset. However, if the notary denies partici-
pating in the protocol, then the nominee can never retrieve this secret key; iv) inactivity period:
In this method, the user’s logged-in status is collected from different social media accounts (for
example, E-mail, Facebook). The death is confirmed if a user has not logged in since a pre-defined
time. However, due to the privacy policy, many websites may not share login details with other
organizations. Further, if a user is alive and forgot to update his liveliness status through account
login, all his secrets would be revealed to the nominee, and v) secret sharing: In this method,
the multiple nominees hold the shares of the key. After the user’s death, nominees submit their
claims and recover the key. This method does not validate death correctly, as all the nominees may
collude with each other.

The incorrect execution of death confirmation may adversely affect the model. Therefore, we
need a trusted entity to correctly confirm the user’s demise; otherwise, the complete model will
fail.
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5.2 Preliminaries

Our construction requires various well-known cryptographic schemes, namely, a symmetric-key
encryption scheme SKS = (SKS.Setup,SKS.Enc,
SKS.Dec), a signature scheme Σ = (Σ.Setup,Σ.Sign, Σ.Verify), a pseudo-random function
PRF, and a hash function H . For better readability, the rigorous definitions of these schemes are
defined in 5.2.2. In this section, we define the following primitive in detail.

5.2.1 Certificateless Encryption (CLE) Scheme

Definition 5.1 (Certificateless Encryption [34]). A certificateless encryption CLE = {CLE.KeyGen,
CLE.Enc,CLE.Extract,CLE.Dec} is a 5-tuple of algorithms over the setup algorithm CLE.Setup,
that works as follows:

• CLE.Setup(1λ) → (mpk,msk): It is executed by the key generation center (KGC). On
input of the security parameter 1λ, it returns (mpk.msk), where mpk is the master public
key, and msk is the master private key. The master public key is distributed, and msk is kept
secret by KGC.

• CLE.KeyGen(mpk, id) → (pk, sk): It is executed by the receiver to generate a pub-
lic/secret key pair. On input (mpk, id), it returns the key pair (pk, sk) where pk is the public
key, and sk is the secret key. Note that the public key generated using this algorithm does
not need to be authenticated with a digital certificate.

• CLE.Enc(mpk, pk, id,m)→ c: It is executed by the sender to send a message m to the
receiver. On input of the parameters (mpk,msk, id), and a message m drawn from the
message space M , it returns either a ciphertext c ∈ C or ⊥ indicating error that the public
key is not valid for the identity id.

• CLE.Extract(mpk,msk, id)→ sk′: KGC executes it to create partial private key s for the
user’s identity id. It takes master secret key msk, master public key mpk, and id as a
parameter and returns partial private key sk′.

• CLE.Dec(mpk, sk, sk′, c)→ m: It is executed by the receiver to decrypt a ciphertext. It
takes inputs, the master public key mpk, the receiver’s secret value sk, the receiver’s partial
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private key sk′, and ciphertext c, and returns either a message m ∈ M or ⊥ indicating that
the ciphertext is invalid. The above algorithm satisfies the following property:

The above algorithm satisfies the following property:

• Correctness: For every pair (pk, sk, sk′, id) and for every m ∈M, the following holds:
Pr[CLE.Dec(mpk, sk, sk′,CLE.Enc(mpk, pk, id,

m)) = m] = 1.

• Indistinguishability: A CLE scheme is semantically secure against an adaptive chosen ci-
phertext attack (“IND-CCA secure”) if no polynomially bounded adversary A of Type I or
Type II has a non-negligible advantage against the challenger in the guessing game. For
details, see [34].

The concrete instantiation of this scheme is as follows:

5.2.2 SKS, signature, and PRF

Definition 5.2 (Symmetric-key Encryption Scheme [79]). A Symmetric-key encryption scheme
SKS = (SKS.Enc,SKS.Dec) is a 2-tuple of algorithms over the setup algorithm SKS.Setup
and the message spaceM that works as follows:

• SKS.Setup(1λ) → k: On input of the security parameter 1λ, it returns sk, where k is the
symmetric key to be used in encryption and decryption.

• SKS.Enc(k,m) → ct: On input the message m, it returns ciphertext ct corresponding to
m ∈M under the symmetric key k.

• SKS.Dec(k, ct) → m: On input of the symmetric key k and the ciphertext ct, it returns the
message m.

The above algorithm satisfies the following property:

• Correctness: for every key k ∈ K and for every m ∈M, the following holds:
Pr

[
ct =⊥ OR SKS.Dec(k, ct) = m : ct

$←− SKS.Enc(k,m)] = 1

Definition 5.3 (Signature Scheme [60, 80]). A signature scheme Σ = (Σ.Sign,Σ.Verify) is a 2-
tuple of algorithms over the setup algorithm Σ.Setup and the message space M that works as
follows:
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• Σ.Setup(1λ) → (mpk,msk): On input the security parameter 1λ, it returns (mpk,msk),
where mpk is the verification key and msk is the signing key.

• Σ.Sig(msk,m) → σ: On input the message m, it returns signature σ corresponding to
m ∈M under the signing key msk.

• Σ.Verify(mpk,m, σ) → b: On input the message m and signature σ, it returns a bit b ∈
{0, 1}, where: b = 1 if the pair (m,σ) is verified under the verification key mpk.

The above algorithm satisfies the following property:

• Correctness: For every pair (mpk,msk) and for every m ∈M, the following holds:

Pr

[
Σ.Verify(mpk,m, σ)→ 1

|Σ.Sig(msk,m)→ σ

]
= 1

• Unforgeability: A signature scheme is unforgeable under an adaptive chosen message attack,
if for any PPT adversary A, and a negligible function µ, the following holds:

Pr
[
Σ.Setup(1λ)→ (mpk,msk)

∧AΣ.Sign(msk,·)(pk)→ (m′, σ′)

∧Σ.Ver(vk,m′, σ′)→ 1 |m′ /∈M
]

< µ(1λ),

where M is the set of messages submitted by A to the Sign oracle.

Definition 5.4 (Pseudo-random function [79]). A family of function FK : {0, 1}n → {0, 1}m,
indexed by a key K ∈ {0, 1}s is said to be a pseudo-random function (PRF) if it satisfies the
following:

• Given a key K ∈ {0, 1}s and an input X ∈ {0, 1}n there is an efficient algorithm to compute
FK(X).

It satisfies the following property:
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• Indistinguishability: For all probabilistic polynomial time distinguisher D, there exists a
negligible function µ(·) such that:∣∣∣PrK←{0,1}s [D

FK(·)]− Prf∈F [D
f(·)]

∣∣∣ < µ(λ)

where F = {f : {0, 1}n → {0, 1}m}.

Definition 5.5 (Collision Resistant Hash Function [55]). A collision free hash function familyH is
an infinite family of finite sets {Hm}∞m=1 and a polynomially bounded function t : N → N .

A member Hm is a function h : {0, 1}∗ → {0, 1}t(m), and is called an instance ofH of size m.

H must satisfy the following:

• Given a value of m, there is a probabilistic polynomial (in m) time algorithm Θ which on
input m selects an instance ofH of size m at random.

• For any instance h ∈ Hm and x ∈ {0, 1}∗, h(x) is easy to compute, i.e. computable in time
polynomial both in m and |x|.

• Given an instance h ∈ H selected randomly as in (1), it is hard to find x, y ∈ {0, 1}∗, such
that h(x) = h(y) and x ̸= y.

More formally, for any probabilistic polynomial time algorithm A, and any polynomial P ,
consider the subset of instances h of size m for which A, with probability at least 1/P (m),
outputs x ̸= y such that h(x) = h(y). Let ϵ(m) be the probability with which Θ selects
one of these instances. Then, as a function of m, ϵ(m) vanishes faster than any polynomial
fraction.

5.2.3 Construction of Certificateless Encryption (CLE) Scheme

The concrete instantiation of the CLE scheme is as follows [34]:

• CLE.Setup(1λ)→ (mpk,msk): It works as follows:

1. Generate (q,G⊮,G⊭,ð, ,H⊮,H⊭).

[Here, G⊮, G⊭ are groups of some prime order q, e : G⊮ × G⊮ → G⊭ is a pairing,
generator g ∈ G⊮, H1 : {0, 1}∗ → G⊮, H2 : G⊭ → {⊬,⊮}⋉, the message space
M∈ {0, 1}n, and the ciphertext space C ∈ G⊮ × {⊬,⊮}⋉.]
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2. Choose s
$←− Z∗q .

3. Set p0 := s · g.

4. return mpk := (q,G⊮,G⊭, ,H⊮,H⊭, ð,⋉, p⊬) and msk := s.

• CLE.KeyGen(mpk, id)→ (pk, sk): For an id ∈ {0, 1}∗, the algorithm works as follows:

1. Choose sk
$←− Z∗q .

2. Set pk := (X, Y ).

[Here, X := sk · g, Y := sk · po = sk · s · g.]

3. return (pk, sk).

• CLE.Enc(mpk, pk, id,M)→ C: For a message M ∈M, the algorithm works as follows:

1. Check X, Y ∈ G∗⊮.

[Here, pk = (X, Y ).]

2. Check e(X, p0)
?
= e(Y, g).

3. Compute Q = H1(id).

4. Choose a random number r $←− Z∗q .

5. Compute C = {∖.ð,M⊕H⊭((Q,Y)∖)}.

6. return C.

• CLE.Extract(mpk,msk, id)→ sk′: It works as follows:

1. Compute Q = H1(id).

2. Set sk′ = s ·Q.

3. return sk′.

• CLE.Dec(mpk, sk, sk′,C)→ M: For a received cipher text C = (U,V), the algorithm
works as follows:

1. Compute the private key Sid = (sk · sk′) = sk · s ·Q.

2. Decrypt message as follows:

V ⊕H2(e(Sid, U))

= V ⊕H2(e(sk · s ·Q, r · g))
= V ⊕H2(e(H1(ID), g)s·sk·r)

= M⊕H⊭((Q,Y)∖)⊕H⊭((H⊮(ID),ð)∼·∼ℸ·∖)

= M⊕H⊭((H⊮(ID),ð∼·∼ℸ)∖)⊕H⊭((H⊮(ID),ð)∼·∼ℸ·∖) = M.
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5.3 Digital Asset Inheritance Protocol (DAIP)

In this section, we design the asset inheritance protocol DAIP, using the CLE primitive, for type 1
and type 4 asset categories. We consider six entities: user U , nominee N , NDP, CAP, IBS, and the
organization O.

Suppose a user U has an account accU in the organization O. Digital assets are managed,
modified, and updated by U and stored at O. U holds a unique identity number idU assigned by
IBS. He wants to create an asset inheritance data AID at NDP to convey his persona assetOU to
his nominee N after his demise. After the user’s death, the protocol should guarantee that N can
obtain AID from NDP and retrieve assetOU from O.

The protocol Π is a composition of two sub-protocols: (i) Asset Management, denoted Π1,
which ensures efficient storage of an asset by the user so that it can be retrieved later by the
nominee after the demise of the user; (ii) Asset Inheritance, denoted Π2, which ensures proper
delivery of the asset to the nominee post demise of the user.

5.3.1 Asset management protocol

The Asset Management protocol, denoted Π1, allows a user U to store the asset inheritance data
AID of accU so that the nominee can retrieve and inherit it after the demise of the user. To design
the protocol, we define the following functions:

• KeyGen(λ) → r : On input the security parameter λ, it returns a random number r
$←−

{0, 1}λ.

• PseudoID(idU , r) → ĩdU : On input the identity of user idU and a random number r, it
returns the pseudo-identity of the user ĩdU = H(idU∥r), where H is a standard hash function.
The function maps a user’s unique identity to a pseudo-random identity.

From the design standpoint, the protocol Π1 consists of 4 stages, all executed by parties U ,
N , O, IBS, CAP, and NDP. The pictorial and algorithmic descriptions of Π1 are given in Figs. 5-
1 and 5-2, 5-3 respectively.

Stage 0 - Setup Phase: This stage aims to generate initial parameters – public/private key pairs
and pseudo-identity – for the parties executing the protocol.

In this stage, the user generates an asset key kO (a function of partial keys: k1, and kO
2 ) for

hiding the asset or asset information. Then, he encrypts the partial key k1 (along with the user
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Figure 5-1: Pictorial description of Asset Management protocol Π1.

identity idU ) using public parameters of CAP (pkCAP, idCAP). The asset key kO has the following
features: i) it will be revealed to the nominee only after the user’s demise; ii) it will be revealed to
the designated nominee only for recovering the AID.

Our model achieves this using key distribution approach. The two partial keys will be stored
separately at different entities and later revealed to the nominee to retrieve the asset from the
organization. Note that to retrieve the asset, a nominee has to re-compute the asset key using these
partial keys.

Stage 1 - Registration: This stage aims to register the user’s pseudo-identity, generated in
stage 0, at IBS. Note that this mapping is known only to the user and IBS. The IBS will reveal this
mapping to NDP only after the user’s death.

Stage 2 - Generation of nominee registration certificate Ncert for each organization: The
purpose of this stage is to generate the nominee registration certificate Ncert. It is a data set gener-
ated by the user after registering the nominee details with the organization.

The certificate Ncert confirms that the organization will provide all the assets declared in the
certificate to the nominee if he fulfills the conditions, denoted other details, mentioned in the
certificate, such as verification procedure, nature and category of data to be transferred, and other
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Π1[U,N,O, IBS,CAP,NDP]

Stage 0: Setup Phase

(0) [Generation of master public-private key by IBS] Identity-based system IBS invokes CLE.Setup(1λ) →
(mpk,msk) and sends mpk to U , N and CAP.

1. [Generation of pseudo-identity by user] User U invokes the following: KeyGen(λ) → r,
PseudoID(idU , r)→ ĩdU , KeyGen(λ)→ k1, KeyGen(λ)→ kO2 , PRF(k1, kO2 )→ kO.
[Here, k1 denotes partial key of the user, kO2 denotes partial key for each organization, kO denotes asset
encryption key, idU denotes the identity of the user registered with IBS, and ĩdU denotes the pseudo identity
of U ].

2. [Generation of key parameter by nominee] Execute the following:

(a) Nominee N invokes the key generation algorithm CLE.KeyGen(mpk, idN )→ (pkN , prN ). It submits
idN to IBS to generate second secret key.
[Here (pkN , prN ) denote public key and private key of the nominee].

(b) IBS invokes CLE.Extract(mpk,msk, idN ) −→ sk′N and returns sk′N to N . [Here sk′N denotes the
nominee’s secret key].

(c) Nominee N shares (pkN , idN ) with U .

3. [Generation of key parameter by CAP] Execute the following:

(a) CAP invokes CLE.KeyGen(mpk, idCAP)→ (pkCAP, prCAP). It submits idCAP to IBS to generate second
secret key.
[Here (pkCAP, prCAP) denote public key and private key of CAP].

(b) IBS invokes CLE.Extract(mpk,msk, idCAP) −→ sk′CAP and returns it to CAP. [Here sk′CAP denotes
CAP’s secret key].

(c) CAP shares (pkCAP, idCAP) with U .

4. U invokes CLE.Enc(mpk, idCAP, pkCAP, data2)→ c1. [Here data2 = (k1||idU )].

Stage 1: Registration at IBS

5. U sends (idU , ĩdU ) to IBS for storage.

Stage 2: Generation of Nominee Registration Certificate for Each Organization

6. User U sends the triplet (accU , ĩd ′
U , nlistO) to the organization O and request to certify the asset.

[Here, nlistO = {(N1, rp
(U)
1 , 1), (N2, rp

(U)
2 , 2), ..., (Nl, rp

(U)
l , l)}, ĩd ′

U ← PseudoID(idU , nonceO),
nonceO ← KeyGen(λ), nlistO denotes the nominee list, ĩd ′

U denotes the pseudo-identity used with O,
and nonceO denotes the commitment value].

7. Organization o invokes Σ.Sig(sk0,MU
O )→ σ

(U)
O and sends (MU

O , σ
(U)
O ) to U .

[Here σ
(U)
O denotes signature on message MU

O and the message M
(U)
O =

⟨(accOU , ĩd ′
U , O, nlistO, other details)⟩].

8. U generates Ncert = (MU
O , σ

(U)
O , nonceO).

Figure 5-2: Algorithmic description of Asset Management protocol Π1. (a)
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Stage 3: Storing Asset Certificate at NDP

9. U executes the following:

(a) Invokes SKS.Enc(Ncert, k
O)→ Acert [Here Acert denotes the asset certificate].

(b) For all i ∈ [l], encrypt the second partial key by invoking CLE.Enc(mpk, pkNi
, idNi

, kO2 )→ cNi .

(c) Compute rN = (cN1 , cN2 , ..., cNl) and Nreceipt = (rN , nlist, O, other details)

(d) Invokes SKS.Enc(Nreceipt, k1)→ Ainfo. [Here Ainfo denotes the asset information].

(e) Register asset inheritance data (AID) at NDP portal as, AID = (ĩdU , Acert, Ainfo, c1).

Stage 4: Updation/deletion of Nominee Details at Each Organization

10. U invokes the following:

(a) Update nominee list nlist′O by adding, deleting or changing the preference level of nominee.

(b) Send the triplet (accOU , ĩd
′
U , nlist

′
O) to O and request to certify the asset. [Note that ĩd ′

U is same as
generated previously in step 5.]

(c) Execute steps 6-9 with modified values.

Figure 5-3: Algorithmic description of Asset Management protocol Π1 (b).

terms & condition of transfer.

We want to point out that for asset categories type 1 and 4, the user is not identifiable at the
organization. Thus, we have stored a pseudo-identity ĩd

′
U at the organization, and its pre-image idU

and nonceO are stored at IBS and NDP, respectively. The organization can correctly identify the
user by providing these two values by a nominee. Note that these values will only be revealed to
the nominee after the user’s demise. Also, nonceO is defined uniquely for each organization; thus,
a malicious nominee cannot use the nonce defined for one organization to retrieve assets stored in
another organization.

Stage 3 - Storing asset inheritance data AID at NDP: The purpose of this stage is to store the
asset inheritance data(AID) at NDP so that a nominee can later obtain it after the user’s demise.

In this stage, the user creates an asset inheritance certificate Acert that encrypts the nominee
certificate Ncert using the (symmetric) asset key kO. Then, he encrypts the second partial key kO

2

using the public parameter, denoted (pkNi
, idNi

), of each nominee in the nominee list. Next, he
generates nominee receipt Nreceipt. The information stored in Nreceipt allows any nominee to know
whether the user has assigned them as the nominee for the asset. This will make the nominee aware
of the asset(s) and whether he has to apply for the claim after the user’s demise. Note that such
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disclosure will not breach the asset and user’s privacy since the partial key k1 will not be revealed
to the nominee by CAP before the user’s death.

Finally, user stores asset inheritance data AID = (ĩdU , Acert, Ainfo, c1) at the NDP. The AID

ensures that the descendent can use this data to retrieve the asset from the organization after his
demise.

Stage 4 - Updation/Deletion of nominee details at each organization: This stage allows a
user to update the nominee details at the organization.

In this phase, a user updates (add/delete a nominee or modify the preference level of a nominee)
the nominee list, denoted nlist′O and sends the tuple (accOU , ĩd

′
U , nlist

′
O) to the organization for

updating his record. As described in Stage 2, the protocol proceeds with these updated values.

5.3.2 Asset inheritance protocol

Figure 5-4: Pictorial description of Asset Inheritance protocol Π2.

The Asset Inheritance protocol, denoted Π2, allows a nominee to inherit the asset after the
user’s death. To design the protocol, we define the following functions:

• DCert(idU)→ DCU : On input idU , CAP performs multi-level verification process. If ver-
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Π2[N,O, IBS,CAP,NDP]

Stage A: Death Confirmation by CAP

i. Nominee N sends (idU , idN , nameN , idN , rpUN ) to CAP to issue death certificate (DCU ) and rela-
tionship certificate (RCU

N ).

ii. if (DCU does not exist) then
a. CAP invokes DCert(idU ) −→ DCU and RCert(idU , nameN , idN , rpUN ) −→ RCU

N and returns
(DCU , RCU

N ) to the nominee.
b. CAP updates death of (idU , DCU ) to the IBS.
c. Upon receiving (idU , DCU ) from CAP, IBS discloses the mapping of ĩdU −→ idU to the NDP.

else
CAP invokes RCert(idU , nameN , idn, rp

U
N ) −→ RCU

N and returns (DCU , RCU
N ) to the nomi-

nee.

Stage B : Search Query by Nominee

iii. After the death of the user, N sends (idU , idN , DCU , RCU
N ) to NDP to know if there are any assets

against idU for inheritance purpose.

iv. NDP verifies (DCU , RCU
N ) from CAP; if verification is successful then it returns Aresult ←

(idU , Acert, Ainfo, c1) to N .

Stage C: Disclosure of AID to Nominee

v. N submits (DCU , RCU
N , c1) to CAP and requests to decrypt the ciphertext c1.

vi. CAP invokes CLE.Dec(mpk, prCAP, sCAP, c1) −→ data′2; parse data′2 = (a, b); verify whether b ∈
DCU and returns k1 to N .

vii. N executes the following:

(a) Invoke SKS.Dec(Ainfo, k1)→ Nreceipt.

(b) check his name and preference level from nlist; if it is successful then obtain cN .

(c) Invoke CLE.Dec(mpk, prN , sN , cN )→ kO2 .

(d) Compute asset key by invoking PRF (k1, k
O
2 ) → kO; and then compute nominee asset certifi-

cate by invoking AES.Dec(Acert, k
O)→ Ncert.

Figure 5-5: Algorithmic description of Asset Inheritance protocol Π2.(a)
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Stage D: Asset Inheritance

viii. N submits parameters (DCU , RCU
N , idU , nonce, acc

O
U ) to the organization O.

ix. O verifies whether idU ∈ DCU ; if verification is successful then submits verification request of
(DCU , RCU

N ) to CAP.

x. CAP verifies (DCU , RCU
N ) and returns True or False.

xi. O executes the following:

(a) Validate the pre-image of commitment value, H(idU∥nonceO) == ĩd ′U .

(b) If verification is successful then O transfers the asset assetOU to the nominee N .

Figure 5-6: Algorithmic description of Asset Inheritance protocol Π2. (b)

ification is successful, it creates a document mU ; compute signature Σ.Sig(skCAP,mU) →
σdc; and returns death certificate DCU = (mU ||σdc). Here, mU = (serial no., name, idU ,

demise date, issue date, other parameters (if any)).

• RCert(idU , namen, idN , rp
U
N) → RCU

N : On input (idU , idN), CAP performs multi-level
verification process. If verification is successful, it creates a document mN ; generates
signature Σ.Sig → σrc; and returns relationship certificate RCU

N = (mN ||σrc). Here,
mN = (serial no., name, idU , idN , rp

U
N , issue date, other parameters (if any)].

From the design standpoint, the protocol Π2 consists of 4 stages, all executed by parties N , O,
IBS, CAP, and NDP. The nominee communicates with entities, NDP, CAP, and O, to know about
the AID and retrieve the assetU . The pictorial and algorithmic descriptions of Π2 are given in
Figs. 5-4 and 5-5, 5-6 respectively.

Stage A - Death Confirmation by CAP: The purpose of this stage is to generate death and
relationship certificates by CAP that confirm the death of a user and the relationship between the
nominee and the user.

In India, death confirmation is verified by multiple authorities before issuing a death certifi-
cate for a user. Because of such multiple confirmations, the chances of false reporting become
negligible. Therefore, we assume that the death certificate is correctly issued by CAP.

Also, CAP generates relationship certificate based on the legal terms and conditions. We leave
this at the implementation level and do not go into details of it. The relationship certificate also
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has the following advantages in our protocol: (i) It ensures that only the nominee will know about
the asset, but an eligible nominee can only inherit it, and (ii) It prevents the user from designating
a malicious person as a nominee. For example, suppose a user designates an unknown person as
the nominee. In that case, the nominee will not get the asset, as CAP will not issue a relationship
certificate to them.

Stage B - Search Query by Nominee: This stage allows any nominee to query the NDP to
check whether any asset has been assigned against him.

NDP is a single dedicated entity that stores the user’s asset-related information. It removes the
problem arising from the nominee’s unawareness of assets.

Stage C - Disclosure of AID to Nominee: The purpose of this stage is to disclose the asset
information data AID of the user, which is stored at NDP, to the nominee.

In this stage, the nominee decrypts the ciphertexts, (Acert, Ainfo, c1), which he has retrieved
from NDP in stage B. Any nominee can obtain the first partial key by submitting c1 to CAP.
Now, the nominee decrypts Ainfo using k1. The decrypted values disclose the nominee list, the
preference level, and any other information assigned to the nominee. Note that decrypting Ainfo

will only reveal that the user has some asset whose information is stored at NDP; however, an
eligible nominee can only claim the asset. Thus, it eradicates the problem of unawareness of the
user’s asset by the nominee. Finally, the eligible nominee N re-compute the asset key kO using k1

and kO
2 .

Stage D - Asset Inheritance: This stage aims to inherit the user’s asset to the nominee.

In this stage, the nominee claims assetU from the organization O by submitting (DCU , RCU
N ,

idU , acc
O
U , nonceO) along with his identity to the organization for asset inheritance. After verifi-

cation, the organization transfers all the assets to the nominee. Before transferring the asset, the
organization verifies the nominee’s preference level from nlistO to ensure the order in which the
nominee claims the asset. An alternative nominee can claim the asset only if the primary nomi-
nee has also died. In such a case, the alternative nominee has to present all the nominees’ death
certificates whose preference levels are higher than his.

5.4 Proof of Security of DAIP

We formally define the security properties using universal composability (UC) framework [48]. In
this framework, the security of a protocol Π is analyzed by comparing the “real world” execution
with the execution of the protocol in the “ideal world.” In the “real world”, the parties execute a
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real protocol among a set of parties, honest and dishonest. Here, the dishonest parties are under
the control of a “special party” called an adversary A, who controls their actions and the internal
state. The “real world” protocol is said to be secure if it “closely” mimics the “ideal world.” By
“close,” we mean that the real world view of the adversary is indistinguishable from its ideal world
view.

We define the view of a party P , denoted viewP , that consists of its input, the value it received
during execution, and its internal state. Further, the output of party P , denoted outP , is a function
of its view.

In the “ideal world”, a trusted third party (TTP) is connected to all the parties – honest and
dishonest – using a secure and authenticated channel, and no other communication channel exists
among the parties. On behalf of all the dishonest parties, the adversary interacts with the TTP via a
simulator S who simulates the execution. Informally, if the adversary cannot distinguish whether
it is interacting in the ideal or real world, then the protocol is said to be UC-secure.

We now analyze the DAIP protocol Π = Π2 ◦ Π1 for various security properties, as described
in Sect. 5.1.4, under UC model. Here, U , N , O, IBS, CAP, NDP, and A denote the user, nominee,
organization, identity-based system, certification authority portal, nominee display portal and ad-
versary, respectively. In addition, there are three more entities: the simulator S, the trusted third
party F which is also the ideal functionality, and a set of honest parties H. The input to H is the
same as the input of the honest parties in the real world; the input of A consists of the input of the
party it is corrupting, combined with the auxiliary input z; the input of S is the same as the input
of A; internal random tape of A, if any, is accessible to the simulator S.

5.4.1 Asset privacy

The asset privacy of DAI protocol Π1, as defined in section 5.1.4, guarantees that no third party,
including NDP, can reveal anything from the data stored at the NDP portal. It can be formalized as
follows using the simulation of ideal and real worlds.

For DAIP Π1, the ideal world experiment, denoted as IDEALASSET-PRV (1λ, z, accOU , idU ,

idCAP , idN , asset
O
U ), is described in Fig. 5-7. The real world experiment, denoted as Π1(1

λ, z, accOU ,

idU , idCAP , idN , asset
O
U ), is described in Fig. 5-1. The views ofA(NDP ) are defined as viewreal

A(NDP )

and viewideal
A(NDP ) in these two worlds.

Here the input to U is (accOU , idU ); the input to CAP is (idCAP ); the input to IBS is (idU , idCAP ,

idN ); the input to O is (accOU , asset
O
U ); the input to nominee N is (idN ); the input to A (NDP) is
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IDEALASSET -PRV [1λ,A(NDP )]

Input: H = {U,N,O,CAP, IBS}. U has (accOU , idU ); CAP has (idCAP ); IBS has (idU , idCAP , idN );
Organization (accOU , asset

O
U ); N has (idN ); A (NDP) has (1λ, z); S has (1λ, z).

Output: All parties inH outputs outH; and A(NDP ) outputs outideal
A(NDP ).

1. U sends (accOU , idU ) to F ; IBS sends (idU , idCAP , idN ) to F ; O sends (accOU , asset
O
U ) to F ;

2. S interacts with A(NDP ) and generates viewideal
A(NDP ) to mimic viewreal

A(NDP ).

(a). S chooses ĩdU
$←− T1, where T1 is the domain of PseudoID(·).

(b). S chooses c1
$←− T2, where T2 is the domain of CLE.Enc(·).

(c). S chooses Acert
$←− T3 where T3 is the domain of SKS.Enc(·).

(d). S chooses Ainfo
$←− T3 where T3 is the domain of SKS.Enc(·).

(e). S sends (ĩdU , Acert, Ainfo, c1) to A(NDP). Therefore, viewideal
A(NDP ) = (ĩdU , Acert, Ainfo, c1)

and outideal
A(NDP ) = (ĩdU , Acert, Ainfo, c1).

3. Finally, F sends outH =⊥ to all the parties inH.

Figure 5-7: Execution of the ideal world IDEALASSET-PRV for ASSET-PRV security.
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(1λ, z); the input to S is (1λ, z). Here, z is the information leaked by the adversary A or additional
input actively influencing the execution.

Definition 5.6 (ASSET-PRV SECURITY). The protocol Π1 – as described in Section 5.3.1 –
is said to be ASSET-PRV secure, if for every non-uniform PPT adversary A(NDP ) in the real
world Π1, there exists a non-uniform PPT simulator S in the ideal world IDEALASSET-PRV (1λ, z, accOU ,

idU , idCAP , idN , asset
O
U ) such that

viewideal
A(NDP )

c≡ viewreal
A(NDP )

for all λ ∈ {0, 1}∗.

Theorem 5.1 (ASSET-PRV SECURITY). Suppose the hash function H is collision-resistant; the
certificateless encryption scheme CLE is IND-CCA secure; the function f is pseudo-random PRF,
and the symmetric-key encryption scheme SKS is IND-CCA secure. Then the DAI protocol Π1 (as
described in Fig. 5-1) satisfies ASSET-PRV security (Def. 5.1).

Proof.

To prove this, we need to show that the execution of protocol Π1 in the ideal world in the pres-
ence of non-uniform PPT simulator S is indistinguishable from the real world execution even in
the presence of an adversary A. The complete proof consists of the following two cases:

CASE 1 - BOTH NDP AND IBS ARE CONTR

OLLED BY A: Given the input of IBS (idU , idCAP , idN ) and NDP (1λ, z), the view of IBS after
step 4 of Π1 is (idU , ĩdU), the view of NDP after step 8(e) of Π1 is (ĩdU , Acert, Ainfo, c1). Since
both parties are controlled by adversaryA, the input, the internal states, and their views are known
toA. Thus, the adversary knows the identity of user’s who have stored their DAI data at NDP. It is
to be noted that the sharing of such mapping does not break the security of the encrypted values,
(Acert, Ainfo, c1), stored at NDP; therefore, the protocol guarantees asset privacy.

Thus, it is sufficient to prove that if the adversary corrupts only NDP and cannot break the
IND-CCA security of CLE, then the protocol guarantees asset privacy.

CASE 2 - NDP IS CONTROLLED BY A:

The NDP has stored the following values: (ĩdU , Acert, Ainfo, c1). If NDP can decrypt the
ciphertext c1, then we can design an adversary to break IND-CCA security of CLE scheme, which
is impossible. Thus, asset privacy property is guaranteed.
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Formally, we need to show that the views of the adversary in the ideal and real worlds are
indistinguishable, i.e., viewideal

A(NDP )

c≡ viewreal
A(NDP ). To prove that we have the following hybrids:

H0 : This is Π1(1
λ, z, accOU , idU , idCAP , idN , acc

O
U , asset

O
U ) where viewreal

A(NDP ) is the view of
A(NDP ).

H1 : Identical to H0 except that we change step 0 of Π1: replace ĩdU ← PseudoID(·) with
ĩdU

$←− T1, where T1 is the distribution of PseudoID(·).

Lemma 5.1. If hash function H guarantees CRHF property then viewH1

A(NDP ) is computationally
indistinguishable from viewH0

A(NDP ).

Proof. Follows directly from CRHF property of hash function H . □

H2 : Identical to H1 except that we change step 3 of Π1: replace c1 ← with c1
$←− T2, where T2 is

the distribution of CLE.Enc(·)

Lemma 5.2. If CLE is IND-CCA secure then viewH2

A(NDP ) is computationally indistinguishable
from viewH1

A(NDP ).

Proof. Follows directly from CLE security. □

H3 : Identical to H2 except that we change step 8(a) of Π1: replace Acert ← with Acert
$←− T3,

where T3 is the domain of SKS.Enc(·)

Lemma 5.3. If SKS is IND-CCA secure then viewH3

A(NDP ) is computationally indistinguishable
from viewH2

A(NDP ).

Proof. Follows directly from SKS security. □

H4 : identical to H3 except that we change step 8(d) of Π1: replace Ainfo ← with Ainfo
$←− T3,

where where T3 is the domain of SKS.Enc(·)

Lemma 5.4. If SKS is IND-CCA secure then viewH4

A(NDP ) is computationally indistinguishable
from viewH3

A(NDP ).

Proof. Follows directly from SKS security. □

H5 : This is IDEALASSET-PRV (1λ, z, accOU , idU , idCAP , idN , acc
O
U , asset

O
U ) (as defined in Def. 5.1).
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Lemma 5.5. If SKS is IND-CCA secure then viewH5

A(NDP ) is computationally indistinguishable
from viewH4

A(NDP ).

Proof. The proof follows from the design of the experiments that the interaction between S and
A(NDP ) in IDEALASSET-PRV (1λ, z, accOU , idU , idCAP , idN , acc

O
U , asset

O
U , ) is same as the inter-

action between U and A(NDP ) in Π1, since SKS is IND-CCA secure. □

Combining Lemmas 6.1-6.5, the theorem is proved. □

5.4.2 Non-repudiation

Non-repudiation ensures that during the execution of protocol Π2, an organization cannot deny the
asset’s holding when the nominee requests it (see Section 5.1.4). To prove this, consider a nominee
having input idN . During the execution of the protocol Π2, the nominee sends (DCU , RCU

n , idU ,

nonce, accU) to organization for claiming the asset. If the organization is honest, he will transfer
the asset to the nominee after performing the necessary verification, as shown in the steps ix-xi.
If the organization is malicious, then there are two cases: if the organization denies the existence
of the user’s account, then in this case nominee can provide (MU

O , σ
(U)
O ) which ensures that user’s

account does exist in that organization; if organization denies transferring the asset then, in this
case, the parties need to resolve the dispute with the help of trusted legal third party.

5.4.3 Identifiability

The protocol Π is said to achieve identifiability if it fulfills the following conditions (as defined in
Section 5.1.4): i) the user’s identity is not known to the organization before death; and ii) After
death, an organization knows the identity of the user. Note that the protocol Π1 ensures the first
condition while Π2 ensures the second condition. The user U stores ĩd ′U = H(idU ||nonceO) to
the organization O during the execution of protocol Π1 in step 2. To prove the first property, we
consider the following cases:

CASE 1: IF ORGANISATION IS CORRUPTED BY

ADVERSARY A: In this case, A will try to find out the pre-image (id∗U , nonce
∗) such that ĩd ′U ==

H(id∗U ||nonce∗). Since H is secure by the Hash function’s pre-image property, the user’s iden-
tity can not be known to the organization. Thus, the protocol Π1 guarantees the first property
identifiability.

CASE 2: BOTH ORGANIZATION AND IBS ARE

CORRUPTED BY A: We know that IBS has the complete list of identity of users. If A corrupts
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both organization and IBS, then he knows the mapping (idU , ĩdU). However, ĩd ′U is computed
using (idU , nonceO); thus, due to the pre-image security of the hash function, A will not be able
to know the mapping between idU and ĩd ′U . This guarantees the first property of identifiability in
protocol Π1.
Nominee submits (DCU , RCU

N , idU , nonceO, accU) to the organization to retrieve the asset during
the execution of protocol Π2. The organization verifies the correctness of the commitment value
as H(idU∥nonceO) == ĩd ′U , which reveals the identity of the user to the organization. Thus, it
ensures the second identifiability property in protocol Π2.

5.4.4 Key inheritance privacy

The asset key inheritance privacy guarantees that the key is revealed to the designated nominee only
in the protocol. During the execution of protocol Π2, nominee sends (idU , idN , nameN , idN , rp

U
N)

to obtain (DCU , RCU
N). Using this, the nominee can get the first partial key kO from CAP. He

can recover the list of nominees nlist from Ainfo designated against the asset Acert. If n does
not belong to the nlist, then he can not decrypt cNi because of the CLE security definition. Thus,
protocol Π2 guarantees the key inheritance privacy property.

5.4.5 User’s privacy

The DAI protocol Π guarantees the user’s privacy if the data stored at the NDP portal does not
reveal the user’s identity. The user U stores asset inheritance data using ĩdU . If both NDP and IBS
do not collude, then the protocol Π achieves the user’s privacy due to the pre-image security of
the hash function, A will not be able to know the mapping. However, if adversary A corrupts and
controls both, then their input, internal state, and views will be known to A. Since A knows the
identity of users’ who have stored DAI data at NDP, user privacy is not guaranteed.

5.4.6 Correctness

The protocol Π guarantees the correctness properties if both user and nominee can be identified
and verified correctly by the organization before the asset transfer (as defined in Section 5.1.4). We
can prove the correctness of both properties using the following cases:

CORRECTNESS 1- USER’S IDENTIFICATION: The organization can verify the user correctly
before asset transfer. During the execution of the protocol Π2, nominee submits (DCU , RCU

N ,
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idU , nonceO, accU). The organization can calculate commitment value as H(idU∥nonceO) ==

ĩd ′U , which ensures the correctness of the user’s identity. An adversary A will not be able to
generate a value id∗u such that ĩd ′U == H(id∗U ||nonceO) due to the security of hash function.

CORRECTNESS 2- NOMINEE VERIFICATION: The nominee n obtains (idU , Acert, Ainfo, c1)

from step iv in the execution of protocol Π2. Using this, only the designated nominee can re-
tireve the value of nonceO. Nominee send (DCU , RCU

N , idU , nonceO, accU) to the organization.
The organization can verify (DCU , RCU

N from the CAP to ensure the correctness. In the case of
adversarial nominee A, he can obtain the value (DCU , idU , nonceO, accU) by colluding with an-
other nominee. However, A will not be able to generate RCU

N , so it would not be able to claim for
the asset.

5.4.7 Robustness

A DAI protocol Π is robust if the nominee can retrieve the asset or asset information without loss.
The execution of protocol Π1 and Π2 clearly shows that the nominee can obtain data from IBS,
CAP, and NDP and know DAI. He can communicate with the organization to retrieve the asset
successfully. However, asset retrieval will not work if any entity, such as IBS or NDP, refuses to
hold data.

5.5 Comparison Between Various Asset Inheritance Models

In this section, we compare our DAIP with the four existing digital asset management models:
DigiPulse [166], PassOn [168], SafeHaven [169], and TrustVerse [170]. All these models are
proposed as white papers without any detailed technical construction, well-defined definitions,
descriptions of properties, or security proofs. Therefore, we have mentioned only those properties
specified. Otherwise, we have specified it as “unknown” for this comparison. We have compared
the models in terms of design and security properties.

5.5.1 Design comparison

We now compare the existing protocols of [166, 168, 169, 170] with our DAIP in terms of design.
We have summarized the comparison in Table 5.1.

Currently, all the existing models are more focused on type 3 category assets and do not discuss
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handling other categories of assets whose inheritance is equally essential (see Sect. 5.1.1 for details
on the type of assets). The DAIP supports the inheritance of all four categories of assets. The asset
inheritance model should require minimum participation of nominee. However, all four models
require the high involvement of nominees during the execution of the protocol (see Sect. 2.3 for
details). The DAIP requires nominee participation only at the time of key generation. The protocol
will not fail even if any nominee dies or denies the protocol’s execution. In the worst case, if only
one nominee survives, he will receive the assets.

Table 5.1: Design Properties Comparison

Properties PassOn
[168]

DigiPulse
[166]

SafeHaven
[169]

TrustVerse
[170]

DAIP

Category of asset Type 3 Type 3 Type 3 Type 3 Type 1, 2,
3, 4

Participation of nominee Full Full Full Full Partial
Death confirmation methods Inactivity

period,
Weighted
voting,
Notary

Inactivity
period

Notary All Nom-
inee Con-
sent

Death cer-
tificate by
CAP

Storage Mechanism Blockchain Blockchain Blockchain Blockchain NDP
Verification of nominee No No No No Yes

The successful implementation of the asset inheritance model relies on the correct confirmation
of death. Each model has different approaches to confirm and prove the death, such as “inactivity
period, voting, weighted voting, or through a notary.”. All these methods have inherent limitations
(see Sect. 5.1.5 for details). Our model uses a robust method of death confirmation – by a legal
entity (internally verified and approved by multiple entities) – that maintains the record of birth and
death within a territory. Therefore, it will neither deny the issuance of a death certificate, nor it will
confirm an incorrect death. The property 4 compares the storage mechanism. As discussed earlier
in Section 5.1.2, asset storage mechanisms can be realized using decentralized architecture (such
as blockchain) or a centralized system. All four models use blockchain as a storage mechanism to
store assets or asset information, while the DAIP model uses a centralized entity, NDP. Blockchain-
based systems are generally designed to enable transparency and availability but are complex to
construct and manage. The goal of DAI is to store asset information securely and deliver it correctly
to the right nominee. If a non-blockchain model can have such functionality, it may provide ease
of implementation. The DAIP model emphasizes this and affirms that a non-blockchain IBS-
based efficient system can be designed and integrated with the existing infrastructure for asset
inheritance.
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The nominee is a legal custodian of the asset. The asset inheritance protocol should allow asset
transfer to the legal nominee only. All the above four models authorize anyone to become nominee
and claim the asset. This kind of declaration may fail for type 1 and type 4 categories of assets
because the organization can deny the transfer of the asset to a nominee who is not legally bound
to inherit it. Our model uses the concept of death certificate and relationship certificate, which
bounds a user to declare only a legal person as a nominee to ensure the correct delivery of the
assets.

Table 5.2: Security Properties Comparison

Security
Goals

PassOn [168] DigiPulse
[166]

SafeHaven
[169]

TrustVerse
[170]

DAIP

Asset Privacy No Yes No No Yes
Identifiability No No No No Yes
Key inheri-
tance privacy

No No No No Yes

Non-
repudiation

Not applicable Not applicable Not applicable Not applicable Yes

User Privacy No No No No Yes
Robustness Unknown No No No Yes

5.5.2 Security properties comparison

We now compare the existing protocols of [166, 168, 169, 170] with our DAIP in terms of security
properties. We have summarized the comparison in Table 5.2.

We found that our DAIP, as well as [166], achieves the asset privacy. Our protocol achieves it
by storing the asset information at NDP in encrypted form. All four existing models handle only
the type 3 category of assets, thus, identifiability is not an issue. Since DAIP is applicable for
all four categories of assets, it solves the identifiability issue for type 1 and type 4 categories of
assets, enabling the pseudonym users to transfer their assets correctly. We critically analyze the
key inheritance privacy property in [166, 169, 170, 168] but did not find enough details to support
their claim; thus, we assume that these protocols do not guarantee this property. Our protocol
achieves this property using CLE scheme that hides the secret key from the nominee. Thus, only
designated nominee can retrieve it. The non-repudiation property does not have any significance
for type 3 category assets. Hence, it is not applicable to all the existing models. Our DAIP ensures
the non-repudiation property. Unlike all the existing models, our protocol ensures user’s privacy
under the assumption that IBS and NDP do not collude and reveal the pseudo-identity, ĩd ′U . All the
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existing models do not guarantee robustness property due to incorrect death confirmation methods
or failure to recover the key. Our protocol achieves robustness properties under a semi-honest
setting.

5.6 Application and Implementation of DAIP

5.6.1 DAIP Application

The importance of personal data has increased after the recent bills such as GDPR [74], which
impels data fiduciary from transferring significant user’s assets to descendants posthumously. This
necessity enables stakeholders such as social media platforms, cloud service providers, software
developers, system designers, and other intermediaries to design and implement an asset inheri-
tance model. Until now, the stakeholders could not comply with the implementation due to its
design challenges (as described in Sect. 2). In this work, we have analyzed the challenges thor-
oughly, and an efficient model DAIP is proposed. The model stores distinct attributes of users
securely, reveals the user’s identity correctly, and transfers assets to the right nominee. For stake-
holders, implementing the DAIP model would enable the transfer of inheritable data to the correct
nominee and allow the deactivation and closing of the user’s account after demise. It directs the
service provider on how the protocol can be implemented as a concrete design with the coordina-
tion of unique IBS and CAP. It also works as a guideline for authorities such as IBS to enhance
their implementation as per the protocol to empower digital asset inheritance.

The DAIP can be easily integrated with the existing systems. We discuss here how the entities
of DAIP can be realized and mapped with the current system, along with some expected challenges
while incorporating the protocol Π.

For instance, Aadhar, a unique biometric-based authentication system of users of India, can be
used as IBS for authentication and identity storage [2]. However, a minor modification is required
in the existing system. Firstly, it has to provide a service to the users so that they can store pseudo-
identity against their actual identity. This service can be integrated easily into the existing system.
Secondly, it has to provide additional functionality for generating/storing the master key and the
user’s partial private keys. The challenging part is the storage of other attributes for large-scale
users, as it requires a regulatory effort.

Next, in India, every state has a death certificate issuing portal that is responsible for confirming
the demise, issuance, and verification of the death certificate. The same entity can be realized as
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CAP by integrating additional attributes as discussed in the protocol Π1 and Π2. Since every
state uses independent architecture to issue certificates, integration of a common other attribute
among them will require effort. For instance, one such attribute is the incorporation of decryption
modules. Similarly, the entity must incorporate appropriate authorization and access control to
verify the nominee and transfer the decrypted data.

DigiLocker [165] facilitates Indian citizens to store personal documents through an account
associated with Aadhar. NDP services can be conveniently realized using DigiLocker with some
modifications. DigiLocker may implement the storage and management functionality of asset or
asset information. It will enable users to link and store the inheritable data with their accounts
directly. DigiLocker account also has to introduce the ability to include nominees. This would
make it convenient for nominees to coordinate with Digilocker (as NDP) to request and download
the inheritable data and keys.

Further, every organization will also need to implement some cryptographic primitives. Gener-
ally, organizations are equipped with digital certificates. Therefore, they can conveniently imple-
ment the signature schemes and store nominee declaration information as per the protocol Π1 and
Π2.

Finally, a communication mechanism with IBS and CAP can be established to verify users’
identity and death confirmation, respectively. Integrating the DAIP model with existing infrastruc-
ture can work as a single umbrella to store and convey the asset posthumously.

5.6.2 Implementation

We now describe the implementation results of our DAI protocol Π (as described in Sect. 5.3).
We have analyzed the protocol regarding storage overhead and the computation cost for various
entities involved in executing Π (see Sect. 5.1.2). First, we describe the experimental setup for the
simulation.

Experimental Setup. The experiments were performed on a machine running 64 bits GNU
Linux kernel version 5.8.0-43, Ubuntu 20.04.2 LTS, with an Intel®CoreTM i5-8250U CPU @

1.60GHz × 8 and 12GB memory. The prototype simulation is implemented. in C/C++ GCC
compiler version 9.3.0-17 and Python 3.8.10. We have used the PBC Library version PBC-0.5.14
for the implementation of pairing functions in certificateless encryption [18], and PyCryptodome-
3.12 for the implementation of other low-level cryptographic primitives [24].

We have initialized the pairing parameters for CLE encryption and decryption based on Type
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Table 5.3: Performance analysis: storage and computation overhead for type 1 and type 4 category
assets (No. of nominee: l = 10).

Entity Components used Storage overhead Computation cost (in ms)
IBS IBS system + CLE+ Key-

Gen
32 bytes/user+384 bytes 10.516

NDP Any storage system 3708 bytes/user None
Organization Signature Scheme Σ +

Hash
1032 bytes/user 64.678

CAP Signature Scheme Σ+
DCert+ RCert + KeyGen+
CLE

2486 bytes (an user + l
nominee)

103.070

User KeyGen+ PseudoID +
SKS+ CLE

448 bytes 41.056

Nominee CLE +KeyGen 448 bytes 16.672

1 symmetric pairing e : G1 × G1 → G2. The PBC library defines the hash function H1, which
maps an arbitrary string to a group element G1. The hash function H2 is constructed based on the
SHA256 algorithm. This hash function can be easily replaced with any other cryptographic hash
function based on the requirements. The message (M) size for CLE encryption is 32 bytes (256
bits) to enable elementary XOR operations. In every stage of the protocol Π, cryptographic oper-
ations were called, which are simulated using the following parameters: The function KeyGen()
is realized using the function Crypto.Random, and the functions PseudoID() and PRF() are real-
ized using SHA256. The number of nominees selected for asset inheritance creation varies from
2 ≤ l ≤ 10. We have used AES 256-bit encryption in CFB mode for SKS.Enc(), SKS.DEC(),
and RSA 1024-bit signature algorithm for implementing signature schemes Σ.KeyGen(), Σ.Sig(),
Σ.Verify().

Next, based on the experimental setup, the approximate size for different parameters used in Π

is defined as follows:

• PseudoID(), KeyGen(), Identity (idu, idn), Serial no., Account no., Organization name,
Name, rpon: 32 bytes

• CLE.Enc() (U,V): (128, 32) bytes, pk:(X,Y)=(128, 128) bytes, sk, s′k:128 bytes

• Sign(): 128 bytes

• Demise date, Issue date: 8 bytes

• Preference Level: 4 bytes
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Table 5.4: Size of parameters used for AID creation (in bytes)

No. of 2 4 6 8 10
Nominee
NCERT 702 885 1074 1270 1467
Data
Size
NReceipt 336 643 1240 1555 1689
Data
Size
data2 64 64 64 64 64
size

Computation overhead. We evaluate the computation overhead of execution of protocol Π.
We have implemented each computational stage. All the intermediate step outputs are stored in a
buffer and processed in the next step as per the protocol. Firstly, we have computed the execution
time for each entity. Every entity takes input data, executes its algorithm(s), and computes the
output. The execution time is measured and summed up to calculate the final computation time for
each entity. For instance, the computation time of user U is the total time to compute KeyGen(),
Key.Extract(), PseudoID(), SKS.Enc(), and CLE.Enc() operation is performed in stage 0 to stage 3
of protocol Π1. The results are shown in Table 5.3. The results show that each entity must exercise
minimal computation to manage and process the data during asset inheritance modeling.

Figure 5-8: Run time of certificateless encryption (CLE) for input data size of 32 bytes vs. no. of
nominees.

Secondly, we have computed the execution time for certificateless encryption (CLE) for a fixed
input data (the second partial key) of 32 bytes by varying the number of nominees from 2 to 10,
refer Fig. 5-8. The simulation result affirms that the encryption time grows with the number of
nominees. However, the encryption computation time is minimal and can be efficiently integrated
with the existing infrastructure.
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Figure 5-9: Run time of creating asset inheritance data AID by a user vs. the number of nominees.

Finally, we have analyzed a user’s computation time for creating asset inheritance data (AID).
The AID data consists of {Acert,Ainfo, c1 } and uses both symmetric key encryption for (Acert,Ainfo)
and CLE encryption for c1. The input size for constructing all three parameters is shown in Ta-
ble 5.4. The results of Fig. 5-9 illustrate that the AID creation cost is minimal (in ms), and hence,
it would be efficient in practice. The variation of encryption time is also nominal due to the follow-
ing reasons: i) AID creation uses symmetric key encryption, ii) c1 is independent of the number of
nominees, and iii) the size of (Ncert, Nreceipt) are small.

Storage overhead. The various components used by the entities to implement Π are shown
in Table 5.3. We can use an existing Aadhar-based system (in India) or Social Security Number
(SSN) system (in the USA) as an IBS to design DAIP. The Aadhar-based IBS has to integrate
the CLE component, which has the functionality to generate a master public/private key pair and
a partial private key for a user. The NDP can be implemented using a storage system to store
the asset inheritance data. For example, in India, Digilocker [165] is a centralized cloud-based
storage service for an individual to store their data. CAP is a legal entity that confirms death
within the state or territory. Many countries are already using some digital methods to confirm the
death and generation of death certificates for a user. The same entity can be amplified to generate
a relationship certificate as per the protocol Π and execute CLE decryption to disclose the first
partial key. We want to point out that such a system would need a small overhead for storing
(DCU , RCO

N).

The organization stores the list of nominees and their preference levels. It should support the
signature scheme Σ to sign the message MO

U . The remaining two entities, the user and nominee,
do not need any separate storage space. We observe that the storage overhead in all the above-
discussed entities is modest and can be easily implemented with the existing technologies.

In summary, the efficient results highlight that DAIP can be easily and effectively implemented
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in real environments and integrated with the current infrastructure by incorporating a small modi-
fication in the existing components.

5.7 Other discussion and Challenges

This section provides further discussion on comparison and challenges while designing DAIP:

Comparison between blockchain (decentralized) and centralized approaches: All four
models claim they would simulate and implement digital asset storage and inheritance based on
blockchain (decentralized) techniques, while NDP is modelled using centralized approaches. Both
approaches may appear incomparable on certain parameters. However, the comparison mentioned
in Table 5.1 and Table 5.2 concerning the design functionalities and security requirements is quite
relevant and pertinent. It demonstrates the similarities, differences, challenges and applicability of
storing and transferring various categories of digital assets in both settings. And, with the same
indented objective comparisons are described in Section 5.5.1 and Section 5.5.2. For instance,
all four models primarily target only Type 3 category assets e.g. Cryptocurrency Keys, NFTs and
Tokens, but do not consider Type 1 category assets. It might be feasible that Type 1 category
assets could be integrated in the future decentralised-based model with certain settings. However,
the proposed system would become highly complex and inefficient in handling data due to the
participation of many heterogeneous organizations.

Other differences include; i) A blockchain-based model would have the functionality of data
integrity, tamper-proof, and transparency. The malicious processing of cryptographic data may be
captured efficiently. ii) The integration of many entities over the blockchain platform would be
complicated. iii) DAIP using a centralized approach is more scalable. iv) The implementation of a
blockchain-based approach would be complex for Type 1 and Type 2 category assets.

Comparison with models following centralized techniques: Any design model in state of
art or any service provider implementing centralized techniques to offer digital asset inheritance
services could not be located. However, many organizations started allowing the transfer of data or
handover of ownership of an account using centralized approaches. In this scenario, the successors
are allowed either to download the inheritable personal data or they may be allowed to perform
certain restricted activities.

For instance, Google provides the option of Inactive Account Manager service1. Any user

1Google’s Inactive Account Manager https://support.google.com/accounts/answer/303
6546

https://support.google.com/accounts/answer/3036546
https://support.google.com/accounts/answer/3036546
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can set the legacy contact (or trusted contact). A notification email is sent to a trusted contact
to download the inheritable data if inactivity in the account is observed for a specified amount of
time. The inactivity period is determined with the combination of several parameters such as the
user’s declared time limits or not using Google services (e.g. Gmail, Drive, Map) for a specified
duration etc.

Facebook implements the option of a Legacy account 2. The successor can perform certain
limited activity on the deceased’s account. For instance, he can change the main profile picture,
post a final message, set the account as a memorialized account, download certain data, or request
to remove the account. However, the legacy account holders are not allowed to read old posts or
write new posts.

Similarly, Instagram 3 allows to report a deceased person’s account. A successor may report
the death of users along with legal documents such as birth and death certificates of the deceased
and Proof of authority under local law. The successors are allowed to request to convert the account
into a memorialized account or may request to remove the account.

The proposed DAIP model designs and simulates the inheritance functionalities, differently.
For instance, i) DAIP does not restrict that nominees should have an account on the same platform
(e.g. in Type 1 category assets) as happens in Facebook and Instagram. ii) The communication
overhead for the nominee is minimal to know and claim the asset; ii) DAIP has the advantage that
a nominee may receive the details of all assets in a single place.

Other Challenges in centralized NDP: A few other challenges may be considered. For
instance, to efficiently implement DAIP; i) organizations should allow the option to declare the
nominee and to store metadata as per the protocol. ii) DAIP is designed in semi-honest settings.
Needs to analyze the security properties in dishonest settings also. ii) would need to integrate
the DAIP functionalities of death certificate authority, IBS and NDP iii) Assurance of secure data
storage because if the encrypted data is deleted, the details may be lost forever.

2Facebook Legacy Account https://www.facebook.com/help/1568013990080948/
3Instagram: reporting a deceased account https://help.instagram.com/264154560391256

https://www.facebook.com/help/1568013990080948/
https://help.instagram.com/264154560391256


Chapter 6

Data Breach Assessment

Data breach incidents are growing as threat actors have several adversarial benefits. The proposed
Indian Digital Personal Data Protection Bill (DPDPA-2023) defines multiple constituents on data
breaches and imposes high penalties in case of a breach. The service providers should design
and implement systems with adequate security mechanisms to prevent data breaches. However,
prevention may not always be guaranteed, and a breach may happen; therefore, it requires a suitable
evaluation and assessment.

In the existing system, the correct assessment is not possible without the availability of the
necessary details and a breach analysis model. In this work, we propose the system model of a
Data Breach Incident Assessor (DBIA) aiming for breach evaluation that can assess and respond
to data breach incidents (if they happen) within the organization. DBIA helps validate a threat
actor’s claim, understand the root cause of a breach, and analyze the scope of the compromise for
mitigation of security gaps and robust compliance under DPDPA. The design of DBIA is simulated
as a security information event management system. The simulation results and discussions show
the necessity and efficacy of the model.

Recalling the background, a data breach is defined as an unauthorized access of system re-
sources or stolen confidential information of victims without their awareness. As digital assets are
growing over the internet, there is also a rise in data breach cases. Threat actors (TA) have a grow-
ing interest in assets because they can collect data with minimum effort (due to the cyber security
aperture within the organization) and may leverage it for distinct adversarial and monetary benefits
based on the nature and category of the asset. TA announces this critical information for sale on
the dark web or social media platforms like Telegram. These activities are also indexed in some
websites (e.g. BreachForum) or shared by threat intelligence communities (e.g. Figure 6-11). The
category of resources may include network access, admin account access, database dumps, list of
user records, etc. Table 1 6.1 provides a detailed list of popular data breach categories, descrip-
tions, and impacts. Further, TA sometimes has a double extortion impact on the organization by
extracting data and then performing ransomware attacks. The Indian government’s report describes
a 53%

1By a Threat Intelligence Platform FalconFeedsio related to a BianLian Ransomware Group https://twit
ter.com/FalconFeedsio/status/1677191915324801024 (Last accessed July 2023)
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From an organization’s view, one of the objectives is: to design a system to prevent data
breaches. Many design standards, best practices, directions, and guidelines exist and are issued
from time to time by organizations, cyber security communities, and regulatory authorities (e.g.,
[20, 25]) to enforce stronger cyber security within the organization. However, The possibility of a
data breach can not be ruled out and is occurring (BreachForum). The breaches may even occur
within a strong network infrastructure system with advanced security systems [15]. We study how
we should assess data breaches if they occur.

The motivation of this work is: if a data breach happens or is announced, then how can we
efficiently respond against it?. A right response is essential because data breaches create panic.
The panic is proportional to the amount of data loss, its social, business, and financial impacts, and
the severity of the exposed information.

An adversarial event having cyber security impact is defined as incident such as malware,
APTs, etc. The incident handling includes procedures that may be followed in case an incident
happens. Its life cycle [52] includes activities to prevent, detect, contain, eradicate, and post-
analysis an incident.

The current incident-handling activities are more aligned with the response of APTs, ran-
somware malware, etc. The analysis goal may consist of identifying initial access, root cause,
analysis of the persistence and lateral movement mechanisms, etc. However, for data breach inci-
dents, the analysis goals are not well formalized.

The right analysis goals are expected due to the following reasons: i) Regulatory compliance
the latest data protection frameworks such as GDPR [74] and proposed India digital data protec-
tion bill (DPDPB-2022) [6] emphasize that it is the service provider’s responsibility to apply the
appropriate security on the data to prevent misuse. He has to pay a penalty in case a data breach
happens. The penalty varies based on the type and volume of data an organization processes.
Therefore, organizations must prevent data breaches and comply with the framework. ii) Claims
validation publicly announced breaches may have a severe impact, so it is essential to evaluate
claims thoroughly. iii) Impact assessment for instance, if TA announces a breach of 1 lac records
and exposes the 100 records as sample data. The appropriate analysis is necessary to evaluate the
impact. iv) Security enhancement formal analysis will lead to identifying the root cause of the
data breach and, after that, enhancing the organization’s security posture. v) Effort reduction the
analysis will reduce the effort in repeated disclosure of the same data or a portion of data.

To achieve the above goals, data breach analysis has the following challenges: i) Disclosure
challenges For instance, sometimes, the TA does not provide enough information to validate the
claim, or the data is too generic, making analysis difficult. A detailed discussion is provided in
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Section 6.1.3. ii) Analysis challenge The organization may not maintain suitable logs, security
events, or shreds of evidence that can help in analysis. Details are given in Section 6.1.3.

The above analysis goals and challenges motivate integrating a framework that can help in data
breach incident analysis and response. The aim is Preparing things that should exist within an
organization to evaluate and assess the incident. At a high level, the analysis framework objectives
are:

1. What are the things that can be integrated for formal analysis of data breaches?

2. What information will be stored and processed in the model?

3. How will the information and activities of item 1 and item 2 help analyze the root cause and
respond to regulatory queries, and will fulfill the expectations of data breach analysis goals?

With the above goal, we propose the model of Data Breach Incident Assessor (DBIA) for
evaluating and assessing data breach incident analysis.

• The proposed DBIA model consists of tools and algorithms that collect and process the
significant security events and security logs essential for a data breach analysis compliance
from systems of the organization’s network.

• The collected data are processed in a dedicated system accountable for the collection, stor-
age, and processing of data regularly to provide the answer to queries of item 3.

• The simulation of the DBIA model is done as a DBIA SIEM. The analysis results, use cases,
and efficacy are discussed.

We urge that storing, logging, and processing the above information, aiming at data breach
analysis, will help evaluate and assess data breaches efficiently.

Another aim of this work is to determine whether security analysis solutions may be costly.
Small organizations run with limited budgets and do not emphasize security events. The purpose
is to determine how these organizations can be equipped with the capabilities to capture important
security events with limited resources.

The rest of the sections in the chapter are organized as follows: Sec. 6.1 describes the problem
formulation, Sec. 6.3 provides preventive approaches to review system, Sec. 6.4 DBIA model,
Sec. 6.5 and Sec. 6.6 have simulation and further discussions.
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6.1 Problem formulation

DPDPA-2023 [6] defines regulatory expectations and constituents related to data processing. A
data breach is a significant clause in the bill and has received the utmost attention. It is the service
provider’s responsibility to process the data lawfully and comply with the regulations. As per
Section 4, ”DF shall implement appropriate technical and organizational measures..” to adhere
processing with the framework. Service providers shall protect the data by applying appropriate
security and safeguard measures to prevent personal data breach .. (Section 8(5)). In case a data
breach is observed, service provider shall notify the board and each affected data principal’s..,
as per Section 8(6). The provision of penalty is also proposed by the framework, which includes
penalty in case of failure of providing reasonable security and safeguards causing data breach or
failure to notify the board or affected data principal, in the event of data breach .., as per Section
27. The penalty depends on various factors.

If a data breach happens, the organization is expected to perform a data breach analysis and
identify why this breach happened. The list of entities and systems affected. Based on analysis,
they should implement possible mitigation measures to prevent future recurrences.

6.1.1 Data breaches announcement

Table 6.1 the list of a few popular categories of assets announced as data breaches, possible reasons,
and their impacts. We enlist a few reasons why data breach prevention and analysis should get the
utmost attention:

i) Diverse category: Table 6.1 confirms that a diversified category of data can be sold as a data
breach. ii) Severity The data breach may have a severe impact (e.g., disclosure of critical defence
data) or a less severe impact (e.g., leakages of credentials of ordinary users of a website). iii) data
breach beyond data protection DPDPB defines data from the angle of personal data. However,
the announced data breach categories are more devastating. For instance, it can include design
data of the manufacturing industry or may have access to the entire network after compromise. iv)
immortality of data: Once data is breached, the owner has no control over it.

Therefore, the severity of data breaches depends on the nature and category of the informa-
tion announced. The last column of Table 6.1 discusses the security expectation if any such data
breaches happen.
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Figure 6-1: An Example of a claimed ransomware and data breach posted at Twitter

6.1.2 Incident life cycle and data breach incident

A security event that can have an adversarial impact within the system is defined as an incident
consisting of low-severity incidents, e.g., network scanning to high severity, e.g., ransomware. The
incident life cycle [52] consists of a set of activities an organization does if an incident happens.
The activities for popular categories of incidents (e.g., malware) are well-defined. However, the
activity and goal of analyzing data breach incidents are not well defined. The following sections
discuss the challenges and expectations in data breach analysis.

6.1.3 Organization challenges in data breach handling

The organization may observe many inherent challenges when a data breach is announced, Ref
Fig. 6-2. We divide it into two categories:

Disclosure challenge It consists of a list of challenges resulting from disclosed information
evidence by the threat actor. For instance: i). sample size is not enough: to attribute and locate the
victim’s systems. ii) data is very generic: announced with victim’s name but disclosed widespread
data as a sample, e.g., name, email ID. iii) unclear victim’s name: e.g., TA announces data breach
as “banking sector” which does not specify victim name. iv) false claims: based on random data
v) Lack of evidence : no sample data provided by threat actor vi) old data: data sets may be
old, repeated disclosure, or a portion of an earlier data breach. vii) exaggerated claims: e.g., TA
announcing data breach as “hacking of website” but showing sample data consisting of screenshots
of successful user login of ordinary users indicating user compromise.

Analysis challenge It consists of a list of challenges that occur during data breach analysis.
Generally, organizations do not pay much attention to designing the system considering data
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Table 6.1: Popular categories of data breaches announcement

Data Breach Type Categories Possible causes Security im-
pacts

Analysis re-
quirements

Access Admin access,
system access,
network access
web access, web
admin panel ac-
cess, exploits to
enable access

Vulnerabilities
(e.g. IDOR,
open AWS
instances),
weak or default
credentials,
poor security
configuration
or misconfigu-
ration, exposed
services, mal-
ware (e.g.
APTs)

Website, sys-
tem, device
compromise,
data exfiltration,
further attack.

Root cause, dis-
infection, secu-
rity fixes

Compromise Email compro-
mise, credential
compromise
(single, multi-
ple, or entire
user’s set)

Phishing, mal-
ware (e.g.
Redline data
stealer), vulner-
abilities (e.g.
SQL injection),
weak or default
credentials

Loss of sensi-
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Phishing, mal-
ware (e.g.
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sql injection),
weak or default
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disclosure, loss
of researches,
patents, designs,
copyright data,
sensitive data
exfilteration
(e.g. PAN, Aad-
har, accounts),
loss of data
related to state
security, reputa-
tion damage etc,
further attacks

Root cause, dis-
infection of sys-
tem and users
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Figure 6-2: Challenges of different entities in data breach analysis

breaches. Therefore, when a breach happens, its analysis does not proceed well due to several
obstacles such as i) no proper monitoring: organization does not concern about data exposure;
therefore sensitive data may be left unmonitored ii) no proper logging: security event logs play
a vital role in analysis but devices may not configure with suitable logging mechanism iii) data
gathered from multiple sources: e.g., data stole from two sources and mixed iv) breach of unmon-
itored data e.g., A small office storing PAN and Aadhar get breached, and threat actor is selling
data in the name of actual owner (e.g., Aadhar). This makes analysis difficult. v)distributed na-
ture: organization has offices at different geographical locations and lag with central monitoring.
vi) end user notifications: whether end users should be notified? vii)third party breach e.g. data
breach from a vendor viii) impossible tracking what data is disclosed from a computer source
is unknown. ix) Severity estimation Each organization evaluating data breach may determine its
severity differently.

6.1.4 Expectation in data breach analysis

The ideal expectation is that the purpose of data breach incident response should be well-defined.
This was known for other cases (e.g., malware) of incident analysis but was not well-defined for
data breach incidents. The analysis starts once the organization learns about the data breach inci-
dent. The first challenge during analysis is to verify if the data breach happened. If so, what is the
data that was stolen? When does the threat actor get initial access? Given the exposed data and
claim of the threat actor, the answer to the following queries may help in stronger compliance and
analysis:

• How can the analysis be performed and the claims be validated?
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• When did the data breach happen in the system?

• Which systems are compromised?

• What is the impact of exposed exfiltrated data or compromised resources?

• What is the amount of data exfiltrated?

• What is the impact on business, services, and organization?

• How the root cause and the existing gaps could be identified?

Responding to the above queries will help strengthen the evaluation and assessment of data
breaches. The following section defines how the above goal can be achieved through the DBIA
framework.

To simulate the design of the proposed model, we take the scenario of a small enterprise or or-
ganization consisting of hundreds of users. The reason for using this setting is small organizations
usually have limited resources. The proposed frameworks can be integrated into these for stronger
compliance.

6.2 Common causes of data breach

The data breach may occur through ”insider threat” where someone from within the organization
is disclosing data, or through ”external threat actor” where the threat actor is an external figure.
Another term ”data leak” is used in parallel to the data breach, an instance of accidental data
exposure due to system misconfiguration where no threat actor is suspected to have gained access
to the data. We are studying the causes of data breaches primarily related to external threat actors.
Refer Fig. 6-3, we describe the common causes as follows:

6.2.0.1 Credentials

Several data breaches are due to stolen passwords. Threat actors collect credentials through var-
ious mechanisms such as phishing, credential stealing malware’s [30], VPN compromise [1] or
previously disclosed breaches. Exposed leaked credentials are published over the internet, which
may be used by threat actors to perform ransomware and data breach attacks. For instance, one of
the TTPs of BlackCat ransomware is to use VPN compromise credentials to infiltrate the network
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[14]. Using default or weak credentials in the infrastructure is a strong attack vector to gain access
to the system. Ex. user name admin, and password admin.

Figure 6-3: Data Breach Causes

6.2.0.2 Security misconfiguration

The websites may have security misconfigurations such as directory listing, information disclosure
(version of a product), exposed API keys, and git hub secrets parameters or codes.

Mis-configuration also includes common errors in settings that may lead to data exposure. For
instance: hosting public folders, hosting public shared directories, exposing common ports (e.g.,
FTP, RDP, SMB), exposed database, exposed dashboard (e.g., kibana dashboard displaying data),
inappropriate indexing of file, exposed admin interface, exposed passwords, etc.

6.2.0.3 Network

Many organizations use a flat network where users and critical systems are in the same network.
These network does not implement segmentation’s [124] such as constructions of the militarized
zone (MZ) and demilitarized zone (DMZ), segregation of users and critical services, etc., lever-
aging threat actors to gain a strong foothold within a network after initial access. Further, many
organizations are not equipped with perimeter devices such as firewall SIEM, WAF, etc., which
makes them more vulnerable. If the networks have all these, they suffer from challenges such
as older, unpatched, vulnerable devices, misconfiguration of parameters, etc. The compromise of
perimeter devices (e.g., compromise of firewall, then the compromise of Domain controller/Active
Directory) is a very popular technique to exfiltrate data from an infrastructure [14].
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6.2.0.4 Vulnerabilities

Many vulnerabilities (both in applications and products) exist in the system where security is not
duly taken care of while designing. The necessary security is either not implemented in the sys-
tem, or it is implemented with errors. For instance, 1).Common vulnerabilities: the websites may
have common vulnerabilities such as SQL injection, cross-site scripting (CSS), improper file up-
load/download, and Indirect object reference (IDOR) 2). 3) incorrect validation: the websites do
not have appropriate verification mechanisms such as No Rate Limit (NRL) in parameters (e.g.,
allowing submission of OTP multiple times), sensitive information disclosure (e.g., admin pages,
library, source code), allowing brute-force attempts. 4) authentication: The websites do not have
any user authentication methods or an error-based authentication mechanism. 5) services The
websites expose unnecessary services such as running insecure RDP.

Vigilant hackers are constantly searching for weaknesses in computer systems and exploiting
them whenever they come across them. E.g., high severe vulnerabilities of products appear from
time to time and are targeted by threat actors. For instance, Apache server log4j vulnerability
targeting remote code execution, Maggie backdoor targeting MS SQL servers, etc. Many security
organizations publish the list of most exploited vulnerabilities that require immediate attention.
For instance, CISA maintains the list of known exploited vulnerabilities [11].

6.2.0.5 Malware

The malware steals data and later uses it for a data breach. One popular category is Ransomware,
which was primarily launched for monetary benefits and other purposes. Multiple ransomware
families are active in cyberspace and are continuously on the rise [10]. The threat actor uses
advanced techniques to avoid detection [14]. They exfiltrate data, then perform encryption on
systems (to make them unusable, unavailable for the organization), and later demand ransom.
Non-payment of ransom may lead to a data breach, as warned by the threat actors.

Many APT-based threat actors also steal data, for instance, APT36 [158]. These data may be
sold as data breaches to gain adversarial advantages.

Similarly, the data stealer malware family, for instance, Redline Stealer, continuously collects
user’s credentials [30]. The data is regularly sold on the dark web.
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6.2.0.6 Others

Data breaches occur when third parties, vendors, etc., do not implement adequate security mecha-
nisms. The data breach from third parties will also impact the organization. Cloud Mis-configuration:
Mis-configured cloud instances, such as open AWS buckets and AZURE instances, may lead to a
data breach. Insider Threats The threat actors within the organization, such as disgruntled employ-
ees and third-party vendors, may disclose the data.

6.3 System Review

Initially, assess and harden the existing system and devices of the organization before capturing
the necessary details for analysis. The following things should be assessed:

6.3.1 Network assessment and assets review

Let’s take the scenario of a small enterprise/organization with hundreds of users. The network
comprises perimeter devices(e.g., Firewall/UTM), Windows-based servers, application servers,
DB servers, and optional VPN servers. The Fig. 6-4 denotes the list of systems and devices.
The detailed design architecture of the network and communication mechanism is not discussed
but may be designed following the best practices [20].

Figure 6-4: A DBIA network scenario

Constructing a secure network infrastructure can provide a stronger level of security. It includes
the following: A). structured network: contains segmentation of devices, users, and applications
based on their criticality. For instance: 1) each department should be in a different network seg-
ment 2) identify the department and nature of connectivity required with each department; the
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communication between departments should be allowed only if it is essential. 3) Critical assets
should have further segmentation based on needs, role, and necessity, e.g., public-facing server in
a separate segment, database server in a different segment, internal server in a separate segment,
and other internal resources in a separate segment. B) firewall configuration All firewall rules
should be correct, verified, and include conditions only as per the business requirement. C) secu-
rity monitoring devices inclusion of security devices such as SIEM, IPS, IDS, etc. may provide
stronger threat detection D) system hardening the systems should be hardened with best security
policies.

Review assets and review of potentially exposed information with stress on the following:
i) Asset lists: Discover all physical systems/devices, including endpoints, servers (including the
list of both physical and virtual servers), perimeter systems, and other devices (e.g., wi-fi access
points). These are necessary because any unmonitored device may get exposed to a data breach.
Also, it makes data breach analysis difficult. ii) asset categorization ensure network assessment is
done with proper configuration and a secure architecture is implemented. Maintain the information
on network segmentation, private virtual LAN, public IP pools, and a list of critical and non-critical
assets. iii) Hardening list Maintain the list of App version, OS version, and hardening status iv)
exposed data Maintain the list of places that may expose data along with their criticality). It is
required because sometimes data may get exposed unintentionally. Example: a test bed network,
unmonitored URLs, or URLs running with default credentials.

The above check is useful in identifying and locating devices, systems, and resources in data
breach response.

6.3.2 Vulnerabilities and threats review

Threats and vulnerabilities are the major attack vectors for a data breach. Many organizations run
with older, unpatched applications that make an easy target for threat actors. The security audit of
networks, applications, and websites will enable the disclosure of the existing vulnerabilities in the
system [171].

Maintenance of a list of vulnerabilities and threats (e.g., as shown in Fig. 6-3) may be prepared,
consisting of a detailed list of possible threats causing data breaches. Mitigate these to minimize
the probability of data breach. We stress to ensure enlisting of relevant details that can be helpful in
data breach analysis. For instance, maintain the hardening status of the vulnerability and configura-
tion. Example 1: knowledge of how many systems are running and hosting data belongs to project
A. Example 2: the data hosted in the cloud. Example 3: Listing if any security misconfiguration
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(e.g., IDOR, directory listing, etc.). These will help to identify the root cause.

Enlisting the above details in the system will help in data breach incident response.

6.4 Designing of a system to evaluate and assess the impact of
DB

The aim is to design a system/model to process significant information useful in analyzing data
breaches. The correct analysis will help verify the threat actors’ claim, identify the root cause, and
collect stronger evidence to perform incident analysis. This will also help in compliance with the
requirements of regulatory authority.

6.4.1 Data Breach Incident Assessors (DBIA)

We propose the model of a Data Breach Incident Assessor (DBIA). The DBIA collects and stores
the significant event from multiple systems and processes it for analysis. The design of DBIA is
based on the SIEM. A Security Information Event Management (SIEM) is an application that
can manage and process security-related events for better visualization, analysis, and threat alert
purposes.

The architecture of SIEM is open to interpretation, and its design model can be implemented
based on the nature and category of logs to be handled. Here, we design the SIEM to collect and
process the logs aiming for data breach response.

We use “ELK”, an open-source project, to implement the SIEM application for DBIA purposes.
ELK is abbreviation of three open source project; Elasticsearch, Logstash, and Kibana. The ELK
can collect the logs from distinct sources and process them for visualization and analysis.

We define data to be logged, aiming for the data breach analysis. The DBIA model consists of
the following set of activities: 1) A set of algorithms and tools to enable log and logging informa-
tion 2) Algorithms to collect the logged data 3) Preprocessing 4) Storage of data 5) Post-analysis.
A pictorial description of steps is given in Fig 6-5.

6.4.1.1 Logging of events

A system generates many security events during run time. Considering the data breach analysis
aim, enabling the appropriate event logs may be helpful.
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Figure 6-5: Event logs processing steps

Table 6.2: Examples of threats and helpful logs to identify

S. No. Threat examples Supported logs
1. Network logon, RDP etc Windows event log
2. Security Misconfiguration (IDOR, auth

bypass )
Web Server Access log

3. SQL injection Web server access logs, DB access logs
4 Malicious VPN login VPN authentication logs
5 API exploitation API access logs

We take one example to show the importance of enabling logs: Suppose in a data breach a
threat actor announces a list of files belonging to an organization. A threat actor might log in
by exploiting RDP services and exfiltrate data in this scenario. Windows system logs the network
login activity in Windows event logs. If these event logs are enabled, they can provide evidence of
threat activity.

Table 6.2 shows examples of threats and the relevant logs that can provide supporting evi-
dence during analysis if threats are executed successfully. Log category may differ from system to
system, and by default, it may be enabled or disabled. Table 6.3 shows the examples of log cat-
egories some applications provide. The necessary settings may need to be enabled for collecting
and processing the relevant logs.

6.4.1.2 Collection

The collection operation collects the relevant details from various devices. The relevant logs may
be enabled based on the nature and category of the devices. Generally, the server and application
provide options to configure logs. Once the correct gets enabled, the system starts collecting the
logs.

For endpoints, we design algorithms or tools to capture the required details. For example,
integration of sysmon [29] tools to capture critical information.
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Table 6.3: List of logs help in identifying data breach cause

S.No. Device Log
1. Web server Web server access logs, WAF, error logs etc. [3]
2. DB server Application and DB access logs. [27]
3. End points Autorun, active connection, windows event logs, windows reg-

istry, Files modifications, sysmon, other details. [29]
4. VPN Server Authentication, user access, session logs. [16]
5. Firewall Traffic low, events (e.g. system and administrative events) , UTM

logs (e.g. protocol violation, network intrusion, SSH, SSL, DNS,
WAF, IPS, AV events etc.). [8]

6. Application Server Application access logs, API access logs, session logs. [9]

The collection process runs regularly. The following things will be defined during log collec-
tion: i) Duration the time logs will be captured. ii) Storage The amount of storage to be provided
for log collection. Define the location (local, remote, network, or cloud) for storage. Further dis-
cussion on storage is given in Sec. 6.6. iii)Configuration The logs can be collected in default
settings or manual configurations. The changes in configuration impact storage and processing
time. Therefore, it should not be disproportionate iv) Backup policy A secure backup procedure as
the malware may delete/encrypt the captured logs.

6.4.1.3 Preprocessing

The collected data are heterogeneous, for instance, sysmon logs (.evtx), windows event logs (.evtx),
windows autorun (.csv), web server logs (csv), etc. The preprocessing steps run algorithms for the
preprocessing of data to make it in a processable format. Further, many logs are in their proprietary
format, which needs appropriate conversion before processing. We must define a common format
to aggregate and process all the logs.

6.4.1.4 Storage

The processed data is stored on a centralized storage system. It receives data from various devices.
The storage depends on the following parameters: i) the number of devices pushing logs into the
storage system, ii) the amount of data generated by each system, iii) the duration to which logs are
retained, and iv) the data processing capability of the storage system.
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6.4.1.5 Post analysis

The stored data is analyzed for two cases: i) The data is processed using a log analyzer. The
result is used to perform threat hunting and proactive threat alert generation, filter-based alerts, and
any further analysis and correlation. The alerts could be like: “A threat actor is trying to exploit
some vulnerabilities.”. ii) The data is processed using a log analyzer during data breach analysis
to extract the relevant evidence. Sec. 6.5 discusses the simulation of post-analysis steps.

With the help of algorithms, processing methods, and the above steps, we can process the data
for data breach analysis and response.

6.5 Simulation and use cases discussion

We discuss the model simulation, examples of scenarios, and use cases of how DBIA-SIEM can
satisfy the data breach analysis goals.

The simulation was performed on a Windows machine with configuration as Intel(R) Xeon(R)
CPU ES-1660 V3@3.00GHz process, 64 GB RAM, and Windows 10 Pro OS. A total of 5 virtual
machines are created as end users in a virtual box, each having Windows 10 OS and 4 GB of RAM.
The ELK instance is constructed on a virtual machine running Ubuntu 20.04 LTS with 16 GB of
RAM. We enable the following logs for analysis and to discuss the implementation use cases:

End points we enable the following logs in endpoints: i) windows autorun 2 ii) netstat com-
mand. A script is created and executed on every machine to execute both. The script runs at
a specified interval (say 3 Hours), and the output is stored in local storage and sent to the ELK
server. iii) sysmon3 A sysmon is a Windows application, one installed in the system, remains per-
sistent and used for monitoring and logging activities of Windows event logs. Its configuration has
multiple capabilities (such as file changes, network, connection, inclusion and exclusion of certain
files, hashes, process GUID, etc.) to log. The storage and computation are proportional to the con-
figuration. Enabling many logs may have high resource utilization, while less configuration can
leave important details. We use a configuration file “sysmon modular”4 with a default/balanced
configuration option. Sysmon is enabled in every system with the above configuration, and the log
is pushed to ELK using the “win-log-beat” application provided by the ElasticSearch community.

Web server We have exported the web server access log of two Apache web servers of one-

2https://learn.microsoft.com/en-us/sysinternals/downloads/autoruns
3https://learn.microsoft.com/en-us/sysinternals/downloads/sysmon
4https://github.com/olafhartong/sysmon-modular
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month duration and pushed it to ELK using the “filebeat” client of ELK. The total size of logs is
80 GBs and 13 GBs (in tar.gz format). Logs are stored and processed for analysis. The data is
anonymized to show results.

We discuss the following scenario of data breaches and how the above logs are helping in the
analysis.

Scenario 1 Suppose a threat actor announces a data breach of important files (e.g., pptx, pdf,
images, docx, etc.) belonging to an organization, for instance, refer Fig. 6-6(a).

The analysis starts based on the sample data provided by the threat actor. The system contain-
ing the above files may be probably infected. A system is identified and isolated. The following
steps are performed for the analysis: i) Locating the presence of any malware during the analy-
sis, a few suspicious sample files have been identified, created in the directory “C://ProgramData/
-LSBController”. The malicious files LSBController.exe (7f915ffd0d57f177ce -a88f15cd74be0f)
dotsqueeze.dll(ca2c477f1632c05e481b985cd9e05e17) oraclenotepad45.dll(8e868999bb513c496 -
a8e0ab82da436c0) are associated with RAT. The presence of the malicious files, along with addi-
tional payloads, are shown in Fig. 6-7. ii) Identifying the root cause the analysis is performed with
the logs shipped to DBIA. It indicates that malware was first executed on 14th October 2022. The
execution entry of the executable LSBController.exe is shown in Fig. 6-8.

Figure 6-6: The example of threat actor announcement of data breaches, (a). List of files (b). The
SQL database dump (c). The list of user’s records of the organization

Further analysis of samples reveals it has data exfiltration capabilities. The analysis requires
forensics, identification of suspicious activities, malware analysis, and timeline correlation with
the stored logs.

Scenario 2: A threat actor announces a data breach showing a sample screenshot of the
schema of database dump of an organization for instance, refer Fig. 6-6(b). The threat actor



118 Data Breach Assessment

Figure 6-7: The snapshot of the presence of malicious files in the infected system, probably leading
to data breach

Figure 6-8: The capturing of events in sysmon logs analyzed using DBIA for the execution of the
application “LSBController.exe”

shares screenshots of the database schema. In this scenario, one possibility is that the threat actor
has exploited SQL injection vulnerability or has unauthorized access to the database.

Figure 6-9: The sample access logs showing the login activities of TA using a web shell “ea-
gle.php”, user “root” and with a default password

The analysis of logs shows that the attacker(s) has logged into the MYSQL database with the
default credentials as root database user using IP address 192.168.79.4, refer Fig. 6-9. Later, the
threat actors accessed the database using the “adminer.php” web shell present in /images/ direc-
tory to download the data from the database. This web shell is usually used to access the web
application database remotely.

Scenario 3 A threat actor announces a data breach consisting of a list of records of several
users with attributes like user ID, name, email ID, mobile number, address, etc. The TA also
publishes some sample records; for instance, refer to Fig. 6-6(c).
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In this scenario, one possibility is that threat actors might have exploited some vulnerability
(e.g., SQL injection, IDOR) to exfiltrate the data. The IDOR (InDirect Object Reference) is a se-
curity misconfiguration vulnerability that may allow data enumeration. As it looks like a legitimate
query, it may not be detected by a threat monitoring solution.

Figure 6-10: The sample access logs showing the IDOR enumeration of user’s records

The analysis of logs using DBIA shows that the TA has enumerated a list of records from the
website. It concludes the suspected URL has the presence of IDOR vulnerability, leading to the
enumeration of data. Fig. 6-10 shows sample entries from the logs.

The above examples show data breach response was possible only if the relevant logs correlat-
ing data breach incidents were enabled and collected safely.

6.6 Further discussion

We discuss a few more constituents: i) The proposed model differs from traditional SIEM as
it urges the collection of logs aiming for data breaches and has more rigorous logging. As a
similarity, the collected data may also be used for threat alerts and proactive monitoring, similar to
traditional SIEM.

ii) It may be difficult to determine which log and time duration to look for to validate the threat
actors’ claim if the timeline of the breach is not clear iii) It is difficult to determine the duration
for which the logs should stored. Indian cyber security guideline [7] advised to store the logs for
at least six months, which may be a safer approach. iv) Storage and computational performance of
DBIA. The logs may be huge depending on the number of systems and configuration. As the work
emphasizes how the data breach can be evaluated and assessed, the computation performance is
not discussed here. However, we can use the references of ElasticSearch5 for further details.

5https://www.elastic.co/blog/benchmarking-and-sizing-your-elasticsearch-cluster-for-logs-and-metrics
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6.6.1 Data breach minimization techniques

We also list the approaches to reduce the possibility of data breaches and minimize their impact
through the example of data processing in the education sector.

Data breach incidents are impacting education sectors. For instance, the ransomware incident
on India’s prominent institution AIIMS [163], or an alleged leak of students’ data listing at a breach
forum [17], urge institutions for stronger data management.

The education sector includes data of varied degrees, with less importance, such as school data
to high severity, such as medical institutes, research laboratories, and patent design data requiring
different protection degrees. We enlist the few possible reasons for data breaches in this sector: i)
It is unregulated [72], institutions are not bound; therefore, securities are not correctly monitored.
ii) Many college institution websites may be running on older technologies. The software and
applications run with the older version and are not updated. iii) Security vulnerabilities are not
monitored. The common vulnerabilities, such as XSS, SQL injection, etc., are not updated. iv
) Sometimes, websites disclose more data than necessary. For instance, disclosure of results and
personal information such as mobile number. v) websites may not have proper security devices in
place such as WAF, SIEM, etc. vi) Institutions may have poor network infrastructure without any
structured network vii) Many of the websites are created without applying appropriate security by
design principles.

The education sector is diversified in nature. It includes medical, atomic, engineering, science,
and many other fields. Therefore, the nature, category, and sensitivity of the data it holds are
equally important and require significant protection. The organization must assess the data’s sen-
sitivity and criticality and emphasize its security. They need to understand and estimate the impact
of the data breach (if it happens to them). Then, they must redesign the infrastructure to minimize
the impact of the breach. The analysis should include impact aspects such as storing, processing,
sharing, and disclosing data and preventing data breaches.

We describe the incorporation of various constituents as a preventive step to reduce the possi-
bility of data breaches and minimization of data breach impact impacts:

6.6.1.1 Minimum data collection

Minimum data collection will help service providers process less data, reducing the probability of
more data loss in case of a breach. Take an example of user account creation, Fig 6-11. The first
part takes multiple fields (e.g., name, email ID, mobile no, and enabling WhatsApp services) while
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the second part collects lesser data (e.g., name and email) and achieves the same goal of ”account
creation” of a user. If a data breach happens, the first one will reveal more data about users than
the second one. Therefore, minimum data collection can minimize the impact of a data breach.

Data minimization techniques enable service providers to collect minimum data. Several tech-
niques have been discussed in [157].

Figure 6-11: Minimum data collection

6.6.1.2 Minimum data disclosure

When users perform a query, many organizations disclose more data than essential, Ref 6-12. For
example, an organization discloses the results of all students who passed an exam. The disclosure
includes the details of all students (including name, roll number, F.name, email ID, and phone
number). This disclosure publishes more than the requirement. The same goal is to ”disclose the
result ” by hiding some data. The second part of Fig. 6-12 shows the same thing and discloses
only the ”serial number and roll number” of all passed students.

Similarly, many service providers host the data in different file formats, such as MS Excel,
PDFs, or Word documents. These files consist of user details and are accessible to all, leading to
information disclosure to threat actors.

Strong authentication and access control can be implemented to achieve the goal of minimum
information disclosure [157].

Figure 6-12: Minimum data disclosure
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Figure 6-13: De-identification and anonymization of data

6.6.1.3 Redesigning of system with consideration of data breach

The design of current systems is based on business requirements. Since the data breach (as defined
in the protection framework) imposes a significant penalty, the organization must start designing
systems by considering the impact of the data breach. This includes assessing the data collection,
sharing, and processing based on the consequences of a data breach. For example, if an organi-
zation is collecting an Aadhar card, they should evaluate the impact of the breach of the Aadhar
card from their system. Then, the system should be redesigned to minimize the consequences of
an Aadhar card breach.

6.6.1.4 De-identification and anonymization of data

This means reshaping/conversion of data to a non-identifiable form. This Processing has an advan-
tage as if a data breach happens; the threat actor will have anonymized data, which is less useful.
One example is given in Fig. 6-13. Suppose an institute collects users’ PAN card and Aadhar card
information. If we assume that this data is collected only for KYC purposes, then such data may be
stored in encrypted format at a secure place. A de-identified, anonymized mapping can be stored
for regular processing. Every time, the anonymized data will be accessed. If a data breach hap-
pens, the threat actor will access only anonymized data at the regular server, having the minimum
impact. A few methods of anonymization techniques are discussed in [157].

Designing a framework by integrating the above constituents can provide stronger protection
from breaches.
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ESUL Analyzer

Cyber threats are growing, and almost everyone is being impacted. In cyberspace, many systems
run as standalone or as a small network segment with limited users. The systems are not equipped
with adequate network-level security monitoring solutions. The implementation of these may also
be costly. Further, as a standalone system, the security is enabled with endpoint security such as
antivirus that usually works on signature-based detection methods. As the capabilities of threat
actors increase, they bypass detection, lure victims, and persist for an extended period.

The latest Indian cyber security regulation emphasizes that enabling different logs may play
a vital role in defending cyber security and incident response. We propose the model of an end-
system URL log (ESUL) analyzer for URL-based threats present in standalone systems. The model
continuously analyzes the user’s browser history logs of the End system (ES) and announces the
list of malicious URLs, if visited previously, based on a received adversarial list. This early threat
identification from log data will help end users learn about threats, perform incident response, and
minimize their impact. It also assists users with relevant advisory and best practices. The model is
simulated using a phishing database library, and the results describe its efficacy.

Revisiting the background, threats having an adversarial impact within the system are defined
as incidents, for instance, phishing, malware, APTs, ransomware, etc. As a primary objective,
the incident should not happen; however, if it occurs, it should be identified and mitigated. The
incident response model describes high-level procedures for threat identification, analysis, and
removal of infections from the system [52]. The rise in cyber incidents [10, 143] urge victims to
detect incident at the earliest, estimate associated risk, and take appropriate action to minimize the
impact.

Phishing and malicious URLs are the most common categories of threats. Phishing allures
targeted individuals to steal sensitive information while malicious URLs tempt victims to visit it
for adversarial intent, e.g., downloading malicious executables. Many APT-based attacks use such
techniques as reconnaissance steps on an organization to make initial footholds [158]. If a user
falls victim, the threat actor may have a whip hand over them. He may perform additional threats
such as email compromise, malware outspread, privilege escalation, or network propagation.

In this work, we study phishing and malicious URL threats from the point of inclusion of
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incident response to end users. Generally, end users do not understand and analyze the impact
of threats if any of this has infected them, consequentially leading to improper compliance and
response. As cyber threats are growing, our goal is for all end users to understand the threats,
their impact, and the scope of compromise and be able to apply suitable responses efficiently. We
emphasize that including these can enable them to take robust corrective actions.

We discuss the existing approaches users generally follow to handle adversarial URL incidents.
We identify the existing gaps and propose designing our model ESUL analyzer to help end users
perform effective incident response. Currently, the following approaches are used: i) user aware-
ness - the user is aware of the threats and does not fall victim. ii) endpoint protection system
(EPS) - e.g. antivirus detect threats and issue warning/alerts. iii) web browser warnings- using the
behavioral analysis of the visited page or through prior knowledge regarding the URLs. iv) net-
work level: e.g., using network level perimeter devices such as intrusion prevention system, SIEM,
firewall, or using the behavioral analysis of threat information shared by collaborative teams.

Due to the above methods, the following three categories of reason may be bypassed, and
threats may occur: A. Advanced attack vectors- the threat actor’s capabilities are changing, which
sets a strenuous challenge to users such as: i) sometimes, the signatures of newly created malicious
URLs are unknown and, therefore, may not be detected by EPS, and users may fall victim. For
instance, the malicious domain ”kavach-app[.]com” and ”kavach-app[.]in” is recognized by only
8 out of 96 antivirus engine at virus total (as visited on March 2023) [31] ii) threat actors are
using advanced techniques to bypass detection such as encoding of URLs in password protected
pdf or zip files, constructing emails looks more legitimate (e.g. received from senior authority),
or impersonating legitimate urls. iii) sharing known threats among other teams may be delayed,
providing a sufficient timeline to perform attacks. B. Absence of security monitoring solutions-
a large set of systems runs as a standalone system or as a part of a small network. Implementing
security devices performing proactive network monitoring may be costly and, hence, not feasible
in such a scenario. C. Threat existence for short duration Many malicious domains are created
on a demand basis and exist only briefly. Once the URLs get offline, security solutions may not
integrate their signature. Therefore, detection and alerts may not generated. The short-term domain
has enough potential to target victims.

The above-identified reasons urge us to include additional mechanisms to detect threats in the
system. For this work, we aim at threats arising from URL-based activities. We have analyzed and
solved the following problems:

• How the notable threats can be easily communicated and shared with users?
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• What are the advantages of regular analysis of logs in ES?

• How may the log analysis be efficient for early incident detection?

• How can every end user apply the incident response method effectively to minimize the
impact?

With the above goal, we have proposed the model of an ESUL analyzer for inceptive threat
identification and detection. The model runs in two sections. Both sections are circular and run
concurrently. The first one performs synchronization of notable threats. The second section con-
sists of an analyzer that collects and aggregates the history from distinct sources, e.g., multiple
browsers. It analyzes it at regular intervals based on received threat lists. The user may review all
threats and may take necessary action. In particular, we have proposed the following:

• The model of a concurrent, synchronized list of threats is proposed, particularly for threats
that target a mass number of people or hundreds of users of an organization.

• A description is provided urging the necessity of integrating such a model and how it can be
incorporated into the existing system.

• The model of the ESUL analyzer is proposed to analyze threats.

• The simulation is done using a phishing database library, results are shown, and possible
applications of ESUL are discussed.

The rest of the chapter is organized as follows: Section 7.1 formulates the problem, Section 7.2
discusses the model, and Section 7.3 covers simulation analysis and result discussion.

7.1 Problem formulation

The primary motivation is how we can provide a better understanding of threats to end users and
enable them to perform incident response activity for precise mitigation of threats. It is necessary,
as the number of incidents is growing [10] and the user cannot take appropriate action against it.
We explain three antecedents to demonstrate the current severity of threats and the existing gaps in
incident handling that urge the integration of a suitable incident response process by end users.

First, Table 7.1 consists of domains associated with different malicious activities. We have the
following observations for these domains/URLs: i) The detection rate by popular search engines on
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virus total (VT) is much lower. ii) These are created regularly and live only for a short duration. For
example, the domain ”jeevanpraman.online” was registered in April 2022, updated in December
2022, and became offline within a week. ii) targets a large audience. For instance, the domain
email-gov[.]in impersonate the email web page of the Indian government and have the potential to
target their users. iii) The cyber security skills of users may vary, hence varying the probability of
becoming victims.

Table 7.1: Examples of detection rate of malicious urls by popular AV engines

Domain Target sector Domain cre-
ation date

Activities detection, sta-
tus

jeevanpraman[.]
online

Public 14 April 2022 Fraud 0, offline

email-qov[.]in,
email-gov.in

Government 19 Sept 2022, 30
July 2020

Spear phishing 0,1, offline

sbiekycs[.]com Banking 27 Jan 2022 Phishing, Fraud 1,1, offline
kavach-
app[.]com,
kavach-app[.]in

Government 20 Jan 2022, 13
Dec 2021

Malicious Apps 8,8, offline

armaanapp[.]in Defense 02 Sep 2021 Malicious An-
droid Apps

4, offline

Second, the severity of the threat may be low to high. For example, in Fig.7-1, a user receives
a spear phishing email from a compromised email ID consisting of a PDF file. The PDF file has a
phishing URL (say, ”https://1.2.3.4/xyz.xyz/”) requesting user credentials. The situation becomes
more severe if the email consists of a malicious executable, therefore, early detection is expected.

Third, large enterprises create a structured network and apply appropriate monitoring at perime-
ter levels. They also use preventing approaches such as threat sharing (e.g., using MISP [177]) or
SIEM alerts [178] to detect threats within their cyberspace. However, the threat may be undetected
considering the situation where users work as an individual system and are not part of any moni-
tored infrastructure (Refer, Table 7.1). These individual systems should be appropriately analyzed
to detect the incidents as they may also be critical. The criticality increased after COVID-19 when
a large number of people were doing work from home.

The above severity of threats motivates us to design a model that can perform stronger URL-
based threat detection and incident response. We propose the inclusion of four ingredients:



Problem formulation 127

Figure 7-1: An example of a spear phishing email sent from a compromised email id
”s.kumar@xyz.xyz” impersonating the web page of ”xyz.xyz” hosted at IP address
”1.2.3.4”

7.1.1 Inclusion of information

AVs do not include many common threats (Table 7.1). The same can be included, synchronized,
and integrated with users. Such a threat list can be publicly available, verified by a trusted verifier,
and updated occasionally. It can include specific details such as ”indicator of compromise(IoCs),
possible impact, and an advisory/best practices” (Table 7.2). The advisory can be a multilingual
explanation helpful for ordinary users to understand threats and apply suitable mitigation measures.
The synchronization of information will help easily deliver verified known threats and reduce the
communication delay in threat sharing.

7.1.2 Leveraging logs

Logs may play a crucial role in incident response proactively and reactively. The efficient use
of logs will help in a better understanding of threats. The recent bill of GDPR [74] directs data
controllers to protect users’ data. The latest guidelines issued by CERT-In as, ”Directions under
sub-section (6) of section 70B of the Information Technology Act, 2000” [7] also emphasizes stor-
age and analysis of logs for advanced incident handling. Analyzing distinct logs in the system
may provide early threat identification and detection. Continuous analysis can help to evaluate the
historical data and identify previous mistakes.
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7.1.3 Inclusion of self governing incident response

An incident response is a four-stage process [52]. In a qualitative incident handling urge, the
victim must take appropriate mitigation measures. At the end of the system, AVs usually generate
threat alerts but do not assist users with necessary actions against an incident. For instance, a
user downloads a keylogger from a phishing link. If detected, AV may quarantine the malware.
However, it does not advise other actions, such as sanitizing the credentials of compromised user’s
accounts.

We emphasize that if an incident alert is generated, the end user could understand the impact
and should be able to perform the requisite response. The advisory discussed in Sec. 7.1.1 should
be in such a way that can help in requisite response with available information, even with minimal
support.

7.1.4 Assessment mechanism

We include two assessment attributes. First is a self-review - where a user can review its alerts
to evaluate the mistakes, e.g., ”how many suspicious URLs visited in a specified timeline”. The
second is feedback. It is needed if end system users also affiliate with some organizations, such
as users working at home but belonging to an organization. In this case, he can share the find-
ings through a defined channel. The organization may evaluate feedback to review the security
awareness of a user security posture of the organization or may use this information for further
investigation, coordination, and threat sharing.

7.2 ESUL analyzer

Based on the above problem definition, we propose the model of End System URLs Analyzer
(ESUL). We assume that many threats are available in the public domain (e.g., over social media,
Twitter, web portals, etc.) and are typically not included, recognized/detected by Endpoint detec-
tion response (EDR)/AVs. These threats need verification, confirmation, aggregation, and analysis.
The model will work to identify these threats, accumulate them, and help minimize their impact.
The model has two sections: a) Synchronization of threats and b) Inclusion of ESUL analyzer. The
pictorial description is provided in Figure 7-2, and the algorithmic description is given in Figure
7-3.
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Figure 7-2: Processing steps of ESUL analyzer security threat identification and mitigation

7.2.1 A. Synchronization of threats

In the current system, URL-based threats are not synchronized. Threats are reported to entities
such as national level CERTs, ISPs, domain, registrar, and website owners as respective concerned
agencies and are taken offline. Once it becomes offline, these URL threats are omitted by EDRs and
are not included for detection and analysis purposes. It is possible that many entities are not even
aware of these threats (because they are taken offline by one entity and not disclosed to another).
Therefore, the list is not synchronized and updated. The second concern is many individuals
observe threats; they report them to concerned entities, publishing over social media and blogs.
However, these are scattered, unverified, and available only to some entities. For instance, Table
7.2 URLs exist over different portals as partial views. If we accumulate such threats, they may be
used to improve incident response for individuals. We propose the model of synchronization of
threats, refer to the Part A of algorithm 7-3.

Human intelligence and cyber awareness are increasing. People are detecting threats and noti-
fying them. We need a model for aggregating these threats to maximize the benefit. Suppose, for
instance, i; multiple reporters (r1, r2, r3, ..., ri) know some threats and are willing to share. A dis-
tributed network N consisting of a list of verified reviewers (v1, v2, v3, ..., vj) receives new threats.
These reviewers are responsible for verifying the URL threats. The reporter rk selects a URL
as urlk appends the relevant indicator of compromise (IoCs) as iock, and their proof of concepts
(PoCs) pock and shares to the network as threat threatk ←− (rk, urlk, iock, pock). The IoCs may be
additional details such as port number, file hashes, file path, etc. The PoCs may be the screenshots,
active status, videos, fraudulent transactions, etc, to support the claim. The threat is shared in the
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Π[List, R,N, V, U, historyU ]

Part A: Synchronization of threats

i. At instance, i , (r1, r2, r3, ..., ri) reporters. rk collects IoCs and corresponding PoCs. rk submits
findings to a distributed networks N . N includes j verifiers (v1, v2, v3, ..., vj).

ii. N receives threat threatk ←− (rk, urlk, iock, pock) shared by rk, and allocate to a verifier vs. vs is
selected based on work allocation policy.

iii. vs collects the threatk and verify it.

iv. if verification successful, vs performs temp ←− addition(urlk, iock, descriptionk, impactk,
mitigation− stepsk) operation to add additional parameters with the url.

v. vs calls aggregate operation and update the list←− aggregate(list, temp).

Part B : ESUL Analyzer

1. The user u obtains the current processed feeds list from the update channel.

2. Prepare the data structure of the data using list1←− BloomFilter(list).

3. a) user u Calls aggregate operation to add the history created after the previous run. historyu ←−
aggregate(historyu, chromeu, firefoxu, edgeu) b)[optional] store historyu at remote location for
backup. .

4. user u perform matching operation as: matching(list1, historyu).

5. if matching result identify the detection, then it discloses the result.

6. user u perform the followings: a) perform the review() operation and follow the best practices. b)
[optional] user u submits feedback.

Figure 7-3: Algorithmic description of adversarial URLs processing and ESUL analyzer
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network. Integration of additional levels of information will be helpful for users to understand the
incident effectively and useful to identify the scope of compromise.

When a reviewer vs receives the list, it verifies the threatk. The reviewer are trusted, and
their review may considered correct. This reviewer may be designated CSIRT, CERT, or LEA,
etc. They are already working on disabling threats. But here, the additional thing is that, along
with mitigation, the teams will work in a coordinated fashion to disclose the URLs and threats in a
synchronized format. Another advantage is that they will be designated points of contact to speed
up threat sharing.

When an end-user, even with minimum cyber-security knowledge, detects such a threat, several
concerns arise, such as i) What are the consequences of threats? ii) What is the impact? iii)
what actions are required iv) What are the best practices that need to be implemented to prevent
future recurrences of the threat? To enable maximum help, the proposed models include additional
parameters with the threat as shown in step iv. The vs briefly describes the threat, impact, best
practices, and mitigation steps. Table 7.2 shows one example of how it can be included. This is a
significant step because it will enable end-users to understand the threat and incident. It will help
them evaluate logs and appropriate measures. For additional ease, the explanation may also be
included in the user’s native language.

After including the additional parameters, the list is updated, and new threats are appended.
It is a dedicated list, verified, reviewed, with no false positives, and updated occasionally. This
was previously not available, especially for short-term-based malicious URLs. The feeds may be
shared to all. Individuals may receive such feeds and integrate them with the system.

Table 7.2: Inclusion of description, impact and best practices in threat list alerts

Domain Category Description Impact Best Practices
SBI-kyc.com Banking, Phish-

ing
The page targets
users of SBI and
collects debit
card informa-
tion.

The victim’s
may loose
money due to
fraud

Don’t click or
urls and submit
details. Refer
advisory xxxx
for mitigation
and best prac-
tices.
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7.2.2 B. ESUL analyzer

The ESUL analyzer is created and runs on the user side. The user u receives the updated list of
threats from the synchronized feeds.

The user performs history collection. Since the analyzer runs continuously, it collects the latest
history and appends it to the previous list. The history could be from multiple sources such as
Google Chrome, Firefox, Microsoft Edge, etc. All the history is appended and created as a single
list. As an optional step, the history can be stored at a remote location for backup purposes. This
will be helpful in cases where users download and execute malware, and malware can delete the
history.

7.2.2.1 Pre-processing dataset using Bloom filter

A bloom filter [75] is a probabilistic data structure used to test whether an element is a set member.
The users may have computation constraints. Therefore, it may provide space-efficient searching
capability. The received list is processed and stored using the bloom set data structure.

After aggregation, the analyzer matches the historyu with the list and generates the alert if
any matching is found along the description, impact, and mitigation steps. The users may review
the generated alert, and necessary steps may be taken. As an optional measure, if the review is
used as feedback, then the same can be escalated to the concerned entity such as SOC Teams to
identify the cyber awareness level of users, how many people are clicking on the URLs, and the
type of people who are not able to distinguish the malicious links.

7.3 Implementation

To simulate the results, we have taken a phishing database [19] consisting of a unique set of known
phishing URLs and domains. The list does not include active periods and other parameters per
our model, but we can use it for simulation. For logs, the history of common known browsers
is selected and aggregated to make a single list. The code is simulated on Python ”3.10.10” and
executed on the Windows 10 CPU Intel(R) Core(TM) i7-1165G7 @ 2.80GHz 16 GB RAM.

The initial dataset consists of 894028 URLs and 496169 unique domains (as of March 2023).
The initial history file consists of 5000 URLs after aggregation. The simulation runs in two modes.
1) when users visit a URL, the list is compared, and an alert is generated. 2) on a specific time (say
every 24 hours) with aggregated history. The simulator analyzes the updated history with the latest
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adversarial list and displays results.

Figure 7-4: Preparation time of phishing URLs data set using bloom filter

Figure 7-5: Runtime of ESUL analyzer for both Type Seq and Type LABF history lists

Fig. 7-4 shows the execution time of preprocessing the data set using the Bloom filter. As
phishing URLs increase over time, the URLs are varied from 10 lac to 50 lac. This is done by
replicating the initial list of phishing databases and appending indexes to make each URL unique.
The execution time of data structure preparation is a few seconds, which is manageable.

Fig. 7-2 shows the analyzer execution time. The analyzer is run on the initial dataset. The
history list is varied from 5 thousand to 80 thousand. The variation is used as history will always
grow over time. To show the computation time, a comparison is made for a) searching the history
list sequentially in the URL list (Type Seq) and b). they search history lists in processed data
structures using bloom filter( Type LABF). A double verification is implemented for false positives
by verifying the alerts in both data sets. The result shows both model executes in a few seconds;
however, as urls increase, Type LABF provide better performance.
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Chapter 8

Conclusion and Future Work

Personal data protection is a pivotal responsibility. Organizations strive to fulfil this commitment
by implementing robust security and safeguard measures. However, many data fiduciaries are in-
creasingly entangled in the contentious compromising of users’ privacy. The aim of data protection
could not accomplished correctly due to a lack of regulations and guidelines. The Data Protection
Act (DPDPA) and other regulations have been introduced to ensure a privacy-preserving protected
data processing. We have studied all draft versions of the bill and the DPDPA act-2023.

We have done a detailed analysis of various obligations such as consent, data collection, data
processing, security by design, transparency, and data audit. We have described how cryptographic
(such as encryption, signature schemes, zero-knowledge proof, etc.) and other solutions (such as
anonymization, de-identification, access control, etc.) can be used for enhanced data processing
complying the act. Then, we have further analyzed four obligations: consent, right to nominee,
data breach, and storage/logging.

Acquiring user consent poses significant challenges especially in establishing a transparent
consent collection mechanism. Following the user’s consent obligation of DPDPA, a study on
consent, its formalization and standardization was analyzed with a three layer architecture and
Proofs of Consent (PoC). The model of Shielded Consent Manager (SCM) is proposed to grant
permissions to access android resources. SCM includes parameters as per the framework, satisfies
the security properties such as integrity of consent, non-deniability by users, auditability of logs
in data processing, and provides finer visualization of user’s consents. We conclude that consent
management is still at the initial stage and requires more future research, particularly related to
security properties.

We explored the right-to-nominee obligations of PDDPA and formalized the DAI system. We
have defined its functionalities and security goals to construct DAIP. We proposed a new digital
asset inheritance protocol (DAIP) using certificateless encryption. Our newly designed protocol
allows a user to create asset information that can be conveyed to the nominee for inheritance. We
have designed the protocol with different cryptographic primitives to ensure the correct delivery
and inheritance of the asset. With security proofs and performance analysis of the proposed model,
we have shown that DAIP can be efficiently integrated with the existing system with a small mod-
ification.
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We have explored data breach obligations. We have described common causes that may lead
to breaches, challenges in their prevention, and issues in data breach incident response. Further,
prevention may not always be guaranteed, and a breach may happen. The DPDPA will urge orga-
nizations for the right assessment to avoid penalties and to mitigate the existing security gaps. We
have explored that a correct breach assessment is not possible without the availability of the nec-
essary details and a breach analysis model. Following this, we have proposed the model of a Data
Breach Incident Assessor (DBIA) that help service provider to identify the root cause and enable
obligations expected breach assessment. The data breach evaluation systems have a progressive
future.

The study also explores how log analyses can contribute to early threat detection within end
systems. We have proposed the model of an End System URLs Log (ESUL) analyzer for URL-
based threats present in standalone systems. The proposed model with continuous log analysis
based on the latest feed may disclose the historical adversity, which some tools might have by-
passed. Such modules can integrated independently or incorporated with other modules such as
antivirus.

Many times organizations violate users’ privacy and are not very concerned about it, but they
will be accountable under data protection regulations. The compliance will urge organizations
for the right implementation and assessment. Non-compliance not only exposes organizations
to punitive measures but also inflicts reputational damage that can be irreparable. The urgency
to align with these regulations is a catalyst, prompting organizations to enhance their processing
methodologies. The studied work is one step towards solving the above aim. This work will
provide a direction to different entities to design a system by implementing DPDPA complying
approaches at different levels.

In future work, we aim to explore more advanced methods to solve the existing limitations. A
new set of techniques will be analyzed for more effective implementation of major tenets like data
consent, privacy by design, data breaches, data audit, etc.

The enhanced methods for data protection frameworks aligned data management and process-
ing have a progressive future and require new researches.
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