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Chapter 1

Introduction

Let X be a smooth integral projective curve over an algebraically closed field k, S be a

finite set of r closed points of X, U be the complement of S in X and g be the genus

of X. Let ū → U be a geometric point. We are interested in the structure of the

étale fundamental group of U (see Definition 3.15) and solving embedding problems (see

Definition 4.6) for U . We briefly discuss some of the properties of the étale fundamental

group (for details see Chapter 4). When k is the field of complex numbers C, Riemann’s

existence theorem ensures that the étale fundamental group πét1 (U, ū) is the profinite

completion of the surface group Πg,r, the free group generated by 2g + r − 1 elements.

In general, when char(k) = p ≥ 0, Grothendieck proved that the maximal prime-to-p

quotient of the étale fundamental group, π
(p′)
1 (U) is isomorphic to the “prime-to-p” part

of the profinite completion of Πg,r. It is also known that when char(k) = p > 0, the

maximal pro-p quotient π
(p)
1 (U) is the projective limit of the pro-p quotient of a free

group. Even though the structures of the prime-to-p and the pro-p parts of the étale

fundamental group are known, these fail to give the complete structure of πét1 (U, ū).

Note that the étale fundamental group is the projective limit of automorphism groups

of Galois étale covers of U . Hence an effective approach to understanding it is to describe

its finite quotients. Abhyankar’s conjecture on affine curves (now a theorem, proved by

Serre, Raynaud, and Harbater) states that these finite quotients are essentially finite

groups whose maximal prime-to-p quotient is generated by at most 2g+ r− 1 elements.

However, this result does not explicitly describe the relations between these finite quo-

tients, especially how they fit in the inverse system of finite quotients. Some of these

questions can be can be formally presented as embedding problems (Γ ↠ G, πét1 (U) ↠ G)

for finite groups Γ and G (see Section 4.2.1 for details). Solutions to such embedding

problems “enlarge” a G-Galois étale cover of U to a “bigger” Γ-Galois étale cover of U

that dominates the former cover.

When ker(Γ→ G) is a quasi-p subgroup, it was proven by Pop ([31, Theorem B]) and

Harbater ([15, Corollary 4.6]) that there are proper solutions to the embedding problem
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2 Chapter 1. Introduction

(see Proposition 4.9). Since an embedding problem can be split into a quasi-p and a

prime-to-p embedding problems (Remark 4.8), we are interested in embedding problems

when this kernel has order prime to p.

Now we present the main result of this thesis. Let k be an algebraically closed field

of positive characteristic p, G be a finite group, ψ : V −→ X be a G-Galois cover

of smooth integral projective k-curves étale away from SX and SV = ψ−1(SX). Let

rX = |SX |, rV = |SV | and gX (resp., gV ) be the genus of X (resp., V ). Let m > 1 be a

positive integer prime to p. Here Pm(V \ SV ) (see Definition 3.21) is a generalization of

Pic(V )[m]. In fact, it is a (right) G-module (see Subsection 5.2.1).

Theorem 1.1. Let H be a free Z/mZ-submodule of Pm = Pm(V \ SV ). Then the

following embedding problem

πét1 (X \ SX)
?

yyyy

α
����

1 // H �
�

// Γ
β

// // G //

��

1

1

has a solution for some Γ and β if H is a G-submodule of Pm. Here α corresponds to

the G-Galois cover V −→ X. Conversely, given a solution γ : πét1 (X \ SX) ↠ Γ to the

above embedding problem with H a free Z/mZ-module, then the H-Galois étale cover

of V \ SV induced from γ comes from a G-stable subgroup of Pm isomorphic to H as

G-modules.

Moreover, two solutions to the embedding problem lead to the same G-submodule of

Pm(V \ SV ) iff they are equivalent.

Given H and G as above, this theorem gives us tools to form Γ-covers of U for each

extension group Γ of G by H, by examining the structures of Pm(V \SV ) as G-modules.

We consequently get some sufficient conditions for an index-p subgroup of πét1 (U) to

be effective for some embedding problem (e.g., Corollary 5.12).

WhenG is a cyclic p-group, we also discuss in section 5.4 some sufficient and necessary

conditions on n (Theorem 4.12, Corollaries 5.29 and 5.31) for the existence of a proper

solution of an embedding problem for some extension Γ = H ⋊θ G of G by H. We

describe a method of counting the minimal genus of Γ-covers corresponding to a given

embedding problem (Corollaries 5.21 and 5.22). Here we also count (Theorem 4.13) the

number of proper solutions for all embedding problems {(H ⋊θ G ↠ G, πét1 (U) ↠ G) :

θ is any homomorphism G→ Aut(H)}.

We begin the thesis by declaring general notations and conventions in Chapter 2.
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In Chapter 3 we recall basic definitions of the ramification theory of Dedekind do-

mains and discuss some relevant theorems. Then we discuss briefly the definition and

properties of étale fundamental groups. We also revisit the representation theory of

cyclic groups over finite rings Z/mZ. Finally, we state some results on the extension of

groups by an abelian group.

In Chapter 4 we discuss some classical theorems on étale fundamental groups of k-

curves and some known results on embedding problems. Then we state the motivating

problems and our approach towards them.

We prove some preliminary results (Lemmas 3.33, 3.37 and Propositions 3.24, 5.1)

before giving a proof of Theorem 1.1 in the last chapter. Consequently, we prove certain

results on effective subgroups of the étale fundamental group in Section 5.3. When H (as

in the hypothesis of Theorem 1.1) is isomorphic to (Z/mZ)n and G is a cyclic p-group,

we give a characterization of n for the existence of solutions of the above embedding

problems and count the number of solutions in section 5.4. We also discuss the method

of finding a cover with genus minimum among the genera of covers corresponding to the

proper solutions of the above embedding problem.





Chapter 2

Notations and Conventions

All rings are commutative with unity 1, except (possibly) group rings.

Unless otherwise stated, k will denote an algebraically closed field of characteristic p.

For a set S, both |S| and #(S) denote the cardinality of S.

For a scheme X, OX will denote the structure sheaf of X. When X is integral, k(X)

will denote the function field of X.

Field extension K ↪→L will be denoted by L|K. Similarly, extensions A ↪→B of

(Dedekind) domains will be denoted by A|B. For prime ideal Q in B and P = A ∩ Q,

we write Q|P . For morphism of schemes Y → X, mapping y 7→ x, we write y|x.

For a scheme X, a geometric point x̄ → X is a morphism Spec(K) → X for a

separably closed field K and x ∈ X is the image of Spec(K)→ X.

Covers are by definition finite generically étale morphisms of reduced schemes. Unless

otherwise mentioned, covers of schemes will be smooth, and connected.

For Galois covers Y → X, Gal(Y |X) will denote the automorphism group Aut(Y |X).

For a finite group H, p(H) will denote the characteristic subgroup of H generated

by all Sylow p-subgroups, H/p(H) is the maximal prime-to-p quotient of H. When

H = p(H), H is called a quasi-p group. When p(H) is trivial, H is called a prime-to-p

group.

For a scheme U and a geometric point ū, π1(U, u) denotes the (topological) funda-

mental group, πét1 (U, ū) denotes the étale fundamental group.

EP is the abbreviated form of embedding problem.

The ceiling function ⌈·⌉ : R → Z maps x to the lowest integer ⌈x⌉ greater than or

equal to x.
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Chapter 3

Preliminaries

3.1 Ramification groups

Here, we briefly recall the notion and basic definitions related to the ramification theory

(See [35], [27] for details). Let A be a Dedekind domain, K be its fraction field, L be a

finite extension of K, and B be the integral closure of A in L. Then we know that B

is also a Dedekind domain. For a non-zero prime ideal P in A, there are only a finite

number of distinct prime ideals Qi, 1 ≤ i ≤ r, in B lying over P . In fact, there is a

primary decomposition PB = Πri=1Q
ei
i for unique positive integers ei. Let fi denote the

index of the finite extension of residue fields B/Qi over A/P , fi = [B/Qi : A/P ].

Definition 3.1. The integer e(Qi|P ) := ei is called the ramification index Qi over P ,

f(Qi|P ) := fi is called the inertia degree of Qi over P .

Let L|K be a finite separable extension. Then the degree of extension n = [L : K]

satisfies the equation n =
∑r

i=1 eifi. The prime ideal Qi is unramified over P if e(Qi|P )
is 1 and the extension of residue fields B/Qi|A/P is separable. If not, Qi|P is ramified.

We say P is unramified or unbranched in L if all such Qi are unramified over P . The

field extension L|K itself is unramified if every prime ideal P in K is unramified. Note

that almost all prime ideals in K are unramified.

Now assume that L|K is a finite Galois extension, the Galois group is Gal(L|K).

Proposition 3.2 ([27, Proposition 9.1]). For any non-zero prime ideal P in A, Gal(L|K)

acts transitively on the set {Qi|a ≤ i ≤ r} of prime ideals in B lying over P .

Hence, for a fixed non-zero prime ideal P , ei’s are all equal to, say, e and fi’s are

equal to, say, f . In fact, n = [L : K] satisfies n = efr for any non-zero prime ideal P in

A.

7



8 Chapter 3. Preliminaries

Definition 3.3. Let Q be a prime ideal in B such that P = Q ∩A. The decomposition

group of Q over P , denoted by D(Q|P ), is the stabilizer of Q in Gal(L|K), i.e.,

D(Q|P ) = {σ ∈ Gal(L|K) : σ(Q) = Q}.

Note that any σ in D(Q|P ) naturally induces an automorphism of the residue field

B/Q, fixing A/P pointwise. This induces a natural homomorphism

D(Q|P )→ Gal(B/Q|A/P ).

Definition 3.4. The kernel of the homomorphism D(Q|P )→ Gal(B/Q|A/P ) is called
the inertia group of Q over P and is denoted by I(Q|P ).

Note that #(D(Q|P )) = e(Q|P )f(Q|P ) and #(I(Q|P )) = e(Q|P ).

Field extension and completion: Let L|K be a finite extension, v be a discrete

valuation of K, A be the valuation ring, m = {a ∈ A : v(a) ≥ 1} be the maximal ideal of

A, B be the integral closure of A in L. Let wi, 1 ≤ i ≤ r, be the different prolongations

of v in L corresponding to maximal ideals Mi lying over m, respectively. Let ei and fi

be respectively the ramification index and inertia degree of Mi|m. Let K̂ (L̂i) be the

completion of K for v (respectively, of L for wi). Then the extension L̂i|K̂ of local fields

is finite of degree eifi. If v̂ is the valuation of K̂, then ŵi is the unique prolongation of

v̂ in L̂i and ei = e(MiL̂i|mK̂), fi = f(MiL̂i|mK̂).

Proposition 3.5 ([35, II §3. Corollary 4]). If L|K is a Galois extension, then so is

L̂i|K̂ with the Galois group Gal(L̂i|K̂) equal to the decomposition group D(Mi|m) in

G(L|K).

3.1.1 Ramification Groups and Upper jump

Let K be a complete field with a discrete valuation v, A, m be as before. Let κ denote

the residue field A/m and UK denote the multiplicative group A \m.

Let L|K be a finite Galois extension and B be as above. Then L is a complete local

ring. Let w be the prolongation of v in L, M be the maximal ideal of B, λ denote B/M,

UL denote B \M, e = e(M|m) and f = f(M|m). Let x be in B that generates B as an

A-algebra.

Definition 3.6. For each integer i ≥ −1, Let Gi denote the set

Gi = {σ ∈ Gal(L|K) : w(σ(x)− x) ≥ i+ 1}

= {σ ∈ Gal(L|K) : w(σ(b)− b) ≥ i+ 1∀b ∈ B}.
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Then the {Gi}i≥−1 form a decreasing sequence of normal subgroups of G. The group

Gi is called the i-th ramification group of G. They define a filtration of G, called the

ramification filtration.

Note that G−1 = G, G0 is the inertia subgroup I(M|m), G/G0 = Gal(λ|κ), and Gi
is the trivial subgroup for large i.

Define iL|K : G→ Z ∪ {∞} by iL|K(σ) = w(σ(x)− x). Note that iL|K(1G) =∞ and

iL|K(σ) is non-negative when σ ̸= 1G.

For −1 ≤ t ≤ 0, let [G0 : G⌈t⌉] := [G−1 : G0]
−1. Define ϕL|K or simply ϕ : [−1,∞)→

[−1,∞) by

ϕ(u) =

∫ u

0

dt

[G0 : G⌈t⌉]
.

Then ϕ(u) = u when −1 ≤ u ≤ 0. For 0 < m ≤ u ≤ m+ 1 for a positive integer m,

we have the explicit formula

ϕ(u) =
g1 + · · ·+ gm + (u−m)gm+1

g0
, where gi := #(Gi).

Clearly, ϕ is a homeomorphism on [−1,∞). Let ψ be the inverse of ϕ. Then both ϕ and

ψ are continuous, piecewise linear, increasing and ϕ(0) = ψ−1(0) = 0. If s is an integer,

so is ψ(s).

Definition 3.7. The upper numbering of ramification groups is defined as follows: Gs :=

G⌈ψ(s)⌉. The upper jumps of the L|K are the numbers s in [−1,∞} where Gs ̸= Gs+ϵ

for all ϵ ≥ 0.

Note that G−1 = G, G0 = G0, and G
s is the trivial subgroup for large s.

3.2 Covers of schemes and the étale fundamental group

Let k be a field. We will assume the following convention. An affine variety over k

is the affine scheme associated with a finitely generated algebra over k. An algebraic

variety over k is a scheme over k such that there is a covering by a finite number of

affine varieties over k. A curve over k is an algebraic variety over k whose irreducible

components are of dimension 1.

Definition 3.8. A morphism π : Y → X of reduced schemes is called generically étale

if for each generic point ζ in X and each η ∈ π−1(ζ), π is étale at η.

Definition 3.9. Let X be a reduced scheme (respectively, a reduced k-algebra). A

cover of X is defined to be a finite generically étale surjective morphism π : Y → X of

reduced schemes (respectively, reduced k-algebras). We say that the cover is connected
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(respectively, normal, smooth) if both X and Y are connected (respectively, normal,

smooth).

A morphism π : Y −→ X between smooth reduced curves is called a cover if it is

finite and generically smooth (separable).

The cover is étale if the morphism π is étale. If S is a finite subset such that π is

étale at every x in X \ S, then we say that π is étale away from S. Let us denote by

Aut(Y |X) the group of automorphisms {σ : σ is an automorphism of Y, π ◦ σ = π}.

Definition 3.10. If G is a finite group, then a G-Galois cover is a cover Y → X

of schemes together with a monomorphism G → Aut(Y |X) via which G acts simply

transitively on all the generic geometric fibres.

Notation. If H is a subgroup of G, and if V −→ X is an H-Galois cover, then there is

an induced G-Galois cover IndGH(V ) −→ X, which consists of a disjoint union of [G : H]

copies of V , indexed by the cosets of H in G. More precisely, IndGH(V ) = (G × V )/ ∼
where (g, v) ∼ (gh, h−1v) for g ∈ G, h ∈ H and v ∈ V .

Let the equivalence class of (g, v) in (G× V )/ ∼ be [g, v]. For g′ in G, the action of

g′ is given by g′([g, v]) := [g′g, v].

Note that when X is an integral scheme, G→ Aut(Y |X) becomes an isomorphism.

Unless otherwise mentioned, we will assume that a cover is connected.

Definition 3.11. We say that the reduced and irreducible covers X1 −→ Y, . . . ,Xn −→
Y are mutually linearly disjoint if the fibre product X1×Y X2× . . .×Y Xn is an integral

scheme.

Now let k be an algebraically closed field of positive characteristic p and X be a

smooth projective integral (connected) curve over k. Let π : Y → X be a cover of

smooth integral (connected) projective curves over k. Clearly, the extension k(Y )|k(X)

of function fields is a finite separable extension. Note that any open set U ⊂ X is affine

and OX(U) is a Dedekind domain. Let x be a closed point in X and y be in π−1(x). Let

ÔX,x (resp. ÔY,y) be the completion of the DVR OX,x (resp. OY,y), K̂ (resp. L̂) denote

the fraction field of ÔX,x (resp. ÔY,y), m (resp. M) be the maximal ideal of ÔX,x (resp.

ÔY,y). As discussed in the previous section, ÔY,y is the integral closure of ÔX,x in L̂.

The ramification index and inertia degree of y over x are respectively e(y|x) = e(M|m)

and f(y|x) = f(M|m). Similarly, decomposition and inertia groups are defined.

As k is algebraically closed, f(y|x) is 1. Hence D(y|x) = I(y|x) and y is ramified

over x if and only if e(y|x) > 1. Note that deg(π) =
∑

y∈π−1(x) e(y|x) = [k(Y ) : k(X)].

Definition 3.12. When e(y|x) > 1 for some x in X and some y in π−1(x), we say that

x is a branch point. The finite subset of branch points of X is called the branched locus

of the cover π.
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The following result (see [38, Lemma 5.7.11]) shows that ramification kills ramifica-

tion

Lemma 3.13 (Abhyankar). Let A be a discrete valuation ring with maximal ideal m,

fraction field K, and perfect residue field κ. Let Ki|K, i = 1, 2, be two finite Galois

extensions. Denote by Ai the integral closure of A in Ki, and fix maximal ideals Mi lying

above m for i = 1, 2. Assume that e(Mi|m) are prime to the characteristic of κ, and that

moreover e(M1|m) divides e(M2|m). Then the finite morphism Spec(C)→ Spec(A2) is

étale, where C denotes the integral closure of A in the composite field K1K2.

The following formula (see Riemann-Hurwitz formula [19, Theorem 7.27] and Hilbert

different formula [19, Theorem 11.70]) helps calculate the genus of a cover of a curve.

Theorem 3.14 ([19, Theorem 11.72]). Let π : Y → X be a G-Galois (connected) cover

of smooth projective curves over an algebraically closed field k, for a finite group G. Let

gY (resp. gX) denote the genus of Y (resp. X). Let Gy,i denote the i-th ramification

group at y ∈ Y . Then we have the following equality

2gY − 2 = |G|(2gX − 2) +
∑
y∈Y

∑
i≥0

(|Gy,i| − 1).

Note that when the above cover is tamely ramified at π(y), Gy,i is trivial for i ≥ 1

and |Gy,0| = e(y|π(y)).

3.2.1 Étale fundamental group

Here we discuss the definition and some properties of the étale fundamental group (see

[11], [24] and [38]). Let S be a locally connected, locally simply connected topological

space and s be a point in S. Then the (topological) fundamental group π1(S, s) can be

shown to be isomorphic to the automorphism group of the universal covering space of S.

The motivation for the definition of the algebraic (étale) fundamental group of a scheme

comes from this property of the topological fundamental group.

Let X be a connected scheme, x̄→ X be a geometric point of X and FEt /X denote

the category of X-schemes which are finite and étale overX. For an object Y in FEt /X,

let Fibx̄(Y ) denote the underlying set of the geometric fibre Y ×X x̄ of Y . A morphism

Y → Z in FEt /X induces a morphism of the geometric fibres Y ×X x̄ → Z ×X x̄

and hence a set theoretic map Fibx̄(Y )→ Fibx̄(Z). Thus Fibx̄ becomes a functor from

FEt /X to the category of sets.

Definition 3.15. The étale fundamental group πét1 (X, x̄) is the automorphism group of

the functor Fibx̄ on the category FEt /X.
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Let F be a functor from FEt /X to the category of sets defined by F (Y ) = HomX(x̄, Y ).

An element of F (Y ) is a point y ∈ Y lying over x with a k(x)-homomorphism k(y) →
k(x̄). For Y in FEt /X, Aut(Y |X) acts on F (Y ) by composition on the right and this

action is faithful if Y is connected. When Y is connected and Aut(Y |X) acts transitively

on F (Y ), Y |X becomes a Galois étale cover.

The functor F is strictly pro-representable, i.e., there exists a directed set I, a pro-

jective system X̃ = (Xi, ϕij)i∈I where Xi|X is Galois, ϕij : Xj → Xi(i ≤ j) are

epimorphisms and elements fi ∈ F (Xi) such that fi = ϕij ◦ fj and for any Z in

FEt /X, fi induces an isomorphism lim−→Hom(Xi, Z) → F (Z). When j ≥ i, define

a map Φij : Aut(Xj |X) → Aut(Xi|X) satisfying Φij(σ)fi = ϕij ◦ σ ◦ fj for all σ in

Aut(Xj |X). The following proposition gives us a useful alternative definition of the

étale fundamental group.

Proposition 3.16 ([38, Corollary 5.4.8]). The étale fundamental group πét1 (X, x̄) is

isomorphic to lim←−Aut(Xj |X) as profinite groups.

In [2] Abhyankar studied this inverse system of Galois groups of U , the complement

of curves C in the projective plane over a field of positive characteristic. Abhyankar also

considered ([2, Section]) the system π′(U) of Galois groups of (finite) étale covers of U

that are only tamely ramified over C. In particular, generalizing a result of Zariski, he

showed in [2, Section 13] that the groups in π′(U) are abelian if C is a divisor with strict

normal crossings, i.e., a union of smooth curves that intersect transversally.

Proposition 3.17. Let X be a connected scheme. For any two geometric points x̄→ X

and x̄′ → X, there exists a continuous isomorphism of profinite groups πét1 (X, x̄) ∼=
πét1 (X, x̄′).

Hence, for a connected scheme X, we will simply write πét1 (X) to denote the étale

fundamental group. Let us define some quotients of the étale fundamental group.

Definition 3.18. Let U be a smooth connected affine curve over an algebraically closed

field k of characteristic p > 0. Let X be its smooth completion and S be the finite set

of closed points X \U . The tame fundamental group is denoted by πt1(U) and is defined

to be the inverse limit πt1(U) = lim←−Aut(Y |X) where Y → X varies over all connected

Galois covers of X which are étale away from S and are tamely ramified over S.

The prime-to-p (resp., pro-p) fundamental group is denoted by π
(p′)
1 (U) (resp., π

(p)
1 (U))

and is defined to be the inverse limit lim←−Aut(Y |X) where Y → X varies over all con-

nected Galois covers of X étale over U whose Galois group has order prime-to-p (resp.,

Galois group is a p-group).

Note that π
(p′)
1 (U) (resp., π

(p)
1 (U)) is the maximal prime-to-p (resp., maximal pro-p)

quotient of the étale fundamental group.
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3.2.2 Cyclic covers

In this section, we discuss m-cyclic covers of curves, for an integer m prime to p. Let Y

be a smooth connected projective curve of genus g over an algebraically closed field k of

characteristic p > 0. Let m > 1 be an integer coprime to p. Let S be a finite set in Y

with r closed elements. The following definitions, notations and results can be found in

[10, Chapter 3] and [40, Section 3].

We are interested in the structure of the étale cohomology group H1
ét(Y \ S, µm) ∼=

Hom(πét1 (Y \ S),Z/mZ), where µm is the group scheme: µm = SpecZ[T ]/(Tm − 1),

gcd(m, p) = 1.

We denote by Pic(Y ) the Picard group of Y , by Div(Y ) the Cartier divisors of Y , by

Z[S] the subgroup of divisors whose supports are contained in S, which can be identified

with the free Z-module with basis S. DivQ(Y ) := Div(Y ) ⊗Z Q and (Z/mZ)[S] :=

Z[S]⊗Z (Z/mZ), the free module over Z/mZ with basis S.

Let ∆ =
∑n

i=1 qiDi ∈ Div(Y )⊗ZQ, where qi ∈ Q, Di is a prime divisor and n ∈ Z≥0.

Then let [∆] denote
∑n

i=1[qi]Di ∈ Div(Y ), where [qi] = the integral part of qi. For

L ∈ Pic(Y ), m ≥ 1 and an effective Cartier divisor D such that L⊗m ∼= O(−D) where

O is the structure sheaf on Y . Define L(i,D) := L⊗i ⊗O([ imD]).

We fix an isomorphism L⊗m ∼= O(−D). This isomorphism allows one to define an

O-algebra structure on O ⊕ L(1,D) ⊕ · · · ⊕ L(m−1,D).

Proposition 3.19. Let V be the scheme SpecO(⊕m−1
i=0 L

(i,D)). Then π : V → Y is the

normalization of the finite morphism SpecO(⊕m−1
i=0 L

i)→ Y .

Let G be a cyclic group of order m and σ be a generator. Let µ be a fixed primitive

m-th root of unity in k. Then G acts on ⊕m−1
i=0 L

(i,D) by O-algebra homomorphism

defined by

σ(l) = µiσ(l)

for any local section l of L(i,D) ⊂ ⊕m−1
i=0 L

(i,D) (see [10, Section 3.9]).

Corollary 3.20. The cyclic group G acts on V and π∗OV . One has V/G = Y and the

decomposition π∗OV = ⊕m−1
i=0 L

(i,D) is the decomposition in eigenspaces.

Hence, V = SpecO(⊕m−1
i=0 L

(i,D)) −→ Y is a G-Galois (possibly disconnected) cover

of smooth curves, étale away from Dred ⊂ S. Let us assume that V is connected. Since

L⊗m⊗OY (D) = div(s) ∼= OY for some s in k(Y ), k(V ) = k(Y )(t) for some t ∈ k(V ) such

that tm = s and σ(t) = µt. Let D =
∑r

j=1 ajyj , for positive integers aj and points yj

in S. Then this cover is (tamely) ramified at yj iff gcd(m, aj) < m and the ramification

index is m
gcd(m,aj)

.



14 Chapter 3. Preliminaries

Definition 3.21. We define

Pm(Y \ S) =
{([L], D) ∈ Pic(Y )⊕ Z[S]|L⊗m ∼= O(−D)}

{(O(−D),mD)|D ∈ Z[S]}
(3.2.1)

as an m-torsion abelian group.

For simplicity, we also write elements of Pm as ([L], D). We may assume that D is

an effective Cartier divisor with support in S since the multiplicity at each point in S

can be chosen from {0, 1, . . . ,m− 1}.

When S = ∅ then Pm(Y ) is the m-torsion subgroup Pic(Y )[m] of the Picard group

Pic(Y ) and is isomorphic to Z/mZ⊕2g. In general, Pm(Y \ S) is an extension of a

subgroup of Z/mZ[S] by Pm(Y ). We have the following exact sequence (see [40, Equation

3.4]):

0 // Pic0(Y )[m] �
�

// Pm(Y \ S)
f
// Z/mZ[S] deg

// Z/mZ (3.2.2)

Here the inclusion map is [L] 7→ ([L], 0), f(([L], D)) = D mod m and deg(D mod m) =

deg(D) mod m.

Exactness at Pm(Y \ S) comes from the definition. To see the equation is exact at

Z/mZ[S], choose any ([L], D) in Pm(Y \ S) and let C be a cartier divisor such that

L = O(C). Then mC +D ∼ 0 and so m deg(C) + deg(D) = deg(mC +D) = 0. Then

deg(D) ≡ 0 mod m. Hence f(Pm(Y \ S)) ⊂ ker(deg). Conversely, suppose D ∈ Z[S]
such that its image is in ker(deg). Then deg(O(D)) = mi for some integer i. Choose

any L of degree i from the Picard group. Since the multiplication operator [m]Y :

Pic0(Y ) → Pic0(Y ) is surjective and [L−m ⊗ O(D)] ∈ Pic0(Y ), choose [M ] ∈ Pic0(Y )

such that [M ]m = [m]Y ([M ]) = [L−m
1 ⊗ O(D)]. Then ([M ⊗ L1], D) ∈ Pm(Y \ S) and

f(([M ⊗ L1], D)) = D mod m. Hence, f(Pm(Y \ S)) ⊃ ker(deg).

The above corollary and Equation 3.2.2 gives rise to the following proposition (see

[40, Proposition 3.5]).

Proposition 3.22. There is a bijection between the elements of Pm(Y \ S) and Z/mZ-
Galois (possibly disconnected) smooth covers of Y , étale away from S. In fact, we have

isomorphisms of groups:

Pm(Y \ S) ∼= H1
ét(Y \ S, µm) ∼= Hom(πét1 (Y \ S),Z/mZ) ∼= (Z/mZ)⊕2g+r−1+b(2) ,

where b(2) = 1 if r = 0, b(2) = 0 otherwise.

Definition 3.23. We say a subset B of a finite group is of type T1 if subgroups generated

by the elements in any two disjoint sets of B intersect trivially. We say that the reduced

and irreducible covers X1 −→ Y, . . . ,Xn −→ Y are mutually linearly disjoint if the fibre

product X1 ×Y X2 × . . .×Y Xn is an integral scheme.
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Let us describe some useful properties of Pm(Y \S) (see Definition 3.21). The proofs

are included here for the sake of completeness.

Proposition 3.24. For Y and Pm = Pm(Y \ S) as above:

(i) An element of order m in Pm corresponds to a connected m-cyclic cover.

(ii) Let B ⊂ Pm be such that every element of B is of order m and for λ ∈ B let

Vλ −→ Y be the m-cyclic cover corresponding to λ. Then B is of type T1 iff the

set of covers {Vλ −→ Y : λ ∈ B} are mutually linearly disjoint.

(iii) Let B be as above of type T1. Let ζ be an element in the subgroup generated by B.

Each connected component of the cover Vζ −→ Y is dominated by the normalization

of the fibre product of the covers Vλ −→ Y for λ ∈ B.

(iv) Let B be as above of type T1 and µ be a primitive m-th root of unity in k. The

subgroup generated by B acts on the normalization of the cover ×λ∈BVλ −→ Y

naturally which extends the automorphism defined by λ = ([L], D) ∈ B of the

cover SpecO(⊕m−1
i=0 L

(i,D)) = Vλ −→ Y given by the multiplication of µi on sections

of L(i,D).

Proof. Let ψ : W −→ Y be a smooth disconnected cover of Y , étale over Y \ S with

an m-cyclic group action. Then all connected components of W are isomorphic and

a connected component W1 of W is an n-cyclic cover of Y and nl = m where l is

the number of connected components of W . Then ∃([N ], F ) ∈ Pn corresponding to

W1 −→ Y . Then W corresponds to ([N ], lF ) ∈ Pm and the order of ([N ], lF ) in Pm is

n.

Conversely, any element of order n < m in Pm is of the form ([L⊗a], aD), for some

([L], D) of order m in Pm and n = m
gcd(a,m) . The cover W corresponding to ([L⊗a], aD)

is a disjoint union of mn number of isomorphic n-cyclic covers, each given by the normal-

ization of SpecO(⊕n−1
i=0 L

⊗ai).

For (ii) we use induction on |B|. Suppose ([L], D) and ([M ], E) are in B and for some

a and b let ([L⊗a], aD) = ([M⊗b], bE) be order n > 1. Let W,W ′,W ′′ be the m-cyclic

covers corresponding to ([L], D), ([M ], E), ([L⊗a], aD), respectively. Let N = L⊗a. Then

a connected component V of W ′′ corresponds to ([N ], a′D) ∈ Pn for some a′. Moreover

W and W ′ dominate V (the O-algebra defining V is a subalgebra of O-algebra defining

W and W ′).

Conversely supposeW1 andW2 are covers of Y corresponding to ([L], D) and ([M ], E).

If they are not linearly disjoint then they both dominate a connected cover V −→ Y

of degree n > 1. Let ([N ], F ) ∈ Pn be the element corresponding to V . Then

L⊗a = N =M⊗b and the cover associated to ([L⊗a], aD) is Ind
Z/mZ
m
n
Z/mZ(V ) = Ind

Z/mZ
Z/nZ (V ).

Hence {([L], D), ([M ], E)} is not of type T1.
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When |B| = t + 1 > 2 the same argument works. Consider the connected covers

W1 −→ Y, . . . ,Wt −→ Y for any t elements λ1, . . . , λt of B. Then by induction hy-

pothesis, these are mutually linearly disjoint and their normalized fibre product W is

a connected cover of Y . Let W0 −→ Y be the cover corresponding to the remaining

element λ0. By looking at the algebra associated with these covers, if W −→ Y and

W0 −→ Y are not linearly disjoint then the common cover will correspond to a connected

component of the cover associated with aλ0 = a1λ1 + . . . anλt for some 0 < a < m and

some 0 ≤ ai ≤ m− 1.

For (iii), we again use induction on |B|. LetW1 andW2 be covers of Y corresponding

to ([L], D) and ([M ], E) and W be the normalization of W1 ×Y W2. Then W is the

normalization of Spec(⊕m−1
i=0 ⊕

m−1
j=0 L(i,D) ⊗ M (j,E)). From Lemma 3.25, we see that

the O-algebra associated to the connected component W3 of the cover associated to

([L⊗a ⊗M⊗b], aD + bE) is a subalgebra of ⊕m−1
i=0 ⊕

m−1
j=0 L(i,D) ⊗M (j,E). This induces a

dominating map from W −→W3.

Now, let |B| = t + 1 be greater than 2. As before, assume that Wi → Y is the

connected cover corresponding to λi in B, for 0 ≤ i ≤ t, and W denotes the (con-

nected) normalized fibre product of W1, . . . ,Wt. Clearly W is the normalization of

Spec(⊕m−1
j1=0 . . . ⊕

m−1
jt=0

(
⊗ti=1L

(ji,Di)
i

)
). By Lemma 3.25, the O-algebra defining the nor-

malization of W0 ×Y W contains the O-algebra defining the cover corresponding to an

element of the subgroup generated by B.

To prove (iv), we fix µ, a primitive m-th root of unity in k. For λj = ([Lj ], Dj) ∈ B,

let SpecO(⊕m−1
i=0 L

(i,Dj)
j ) = Vj −→ Y be the smooth irreducible cover. The O-algebra

homomorphism defined by hj(l) = µil for any local section l in L
(i,Dj)
j defines an element

hj ∈ Aut(Vj |Y ) (see Corollary 3.20). Fix an isomorphism from < λj > to < hj > by

mapping λj to hj to identify < λj > with Aut(Vj |Y ).

Now if B = {λ1, . . . , λt}, the m-cyclic covers V1, . . . , Vt of Y are linearly disjoint. The

abelian group < B >=< λ1 > × . . .× < λt > acts component-wise on the normalised

fibre product of these covers.

Lemma 3.25. Let B = {([Li], Di) : 1 ≤ i ≤ t}, 0 ≤ ai < m for each i. Then the O-
algebra associated to the connected component of the cover associated to

∑t
i=1 ai([Li], Di)

is a subalgebra of ⊕m−1
j1=0 . . .⊕

m−1
jt=0

(
⊗ti=1L

(ji,Di)
i

)
.

Proof. First note that
∑t

i=0[xi] ≤ [
∑t

i=0 xi] for non-negative rational numbers xi and

so [
∑t

i=0 xiDi]−
∑t

i=0[xiDi] is effective for effective cartier divisors Di with support in

S. Also, a cartier divisor D −D′ is effective ⇔ O(D −D′) ⊂ O ⇔ O(D) ⊂ O(D′).

Given ([L], D) ∈ Pm(Y \S) and positive integers a, j, d such thatmd = aj, (La)(j,aD) =

Laj ⊗O([ajmD]) ∼= O(−dD)⊗O(dD) = O.
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Let ι be the least positive integer < m such that mdi = aiι for positive integers

di, 1 ≤ i ≤ t. For 0 ≤ j < m, let aij ≡ sij modulo m for 0 ≤ sij < m. Note that

sij ̸= sij′ if j ̸= j′. Clearly, aij ≥ sij . Then the O algebra associated to the cover for∑t
i=1 ai([Li], Di) is

⊕m−1
j=0 (⊗ti=1L

ai
i )

(j,
∑

i aiDi) = ⊕m−1
j=0 (⊗ti=1L

aij
i )⊗O([

∑t
i=1 aij

m
Di]).

The O algebra associated to the connected component is

A =⊕ι−1
j=0 (⊗

t
i=1L

aij
i )⊗O([

∑t
i=1 aij

m
Di]).

Note that ⊗ti=1L
aij
i ↪→ ⊗ti=1L

sij
i . Since [

∑t
i=1 aij
m Di]−

∑t
i=1[

sij
mDi] is effective (as aij ≥

sij), O([
∑t

i=1 aij
m Di]) ⊂ O(

∑t
i=1[

sij
mDi]). Then

A = ⊕ι−1
j=0(⊗

t
i=1L

aij
i )⊗O([

∑t
i=1 aij

m
Di]) ↪→ ⊕ι−1

j=0(⊗
t
i=1L

sij
i )⊗O(

t∑
i=1

[
sij
m
Di])

= ⊕ι−1
j=0 ⊗

t
i=1 L

(sij ,Di)
i

↪→ ⊕m−1
j1=0 . . .⊕

m−1
jt=0

(
⊗ti=1L

(ji,Di)
i

)
.

3.3 Representation of cyclic groups over finite rings

In this section, we discuss basic representation theory (see [33], [34]). We are interested

in the representation of finite cyclic groups over finite rings such that the characteristic

of the ring is coprime to the order of the group.

Let R be a commutative ring and let G = {g1, g2, . . . , gn} be any finite multiplicative

group. The group ring R[G] is the set of all formal sums
∑n

i=1 aigi, for ai ∈ R, 1 ≤ i ≤ n.
Note that 1gi and 0gi are simply written respectively as gi and 0. For ai, bi ∈ R, addition
and multiplication are defined as follows:

(
n∑
i=1

aigi) + (
n∑
i=1

bigi) =
n∑
i=1

(ai + bi)gi

and

(

n∑
i=1

aigi)(

n∑
j=1

bjgj) =

n∑
k=1

(
∑

gigj=gk

aibj)gk.

These operations make R[G] into a ring and it is commutative if G is abelian.
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An R[G]-module M is a R-module together with a R-linear homomorphism ρ :

R[G] → EndR(M), where EndR(M) consists of R-linear endomorphisms of M . For

g ∈ G and m ∈M , ρ(g)(m) is simply written as gm. We also say ρ or M is a represen-

tation of G over R or a G-module over R.

Definition 3.26. Two R[G]-modules (or representations of G over R) are called iso-

morphic if there is an isomorphism as R-modules that preserves the action of R[G].

Definition 3.27. A representation given by ρ : R[G] → EndR(M) is irreducible if M

is nontrivial and it does not have a proper nontrivial submodule that is invariant under

ρ(g) for every g ∈ G.

Definition 3.28. A subrepresentation or G-stable submodule of M is a submodule N

of M over R such that gm is in N for all m in N . A G-stable decomposition of M

is expressing M as a direct sum of G-stable submodules. A non-empty R[G]-module

is indecomposable if any G-stable decomposition of M consists of only one non-empty

summand.

Proposition 3.29 (Maschke’s theorem, [33, Theorem 3.4]). Let F be a field of charac-

teristics not dividing the order of G and M be a finitely generated F[G]-module. Let N

be a vector subspace of M stable under G. Then there exists a complement N ′ of N in

M which is stable under G.

A useful consequence of this theorem is the following corollary.

Corollary 3.30. Every representation of a finite group G over a field F with charac-

teristics not dividing the order of G is a direct sum of irreducible representations of G

over F.

Definition 3.31. Let F be a field of characteristics not dividing the order of G and

M be a representation of G over F. By the corollary above, M ∼= ⊕ni=1N
αi
i (as F[G]-

modules) for irreducible non-isomorphic F[G]-modules Ni and non-negative integers αi.

We call αi the multiplicity of Ni in M .

Let l and p be two distinct prime numbers and q be a positive integer. Let us recall

the following lemma about q-th cyclotomic polynomial Φq(x) =
∏

1≤k≤q

gcd(k,q)=1

(
x− e2iπ

k
q

)
.

Lemma 3.32 ([22, Theorem 2.47]). Φq is irreducible over Q and deg(Qq) is ϕ(q). If

gcd(l, q) = 1, then Φq(x) factors into
ϕ(q)
d distinct monic irreducible polynomials in Fl[x],

each of the same degree d. Here d is equal to the least positive integer such that ld ≡ 1

mod q.

Let G be a cyclic group of order pa and consider the group ring Fl[G]. For b ≥ 1, db

will denote the order of l in (Z/pbZ)∗. Now we can describe irreducible representations

of G over Fl.



3.3. Representation of cyclic groups over finite rings 19

Lemma 3.33. Every nontrivial irreducible Fl-representation of the group Z/paZ is of

dimension db for some b ≤ a.

Proof. Let G be the cyclic group of order pa and σ be its generator. Clearly σp
a
= 1G

implies that the minimal polynomial of σ divides xp
a − 1. Now,

xp
a − 1 = (x− 1)

a∏
b=1

Φpb(x) = (x− 1)

a∏
b=1

pb−1(p−1)
db∏
i=1

Pbi(x),

where Φpb(x) is the pb-th cyclotomic polynomial, Pbi(x) are irreducible factors (over

Fl) of Φpb(x) (by the lemma above) of degree db. Let M be a nontrivial irreducible

G-representation. Then M is a simple Fl[x]-module where multiplication by x is the

nontrivial action by σ. Hence M ∼= Fl[x]/Pbi(x) for some i ∈ {1, . . . , p
b−1(p−1)

db
}, b ∈

{1, . . . , a}, by structure theorem for modules over PID. Since M is a nontrivial repre-

sentation Fl[x]/(x− 1) is ruled out. Hence the dimension of M is db = deg(Pbi).

Note. Every nontrivial irreducible Fl-representation of Z/paZ is isomorphic to Fl[x]/Pbi(x)
for some 1 ≤ b ≤ a and 1 ≤ i ≤ pb−1(p− 1)/db.

Now, let us assume that σ is a generator of the cyclic group G of order pa and consider

the group ring (Z/lcZ)[G] for a positive integer c. Let us fix ζpb , a primitive pb-th root

of unity in C, for 1 ≤ b ≤ a. Then Φpb is the minimal polynomial of ζpb over Q.

Let us recall an important result for prime decomposition in number rings.

Proposition 3.34. If m is a positive integer, ζm is a primitive m-th root of unity in

C and l does not divide m, then lZ[ζm] splits into ϕ(m)
f distinct prime ideals in Z[ζm],

where f is the order of l mod m.

Let rb = pb−1(p−1)
db

for b ≥ 1. Then, by the above proposition, lZ[ζpb ] splits into

rb distinct prime ideals, say, Qb1, . . . , Qbrb in lZ[ζpb ]. Using the Chinese Remainder

Theorem, (Z/lcZ)[G] can be shown to have the following G-stable decomposition:

(Z/lcZ)[G] ∼=
Z[x]

(lc, xpa − 1)
=

Z[x]/(x− 1)⊕ (⊕ab=1(Z[x]/(Φpb(x))))
(lc)

=
(Z/lcZ)[x]
(x− 1)

⊕ Z[ζp]
(lc)

⊕ . . .⊕ Z[ζpa ]
(lc)

=
(Z/lcZ)[x]
(x− 1)

⊕ (⊕ab=1(⊕
rb
i=1

Z[ζpb ]
Qcbi

)).

Here σ acts on Z[x]
(lc,xpa−1)

by multiplication by x on the left. Similarly, the action of σ on
Z[ζ

pb
]

Qc
bi

is given by multiplication by ζpb on the left.
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Let M be a finitely generated (Z/lcZ)[G]-module. Then M admits a G-stable de-

composition as above (some of the summands may be trivial):

M ∼= ker(σ − I)⊕ (⊕ab=1(⊕
rb
j=1

M

QcbjM
)). (3.3.1)

To describe the decomposition ofM/QcbjM , we need the structure theorem for finitely

generated torsion modules over a Dedekind domain (see [20, Theorems 9 and 10]).

Proposition 3.35. Let R be a Dedekind domain and T be a finitely generated torsion

module over R. Then

T ∼= R/P a11 ⊕ . . .⊕R/P
an
n

for uniquely determined prime ideals Pi of R and non-negative integers ai.

Let us describe the structure further. Let J = {r ∈ R|rT = 0} be the annihilator of

T . Let J = P s11 . . . P snn be its prime factorization in R. Then

R/J ∼= R/P s11 ⊕ . . .⊕R/P
sn
n .

Then T , as an R/J module, decomposes into

T ∼= T/P s11 T ⊕ . . .⊕ T/P snn T,

where each T/P sii T can be identified with the submodule {m ∈ T |P siT = 0}. To

describe the structure of each summand above is the same as describing the structure of

a finitely generated module over an Artinian quotient ring R/P s ∼= RP /P
sRP for any

prime ideal P . This is given by the following result.

Proposition 3.36. Let T be a finitely generated module over a quotient ring S/(ts),

where S is a DVR and t is a generator of the maximal ideal. Then T is isomorphic to

a direct sum of modules S/(tj), where 1 ≤ j ≤ s. Let fi be the dimension of the vector

space tiT/ti+1T over R/(t). Then the number of summands of type S/(tj) appearing in

the decomposition of T is fj−1 − fj.

Note. When S = RP in the above proposition, and (t) = PRP , S/(t
j) is isomorphic to

R/P j .

Now we go back to Equation (3.3.1) and apply the above results on M/QcbjM .

Lemma 3.37. Let the hypothesis be as before Equation (3.3.1). ThenM can be expressed

as a direct sum of indecomposable G-submodules isomorphic to Z/liZ, Z[ζpb ]/Qibj , 1 ≤
i ≤ c, 1 ≤ b ≤ a. The number of direct summands isomorphic to Z/liZ is f ′i−1 − f ′i
where f ′i = dim(Zl/lZl)(

liMG

li+1MG ). The number of summands isomorphic to Z[ζpb ]/Qibj is

fb,i−1,j − fbij where fbij = dim(Z[ζ
pb

]/Qbj)(
Qi

bjNbj

Qi+1
bj Nbj

) and Nbj =M/QcbjM .
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Proof. Let R = Z[ζpb ]. As Nbj is a R/Q
c
bj-module and R/Qcbj

∼= RQbj
/QcbjRQbj

, Nbj is a

torsion module over RQbj
. By the propositions above, we have the following decompo-

sition as G-modules:

Nbj
∼= ⊕ci=1(RQbj

/(Qibj))
fb,i−1,j−fbij ∼= ⊕ci=1(R/Q

i
bj)

fb,i−1,j−fbij .

Note that ker(σ − Id) is a Z/lcZ-module with trivial G-action. Then again, MG =

ker(σ − Id) ∼= ⊕ci=1 ⊕
f ′i−1−f ′i (Z/liZ). Then we get the G-stable decomposition into

indecomposable (or zero) G-submodules:

M ∼= (⊕ci=1(Z/liZ)f
′
i−1−f ′i )⊕ (⊕ab=1 ⊕

rb
j=1 ⊕

c
i=1(Z[ζpb ]/Qibj)fb,i−1,j−fbij ). (3.3.2)

3.4 Group cohomology and group extension

We briefly discuss some basic definitions and results in the theory of group cohomology

(see [44]).

Definition 3.38. Let A be an object of an abelian category A. A projective resolution of

A is a complex P· with Pi = 0 for i < 0, together with an augmentation map ϵ : A← P0

so that each Pi is projective and the augmented complex

0 Aoo P0
ϵoo P1

doo P2
oo · · ·oo

is exact.

Lemma 3.39. If an abelian category A has enough projectives, then every object A in

A has a projective resolution.

Let F : B → A be a left exact contravariant functor between abelian categories such

that B has enough projectives. For an object B in B choose a projective resolution

B ← P·. The right derived functor RiF (B) is defined by RiF (B) = H i(F (P )). Note

that R∗F (B) is independent of the choice of projective resolution.

Proposition 3.40. The derived functors R∗F form a universal cohomological δ-functor.

Definition 3.41. Let G be a group. A (right) G-module is an abelian group A on which

G acts on the right.

For g in G and a in A we simply write a · g or ag for the (right) action of g on a. For

another G-module B, let HomG(B,A) denote the G-set maps from B to A. Then we

obtain a category mod-G of (right) G-modules. This category can be identified with

the category of Z[G]-modules, with G acting on the right.
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Note that mod-G is an abelian category with enough projectives.

Definition 3.42. A trivial G-module is an abelian group A with trivial G-action, i.e.

a · g = a for all a in A and g in G.

Notation. Let us denote a free G-module on a set S of symbols by < S >G. Note that

< S >G∼= ⊕s∈SZ[G].

Now we describe two free (hence projective) resolutions of the trivial G-module Z in

mod-G. They are called the normalized and unnormalized bar resolutions, respectively.

0 Zoo B0
ϵoo B1

doo B2
doo · · · , (3.4.1)

0 Zoo Bu
0

ϵoo Bu
1

doo Bu
2

doo · · · . (3.4.2)

Here B0 = Bu
0 = Z[G] with G-action on the right.

For n ≥ 1, consider the set of symbols Sun = {[g1 ⊗ · · · ⊗ gn] : gi ∈ G for 1 ≤ i ≤ n}.
Then we get the G-module Bu

n =< Sun >G. Denote by Bn a quotient of Bu
n, Bn :=

Bu
n/B

′
n, where B

′
n =< {[g1 ⊗ · · · ⊗ gn] : gi = 1G for some 1 ≤ i ≤ n} >G. Bn is the free

G-module over the set of symbols {[g1| · · · |gn] : where gi ∈ G \ {1G} for1 ≤ i ≤ n}.

Let [·] denote 1G in Z[G]. The map ϵ : B0 → Z (or ϵ : Bu
0 → Z ) sends [·] to 1. For

n ≥ 1 the differential d : Bu
n → Bu

n−1 is defined by d =
∑n

i=0(−1)idi, where:

d0([g1 ⊗ · · · ⊗ gn]) = [g1 ⊗ · · · ⊗ gn−1]gn;

di([g1 ⊗ · · · ⊗ gn]) = [g1 ⊗ · · · ⊗ gn−ign−i+1 ⊗ · · · ⊗ gn], 0 < i < n;

dn([g1 ⊗ · · · ⊗ gn]) = [g2 ⊗ · · · ⊗ gn].

Similarly, for the complex B· the differentials are defined as above, except for 0 < i < n,

di([g1 ⊗ · · · ⊗ gn]) =

[g1| · · · |gn−ign−i+1| · · · |gn] when gn−ign−i+1 ̸= 1G,

0 when gn−ign−i+1 = 1G.

Since di ◦dj = dj−1 ◦di when i ≤ j− 1, we have d ◦d = 0. Hence Bu
• is a chain complex.

Since d(B′
n) ⊂ B′

n−1, B• is a quotient chain complex.

Proposition 3.43. The sequences (3.4.1) and (3.4.2) are exact. Thus both B• and Bu
•

are free resolutions of Z in mod-G.

Proof. Consider the group homomorphisms sn defined by

s1 : Z→ Bu
0 , 1 7→ [·];

sn : Bu
n → Bu

n+1, [g1 ⊗ · · · ⊗ gn]gn+1 7→ [g1 ⊗ · · · ⊗ gn+1], for n ≥ 0.
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It is easy to see that ϵs1 = IdZ, ds0+s−1ϵ = idBu
0
and (dsn+sn−1d)([g1⊗· · ·⊗gn]gn+1) =

[g1 ⊗ · · · ⊗ gn]gn+1. Hence, {sn} forms a chain contraction of (3.4.2). Thus (3.4.2) is

split exact as a chain complex of abelian groups. Similar proof works for (3.4.1).

Let A be an object of mod-G. Note that HomG(−, A) is a left exact contravariant

functor on mod-G. HomG(B
u
n, A) consists of n-cochains, i.e., set maps ϕ : Gn → A that

extend bilinearly on Bu
n as Z[G]-module. Similarly, HomG(Bn, A) consists of normalized

n-cochains, i.e., n-cochains ϕ such that ϕ(g1, · · · , gn) becomes 0 whenever some gi is 1G.

The differential d : HomG(B
u
n, A)→ HomG(B

u
n+1, A) is defined by ϕ 7→ dϕ,

(dϕ)(g0, · · · , gn) = (ϕ(g0, · · · , gn−1)) · gn +
n∑
i=1

(−1)iϕ(· · · , gn−ign−i+1, · · · )

+ (−1)n+1ϕ(g1, · · · , gn).

Similarly, the differential d is defined on HomG(Bn, A). We denote by Zn(G;A)

the n-cocycles, i.e., the n-cochains ϕ such that dϕ = 0. Bn(G;A) denotes the set of

n-coboundaries, the image of n− 1-cocycles.

Notation. H∗(G;A) := H∗(HomG(Z, A)), the cohomology of either HomG(B
u
n, A) or

HomG(Bn, A). Thus H
n(G;A) = Zn(G;A)/Bn(G;A).

We are interested in H2(G;A). Note that Z2(G;A) consists of all 2-cochains ϕ :

G×G→ A such that

ϕ(1G, g) = ϕ(g, 1G) and

0 = (dϕ)(f, g, h) = ϕ(f, g) · h− ϕ(f, gh) + ϕ(fg, h)− ϕ(g, h), for f, g, h ∈ G.

B2(G;A) is the set of 2-cochains ϕ : G×G→ A such that for every f, g ∈ G and some

1-cochain ψ

ϕ(1G, g) = ϕ(g, 1G) and ϕ(f, g) = (dψ)(f, g) = (ψ(f)) · g − ψ(fg) + ψ(g).

3.4.1 Group extension by an abelian kernel

Definition 3.44. Let (G, ·) be a (multiplicative) group and (A,+) be an (additive)

abelian group. A group extension of G by A is a short exact sequence

0 // A // E
π // G // 1

of groups. The extension splits if π has a section σ : G→ E.
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Note that (A,+) is a subgroup of (E, ·), + and · denote the same group operation in

E. The notation + is used in between elements specifically in A as they commute.

Given a group extension E of G by A, G acts on the right on A by conjugation in E.

For a in A and g in G, a 7→ ag := g̃−1ag̃ for any g̃ in E such that π(g̃) = g. This action

makes A a (right) G-module.

Note that an extension 0 // A // E
π // G // 1 splits if and only if E is

isomorphic to the semidirect product A ⋊θ G for the homomorphism θ : G → Aut(A)

given by θ(a) = ag.

Definition 3.45. Two extensions 0 // A // Ei
π // G // 1 , i = 1, 2, are equiv-

alent if there exists an isomorphism ϕ : E1
∼= E2 so that the following diagram commutes:

0 // A // E1
π //

ϕ∼=
��

G // 1

0 // A // E2
π // G // 1.

Given a G-module A, how many extensions (up to equivalence) of G by A are there

such that the induced G-action on A is the same as the G-module structure of A, i.e.,

ag = a · g?

Given an extension 0 // A // E
π // G // 1 , choose a lift Φg in E for every

g in G such that π(Φg) = g and Φ1G = 1E . Define a set map [·, ·] : G×G→ A,

[f, g] = Φ−1
fgΦfΦg.

Note that π(Φ−1
fgΦfΦg) = (π(Φfg))

−1π(Φf )π(Φg) = (fg)−1fg = IdG. Hence [g, h] ∈
kerπ = A. We call such a set map a factor set.

Proposition 3.46. Let A be an object of mod-G. A set function [·, ·] : G2 → A is a

factor set if and only if [·, ·] ∈ Z2(G;A).

Proof. If [·, ·] is a factor set, then for any f, g, h ∈ G, we have [1G, g] = Φ−1
g Φg = Id =

[g, 1G] and

[f, g] · h− [f, gh] + [fg, h]− [g, h]

= Φ−1
h Φ−1

fgΦfΦgΦh − Φ−1
fghΦfΦgh +Φ−1

fghΦfgΦh − Φ−1
ghΦgΦh

= (Φ−1
fghΦfgΦh +Φ−1

h Φ−1
fgΦfΦgΦh)− (Φ−1

fghΦfΦgh +Φ−1
ghΦgΦh)

= Φ−1
fghΦfΦgΦh − Φ−1

fghΦfΦgΦh = 0.

Hence [·, ·] is an element of Z2(G;A).
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Conversely, suppose [·, ·] is a normalized 2-cocycle. Let E := G× A as a set. Define

an operation on E by:

(f, a) · (g, b) = (fg, a · g + [f, g] + b).

It can be shown that the above operation is associative, (1G, 0) is the identity element

and the inverse of (f, a) is (f−1,−a · f−1 − [f, f−1]) = (f−1,−a · f−1 − [f−1, f ] · f−1).

Then E is a group, A is isomorphic to {1G}×A, and G is isomorphic to the quotient of

E by {1G} ×A. Thus E is a group extension of G by A and the factor set arising from

this is the 2-cocycle we began with.

Theorem 3.47 (Classification Theorem). The equivalence classes of extensions of a

group G by an abelian group A are in bijective correspondence with H2(G;A).

In fact, given an extension 0 → A → E → G → 1, any choice of factor set [·, ·] :
G×G→ A modulo B2(Z;A) determines the extension (up to equivalence) uniquely.

3.4.1.1 Group Extension by a non-abelian kernel

We quickly discuss the theory of group extensions of G by a (possibly non-abelian)

group H. Let 1 → H → Γ → G → 1 be an extension and Φσ ∈ Γ be a lift of σ ∈ G,
Φ1G = 1Γ. Let α : G −→ Aut(H) be defined by α(σ)(h) := Φ−1

σ ◦ h ◦ Φσ, for every

h in H; α(1) := IdH . Let θ : G −→ Aut(H)/ Inn(H) be the group homomorphism

defined by θ(σ) := [α(σ)]. Then (H, θ) is a G-kernel with centre Z(H). This θ induces a

group homomorphism θ0 : G −→ Z(H). Each G-kernel determines in invariant fashion

a cohomology class of 3-cocycle. Let f3 ∈ Z3(G,Z(H)) be such a cocycle determined by

(H, θ) and F3(H, θ) = [f3] be the cohomology class in H3(G;Z(H)). Here Γ is a group

extension of G by the kernel (H, θ). So, (H, θ) is extendible. Then F3(H, θ) = 1. Then

(H, θ) can be realised as a kernel of an extension group E of G (see [9], the proof of the

converse part of the theorem 8.1). Note that this construction of E depends only on G,

H and α.

Theorem 3.48 ([9, Theorem 11.1]). If (H, θ) is an extendible kernel, then the classes

of (G,H)-equivalent extensions (E1, ϕ1) of G may be put into one-one correspondence

with H2(G,Z(H)) and hence into one-one correspondence with the classes of (G,Z(H))-

equivalent extensions of G by the center Z(H) of H (with given operators of G on Z(H)).

The following is an example of when a group extension can only be a semidirect

product.

Theorem 3.49 (Schur-Zassenhaus). If G and H are groups of relatively prime orders,

any extension of G by H is split.
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Motivation and main problems

Here we discuss some of the known results about the structure of the étale fundamental

group of smooth connected curves and Abhyankar’s conjectures (see [38], [18]).

4.1 The fundamental group of complex curves

Let X be a compact Riemann surface (equivalently, a smooth projective complex curve)

of genus g, U = X \{x1, · · · , xn} be an open subset of X obtained by removing n points

from X. We know that the fundamental group of U has the following presentation:

Πg,n := π1(X \ {x1, · · · , xn}) =< a1, · · · ag, b1, · · · , bg, c1, · · · , cn
: a1b1a

−1
1 b−1

1 · · · agbga
−1
g b−1

g c1 · · · cn = 1 > .

Riemann’s existence theorem translates the results of the topological fundamental group,

which can be obtained via loops into the results about the étale covers and étale funda-

mental group.

Theorem 4.1 (Explicit form of Riemann’s existence theorem [16, Corollary 2.1.2]). Let

U be P1
C \{x1, · · · , xn} for a non-negative integer n. Let G be a finite group and C be the

set of equivalence classes {g = (g1, · · · , gn) ∈ Gn :< g1, · · · , gn >= G}/ ∼ where g ∼ g′

if ∃h ∈ G such that g′i = hgih
−1 for 1 ≤ i ≤ n . Then there is a bijection between the

G-Galois connected étale covers of U and elements of C. Moreover, this correspondence

is functorial under the operation of taking quotients of G, and also under the operation

of deleting more points from P1
C.

Note that, giving a homomorphism π1(U) ↠ G is the same as giving a G-Galois

(topological) connected covering space of U , and these are naturally in bijection with

C, and this is naturally bijective to G-Galois connected étale covers of U by Riemann’s

27
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Existence Theorem. In fact πét1 (U) is continuously isomorphic to the profinite completion

of π1(U) = Πg,n.

4.2 Étale fundamental group of k-curves

Let k be an algebraically closed field of characteristic p ≥ 0.

Grothendieck’s result (see [11, XIII, Corollaire 2.12]) generalizes Riemann’s existence

theorem for an n-punctured curve over an algebraically closed field:

Theorem 4.2. Let X be an integral proper normal k-curve of genus g, p ≥ 0, S be

a finite (possibly empty) subset of closed points of X, U be the open curve X \ S and

#(S) = n ≥ 0. Then π
(p′)
1 (U) is isomorphic to Π̂

(p′)
g,n , the profinite prime-to-p completion

of Πg,n.

Clearly, when p > 0, the étale fundamental group is much bigger than Π̂
(p′)
g,n . The

following theorem describes the structure of the pro-p part of πét1 (U).

Theorem 4.3 ([5, Chapitre 17, Propositions 2.1, 2.2]). Let U be an integral normal

k-curve, p > 0. Then π
(p)
1 (U) is the maximal pro-p-quotient of the profinite completion

of a free group of rank r. This r is finite (equal to the p-rank of the Jacobian variety of

U) when U is a proper k-curve, r is infinite (equal to the cardinality of k) if U is affine.

The pro-p and prime-to-p parts of πét1 (U) do not describe the full structure of the

étale fundamental group. Since this is a profinite group, one way would be to describe

its finite quotients (or, equivalently, the finite Galois étale covers of U). When N is a

positive integer, X is an integral proper normal curve over k and p > 0, there are only

finitely many Galois étale covers of X of degree N (see [23, Théorème 4]). Abhyankar’s

conjecture ([1, Conjecture 1]) gives a sufficient and necessary condition for a finite group

to be a quotient of the étale fundamental group of an affine curve. The “if” (sufficient)

part comes from Theorem 4.2 . The proof of the “only if” (necessary) part involves

contributions from Serre ([36]), Raynaud ([32, Théorème 2.2.1 ]) and Harbater ([14,

Theorem 6.2] and [15, Corollary 4.7]).

Theorem 4.4 (Abhyankar’s conjecture on affine curves). Let U be a smooth affine k-

curve, p > 0, X be the smooth completion of U , the genus of X be g and S = X \ U be

of cardinality r. Then a finite group G is the Galois group of an unramified cover of U

if and only if G/p(G) has a generating set of size at most 2g + r − 1.

Abhyankar gave many examples (see [3]) of Galois étale covers of A1
k, for the Galois

group equal to various permutation groups, alternating groups, projective special linear

groups.
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Nori ([18, Theorem 3.5]) showed that for any semisimple, simply connected algebraic

group G over Fq, where q is a power of p, G(Fq) is a Galois group of a Galois étale cover

of A1
k.

Abhyankar’s affine arithmetical conjecture ([4, Section 16]) states that for a finite

group G, πét1 (A1
Fp
) ↠ G iff πét1 (A1

k) ↠ G. The “only if” part of this conjecture is still

open. Abhyankar extended this conjecture to the total arithmetical conjecture: every

finite group is a finite quotient of the absolute Galois group of Fp(X).

An interesting way to understand the relationship of the fundamental group πét1 (U)

with U is via anabelian geometry, first introduced by Grothendieck ([12]). Here, it was

conjectured that the curve U , as a scheme, should be determined (up to isomorphism

of schemes) by the profinite group πét1 (U). In characteristic 0, Theorem 4.2 implies that

the étale fundamental group of a proper normal curve is completely determined by the

genus of the Riemann surface associated with the curve. But, in higher characteristic

cases, the result is very interesting. In fact, the anabelian conjecture by Grothendieck

was proved for hyperbolic curves over finite fields by Tamagawa ([39]) and Mochizuki

([25]). Over the algebraic closure of a finite field, the consequence is very different:

Theorem 4.5 (Tamagawa ([41])). Let Π be a profinite group. There are only finitely

many proper normal curves of genus g ≥ 2 over F̄p with étale fundamental group iso-

morphic to Π.

More works on Grothendieck’s anabelian conjecture can be found in [43], [37].

There have been different attempts to understand πét1 (U) in various ways ([6, Theo-

rem 1.1], [7], [28], [29]). In [30], Pop described certain results (analogous to the Riemann

existence theorem) on πét1 (P1
K \ S) for a henselian field K of rank 1 and and a specific

closed subset S, with the action of Gal(Ksep|K). For discussions on patching methods,

formal and rigid geometry, and semistable reduction see [16], [5].

To study G-covers of a curve X, branched at S, for a fixed Galois group G, one needs

to examine the ramification groups at the branch points. Since the ramification groups

contribute to the degree of the ramification divisor and consequently the genus of the

cover, the existence of G-covers with “small” ramification at particular points can be

understood by finding G-covers with “small” genus. Some Ap-Galois étale covers of A1
k

with a given ramification group at infinity were constructed in [26, Theorem 4.6] and it

was shown to be of minimal genus over all Ap-Galois étale covers of A1
k. Similar result

for Ad-covers (p+ 2 ≤ d < 2p) can be found in [26, Theorem 4.9] and [8, Corollary 2.2].

In [13], for a prime number l other than p, (Z/lZ)⊕n⋊Z/pZ-Galois covers of P1
k ramified

only at infinity with minimal genus were constructed.

Another approach to describe the étale fundamental group and its finite quotients is

to consider embedding problems.
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4.2.1 Embedding problems

Definition 4.6. For finite groups Γ, G,H, an embedding problem (EP) for a profinite

group Π is a pair of epimorphisms (β : Γ ↠ G,α : Π ↠ G), with H = ker(β).

Π
?

����

α
����

1 // H �
�

// Γ
β
// // G //

��

1

1

(4.2.1)

A proper solution to the EP is an epimorphism γ : Π ↠ Γ so that the above diagram

commutes.

Let U be a smooth integral k-curve, k is an algebraically closed field of characteristic

p > 0. Consider the embedding problem (E) for the étale fundamental group πét1 (U),

(β : Γ ↠ G,α : πét1 (U) ↠ G).

E = (β : Γ ↠ G,α : πét1 (U) ↠ G) (E)

Let X be the smooth completion of U , S be the complement of U in X, α correspond

to the G-Galois cover π : Y → X, étale away from S. Then, giving a proper solution

to the above EP (E) means giving a Γ-Galois connected cover ψ : W → X, étale away

from S such that W dominates Y , and we get an embedding of k(Y ) in k(W ) as H-

Galois k(X)-algebras (Note that G-action on k(Y ) is the same as the action induced by

restricting the action of Γ on the image of k(Y ) in k(W )).

By considering an EP, one can study not only the finite quotients of the profinite

group πét1 (U) but also how they fit in the inverse system of quotients of the fundamental

group.

Definition 4.7. The embedding problem (4.2.1) is said to be prime-to-p (resp. quasi-p)

if H is a prime-to-p (resp. quasi-p) group; it is non-trivial if H is non-trivial; it is split

if β has a section.

Remark 4.8. From the EP (4.2.1), we obtain a prime-to-p EP E ′ = (β′ : Γ/p(H) ↠

G,α) with ker(β′) = H/p(H). Let γ′ be a proper solution to the EP E ′.

p(H)� _

��

p(H)� _

��

Π

?

{{{{

γ′

����

α
����

H �
�

//

����

Γ β // //

β′′
����

G

H/p(H) �
�

// Γ/p(H)
β′

// // G
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Then we have a quasi-p EP E(p) = (β′′ : Γ ↠ Γ/p(H), γ′), where β′ ◦ β′′ = β and

ker(β′′) = p(H). The EP (4.2.1) splits into the prime-to-p EP E ′ and the quasi-p EP

E(p).

Proposition 4.9. All (finite) quasi-p embedding problems over smooth connected affine

k-curves (p > 0) can be solved properly and in #(k) non-isomorphic ways if the embed-

ding problem is non-trivial.

This was proven by Pop [31, Theorem B] (also see the proof by Harbater [15, Corollary

4.6]).

The result below by Harbater and Stevenson is about EP restricted to open subgroups

of the étale fundamental group.

Theorem 4.10 ([17, Theorem 6]). Let X be a smooth connected projective k-curve,

p > 0, S ⊂ X be a non-empty set of closed points in X, and let U = X \ S. Then the

above EP (E) satisfies the following: there exists an open subgroup Π ⊂ πét1 (U) such that

α|Π(Π) = G and such that the induced embedding problem (α|Γ, β) has a proper solution.

In [6], [21], it was shown that one can find an index-p open subgroup Π of πét1 (U)

which satisfies the conclusion of the above theorem.

Notation. Let NS(E) denote the number of equivalence classes of proper solutions to

E . Here we consider two solutions γ1 and γ2 of E to be equivalent if ker(γ1) = ker(γ2).

In other words, NS(E) counts the number of distinct H-covers of Y which become Γ

covers of X, étale over U .

As we have discussed earlier, if E is a nontrivial quasi-p EP then NS(E) is infinite

(Proposition 4.9). Since there are only finitely many H-Galois étale covers of X when

H is a prime-to-p group (Theorem 4.2), we have the following proposition.

Proposition 4.11. If the embedding problem (E) is a prime-to-p EP then NS(E) is a

finite number.

Also note that if G is trivial then NS(E) is simply the number of surjective group

homomorphism πét1 (U) −→ H divided by |Aut(H)|.

4.2.2 Main problems

Let the hypothesis be as in the previous section, k is an algebraically closed field, and

p = char(k) > 0. Since any embedding problem splits into a prime-to-p EP and a quasi-p

EP (Remark 4.8), and quasi-p EPs over smooth connected k-affine curves have proper

solutions (Proposition 4.9), we are interested in embedding problems with prime-to-p

kernel. Let H be a finite abelian group of order prime to p. We are interested in the

following problems:
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1. How do we find a proper solution of the prime-to-p EP (E), and in general, a

Γ-Galois étale cover of U , where Γ can be any extension of G by H?

2. Given an prime-to-p EP (E), what is the value of NS(E)?

3. What is the minimal genus of covers corresponding to the proper solutions of a

given EP?

When H ∼= (Z/mZ)n for some positive integer m prime to p, we translate the first

problem of finding a proper solution to the EP into finding G-submodule of Pm(U) (G

acts on Pm(U) on the right, see Subsection 5.2.1). This is Theorem 1.1.

Let X be a smooth connected projective curve and SX be a finite set of closed points

of X. Let ψ : V −→ X be a connected G-Galois cover étale away from SX for a finite

cyclic p-group group G, gV be the genus of V , SV = ψ−1(SX) and α : πét1 (X \ SX) ↠ G

be the homomorphism corresponding to ψ. Let l be a prime number other than p. For

b ≥ 1, db will denote the order of l in (Z/pbZ)∗. Φpb(x) denotes the pb-th cyclotomic

polynomial, Pbi(x) are irreducible factors (over Fl) of Φpb(x).

Theorem 4.12. Let G be a cyclic group of order pa, σ be a generator of G, l be a

prime number other than p, H = (Z/lZ)n, n0 (resp. nb, 1 ≤ b ≤ a) be the dimension of

Pl(V \ SV )G (resp. ker(Φpb(σ)) ⊂ Pl(V \ SV )) over Fl. Then n can be expressed as

n = u+Σab=1vbdb

for non-negative integers u ≤ n0, vb ≤ nb/db,∀b ≤ a if and only if the embedding

problem (β : H ⋊θ G ↠ G,α : πét1 (X \ SX) ↠ G) has a proper solution for some group

homomorphism θ : G −→ Aut(H).

This result can be generalized partially for any finite abelian groupH of order coprime

to p (see Corollaries 5.29, 5.31).

For the second problem, we count the number of equivalence classes of solutions

for the embedding problems in Theorem 4.12. See Equation 5.1.2 for the notation

NSExt(θ, α).

Theorem 4.13. Let G be a cyclic group of order pa, and l be a prime number different

from p. Let H = (Z/lZ)⊕n be a G-module, θ : G −→ Aut(H) be the G-action, α :

πét1 (X\SX) ↠ G be an epimorphism. Let γbi (resp. γ
′
bi) be the multiplicity of Fl[x]/Pbi(x)

in the G-module Pl(V \SV ) (resp. H). Let n0 (resp. u) be the dimension of Pl(V \SV )G

(resp. HG). Then

NSExt(θ, α) = NS(H ⋊θ G↠ G,α) = [Πab=1Π
pb−1(p−1)/db
i=1 (nbi/n

′
bi)]n̄/n

′,

where nbi = Π
γ′bi−1
r=o (

∑γbi−1
s=r ldbs), n′bi = Π

γ′bi−1
r=o (

∑γ′bi−1
s=r ldbs), n̄ = Πu−1

r=o (
∑n0−1

s=r ls) and

n′ = Πu−1
r=o (

∑u−1
s=r l

s).
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Given an embedding problem ((Z/lZ)n ⋊θ (Z/paZ) ↠ Z/paZ, α : πét1 (X \ SX ↠

Z/paZ), the third problem of finding the minimum of genera of covers corresponding to

the proper solutions of the EP is addressed in Corollaries 5.21 and 5.22.





Chapter 5

Proofs of the main results

Throughout this chapter k denotes an algebraically closed field of characteristic p > 0.

5.1 Pullback of Galois covers

Let Z be a normal variety over k. Let G be a finite group and π : V −→ Z be a smooth

G-Galois cover of Z, étale over a non-empty open subset U of Z. Let H be a finite

group and ψ : W −→ V be a smooth H-Galois cover of V , étale over π−1(U). Let σ ∈
Aut(V |Z) = G. Consider the pullback Wσ of W :

Wσ := V ×V W σ̃ //

ψσ

��

W

ψ
��

V
σ // V

Then ψσ : Wσ −→ V is also an H-Galois cover, étale over π−1(U) and σ̃ is an isomor-

phism of schemes over k.

Proposition 5.1. The H-coversWσ −→ V are isomorphic toW −→ V , ∀σ ∈ Aut(V |Z)
if and only if the composition W

ψ−−→ V
π−−→ Z is also Galois.

Proof. First we assume that for σ ∈ Aut(V |Z), ϕσ : W −→ Wσ is an isomorphism

of H-covers of V . We need to show that the field extension k(W )|k(Z) induced by

k(Z) ↪→ k(V ) ↪→ k(W ) is Galois. Let τ : k(W ) −→ k(W ) be any field embedding in the

algebraic closure k(W ) that fixes k(Z). It is enough to prove that τ(k(W )) = k(W ).

Since k(V )|k(Z) is Galois τ(k(V )) = k(V ) ⊂ τ(k(W )). Let σ = τ |k(V ) and it defines an

element of Aut(V |Z). Let ψ′ : W ′ −→ V be the normalization of V in τ(k(W )). Also,

35
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τ induces an isomorphism W ′ −→W and the following diagram is cartesian.

W ′ τ //

ψ′

��

W

ψ
��

V
σ // V

Hence W ′ = Wσ, ψ
′ = ψσ and by hypothesis ϕσ : W −→ W ′ is an isomorphism of

H-covers of V . Hence k(W ) = k(W ′) = τ(k(W )).

Conversely, suppose the composition W
ψ−→ V

π−→ Z is Galois. Let σ ∈ Aut(V |Z)
be non-identity and Wσ be the corresponding pullback of W . We want to define an

isomorphism ϕσ :W −→Wσ such that ψσ ◦ϕσ = ψ. Let k(W ) be the splitting field of a

polynomial f ∈ k(V )[x]. Then k(Wσ) is the splitting field of σ(f) ∈ k(V )[x]. Every root

of σ(f) is k(Z)-conjugate of a root of f and since k(W )|k(Z) is Galois, σ(f) splits in

k(W ). Hence by comparing degrees k(W ) is also the splitting field of σ(f). Hence there

is an isomorphism ϕσ : k(Wσ) −→ k(W ) fixing k(V ). This induces the isomorphism

ϕσ :W −→Wσ of V -schemes.

Let ϕσ : W −→ Wσ be an isomorphism of covers over V , for all σ ∈ Aut(V |Z).

Then by the proposition above, the composition π ◦ψ : W
ψ
//V

π //Z is Galois. For

σ ∈ Aut(V |Z), we get the following commuting diagram:

W
ϕσ
//

ψ
��

σ̃◦ϕσ

%%

Wσ
σ̃ //

ψσ

��

W

ψ
��

V

π
��

V
σ //

π
��

V

π
��

Z Z Z

Let Φσ := σ̃ ◦ϕσ :W −→W . Clearly, Φσ is an automorphism of W and ψ ◦Φσ = σ ◦ψ,
(π ◦ ψ) ◦ Φσ = π ◦ ψ. Hence Φσ ∈ Aut(W |Z) and it is a lift of σ. When σ = IdV ∈
Aut(V |Z), we choose its lift to be IdW .

5.1.1 The G-action on H:

For all σ ∈ G = Aut(V |Z) we fix a lift Φσ as above. When H is abelian, the right action

of G on H is given by (see Section 3.4.1):

h · σ := Φ−1
σ ◦ h ◦ Φσ,∀σ ∈ G and h ∈ H (5.1.1)

Remark 5.2. When H is abelian with the G-action as above, H becomes an object

of mod-G. Then the equivalence classes of extensions of G by H are in one-to-one
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correspondence with the cohomology group H2(G;H) (Theorem 3.47). The factor set

[·, ·] : G × G −→ H given by [σ, τ ] := Φ−1
στ ΦσΦτ is a 2-cocycle (Proposition 3.46) and

its image in H2(G;H) = Z2(G,H)/B2(G,H) corresponds to the Galois group Γ of

W −→ Z. For general H, using the bijective correspondence between the classes of

(G,H)-equivalent extensions of G with H2(G,Z(H)) (Theorem 3.48) one can similarly

find the cohomology class corresponding to Γ.

Let C be a smooth connected curve, α : πét1 (C) −→ G be an epimorphism and H be

a finite abelian group. Let a : G −→ Aut(H) be a fixed action of G on H.

Notation. Let NSExt(a, α) denote the sum of the number of solutions to embedding

problems (β, α) where β runs over all extensions of G by H given by a.

Since H2(G,H) classifies all such extensions, we have the following formula. For

e ∈ H2(G,H), let Γe denote the extension and βe : Γe −→ G denote the epimorphism.

Then

NSExt(a, α) =
∑

e∈H2(G,H)

NS(βe, α). (5.1.2)

5.2 Galois action on cyclic covers

5.2.1 G-action on Pm

Let X be a smooth connected projective curve and SX be a finite set of closed points

of X. Let ψ : V −→ X be a connected G-Galois cover for a finite group G and

SV = ψ−1(SX). Let rX = |SX |, rV = |SV | and gX (resp., gV ) be the genus of X (resp.,

V ).

For σ ∈ G and any D =
∑

v∈SV
avv ∈ Z[SV ], σ∗D =

∑
v∈SV

avσ
−1v ∈ Z[SV ] as

σ(SV ) = SV . So G acts on Pm = Pm(V \ SV ) on the right by

([L], D) · σ = ([σ∗L], σ∗D).

It is easy to see that this action preserves the group operation of Pm. Hence Pm is a

right G-module. Note that Pm is naturally a Z/mZ-module with compatible G-action.

Remark 5.3. We choose a generating set A = {a1, . . . , aN} of type T1 of Pm(V \ SV )
such that each ai is of order m. We also fix µ, a primitive m-th root of unity in k.

Using Proposition 3.24(iv), we fix an isomorphism from Pm to the Galois group of the

normalization of the cover ×Ni=1Wi −→ V , where Wi −→ Y is the cover corresponding

to ai.

Now we prove the main result: Theorem 1.1 from the introduction.
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Proof of Theorem 1.1. Let B ⊂ Pm = Pm(V \ SV ) be of type T1 consisting of elements

of order m and H =< B >. Suppose H is a G-submodule of Pm. For λ ∈ B, let

Wλ −→ V be the m-cyclic cover corresponding to λ. Let W −→ V be the normalized

fibre product of these covers. Then by Proposition 3.24, W −→ V is an H-Galois

connected cover étale over V \ SV . Since H is a G-module for any σ ∈ G and λ ∈ B,

σ∗λ ∈ H. Hence W −→ V dominates the m-cyclic covers Wσ∗λ −→ V corresponding to

σ∗λ for every λ ∈ B. Moreover, σ(B) consists of elements of order m and is of type T1.

Hence by Proposition 3.24 the normalized fibre product W ∗
σ of the covers Wσ∗λ −→ V is

dominated by W −→ V . Comparing degrees we obtain that the covers W ∗
σ −→ V and

W −→ V are isomorphic. Since this is true for all σ ∈ G, by Proposition 5.1 W −→ X

is a Galois cover. Let Γ be the Galois group. Then Γ is an extension of G by H.

Since W −→ X is Galois, for any σ ∈ G, we choose a lift Φσ = σ̃ ◦ϕσ from the Galois

group Γ = Aut(W |X). Let h ∈ Gal(W |V ) be the image of λ ∈< B > (by Proposition

3.24) and hσ be the pullback of h under σ. Let Wσ and W σ
λ be the pullbacks (by σ)

of W and Wλ respectively. For a morphism f of varieties over k, we let f# denote the

map of rational functions. Let K = Φ#
σ (k(Wλ)) ⊂ k(W ), Z be the normalization of V

in K. We will show that Z =Wσ∗λ.

W
ϕσ

//

ψ

$$

��

Φσ

))
Wσ σ̃

//

ψσ

��

��

W

ψ

��

��
,

k(W ) k(Wσ)
ϕ#σ

oo k(W )
σ̃#
oo

Φ#
σ

ss

(Wσ∗λ
?
=)Z

ϕσ,λ
//

(ψσ∗λ)

��

W σ
λ σ̃λ

//

ψσ,λ

��

Wλ

ψσ

��

k(Z) = K
?�

OO

k(W σ
λ )
?�

OO

ϕ#σ,λ

oo k(Wλ)
?�

OO

σ̃#
λ

oo

V V σ
// V k(V )

?�

OO

k(V )
?�

OO

k(V )
?�

OO

σ#
oo

From the diagram above, note that Φσ induces the isomorphism σ : V → V and conse-

quently induces an automorphism of Pm(V \ SV ). If λ = ([L], D), its pull back under

σ is σ∗λ = ([σ∗L], σ∗D). Then (by Corollary 3.20 and the discussion after the corol-

lary) Lm ⊗ OV (D) = div(s) ∼ 0 for some s in k(V ) and k(Wλ) is k(V )(t) for some

t ∈ k(W σ
λ ) ⊂ k(W ) such that tm = s. Similarly, σ∗Lm ⊗OV (σ∗(D)) = div(σ#(s)) and

k(Wσ∗λ) = k(V )(t′) for some t′ ∈ k(Wσ∗λ) ⊂ k(W ) such that (t′)m = σ#(s). Note that

k(W σ
λ ) = k(V )σ ⊗ k(Wλ) = k(V )σ ⊗ k(V )[t], where a′(a⊗ b) = (aσ#(a′))⊗ b = a⊗ a′b

for a, a′ ∈ k(V ), b ∈ k(Wλ). Clearly, σ̃#λ is given by b 7→ 1⊗ b, a 7→ 1⊗ a = σ#(a)⊗ 1.

Since k(V ) ↪→ k(W σ
λ ) implies a 7→ a⊗ 1 and ϕ#σ,λ|k(V ) = Id, ϕ#σ,λ(a⊗ 1) = a. Now,

0 = Φ#
σ |k(Wλ)(t

m − s) = ϕ#σ,λ ◦ σ̃
#
λ (t

m − s)

= (ϕ#σ,λ(1⊗ t))
m − ϕ#σ,λ(σ

#(s)⊗ 1) = (Φ#
σ (t))

m − σ#(s).

Hence K|k(V ) dominates the m-cyclic extension k(Wσ∗λ)|k(V ) (corresponding to the

equation xm − σ#(s) = 0). By comparing degrees of extensions, k(Z) = K = k(Wσ∗λ)
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and hence Φ−1
σ induces ϕ−1

σ,λ ◦ σ̃
−1
λ :Wλ −→Wσ∗λ, the m-cyclic cover of V corresponding

to σ∗λ.

W
ϕσ
//

σ∗h
��

Wσ
σ̃ //

hσ

��

W

h
��

W
ϕσ
//Wσ

σ̃ //W

From the commuting diagram above, h induces σ∗h, the image of σ∗λ in Gal(Wσ∗λ|V ).

Let B = {λ1, . . . , λn}, λi = ([Li], Di), Wi be the corresponding cover and hi be

the image of λi in Gal(Wi|V ). Again, (by Corollary 3.20 and the discussion after the

corollary) we have Lmi ⊗OV (Di) = div(si) for some si in k(V ) and k(Wi) is k(V )(ti) for

some ti ∈ k(W ) such that tmi = si and h
#
i (tj) = µδij tj where δij = 0 if i ̸= j, δij = 1 if

i = j.

Note that k(Wσ∗λj ) = k(V )(Φ#
σ (tj)) such that (Φ#

σ (tj))
m = σ#(sj). Clearly, k(W ) =

k(V )(Φ#
σ (t1), . . . ,Φ

#
σ (tn)) and (σ∗hi)

#(Φ#
σ (tj)) = µδij (Φ#

σ (tj)).

Note that

(Φ−1
σ hiΦσ)

#(Φ#
σ (tj)) = Φ#

σ h
#
i (Φ

#
σ )

−1(Φ#
σ (tj))

= Φ#
σ (µ

δij tj) = µδij (Φ#
σ (tj)) = (σ∗hi)

#(Φ#
σ (tj)).

We have Φ−1
σ ◦hi◦Φσ = σ∗hi. So, by Equation 5.1.1, we obtain h·σ = Φ−1

σ ◦h◦Φσ = σ∗h,

for any h ∈ Gal(W |V ). Hence, the group action of G on H ∼= Gal(W |V ) is the same as

the action of G on H as a G-submodule of Pm and W −→ X provides a solution to the

embedding problem.

For the converse, we choose a basis B = {h1, . . . , hr} of the free Z/mZ-module H.

The solution γ to the EP corresponds to the Γ-coverW → X which leads to the H-cover

W −→ V . LetWi −→ V be the Z/mZ-coverW/Hi where Hi =< hj : 1 ≤ j ≤ r, j ̸= i >.

Note that W is the normalization of fibre product of Wi’s. Since Wi −→ V is a Z/mZ-
cover, it corresponds to some ([Li], Di) in Pm. So the subgroup of Pm generated by

{([Li], Di) : 1 ≤ i ≤ r} is isomorphic to H. Note that this subgroup does not depend on

the choice of the basis (by Proposition 3.24(iii)). By Proposition 5.1, this subgroup of Pm

is G-stable under the G-action on Pm. Moreover, exactly like in the previous paragraph,

the G-action on this subgroup of Pm is the same as the G-action on H induced from

the EP. Hence H is isomorphic to this subgroup < {([Li], Di) : 1 ≤ i ≤ r} > of Pm as

G-modules.

Furthermore, for the last part of the theorem, observe that two solutions for the

embedding problem are equivalent iff they induce the same H-cover W −→ V . Finally,

the H-coverW −→ V determines the subgroup of Pm isomorphic to H by the above.
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Corollary 5.4. Let α be as above, H = (Z/mZ)r be a G-module and a : G −→ Aut(H)

be the associated action. Then NSExt(a, α) is the number of distinct G-submodules of

Pm(V \ SV ) isomorphic to H.

Proof. By Theorem 1.1, there is a bijection between G-submodules H of Pm = Pm(V \
SV ) and equivalence classes of solutions to the embedding problems (β, α) where β :

Γ −→ G is an epimorphism and Γ is any extension of G by H.

Note that Pm = Pm(V \SV ) ∼= (Z/mZ)N for N = 2gV + rV −1+ b(2) (by Proposition

3.22. An immediate consequence of Corollary 5.4 is the following corollary.

Corollary 5.5. There exists a unique extension Γ0 of G by Pm such that the following

embedding problem has a unique equivalence class of solutions.

πét1 (X \ SX)
?

yyyy

α
����

1 // Pm
� � // Γ0

// // G //

��

1

1

When a : G→ Aut((Z/mZ)N ) is equal to the action given in Subsection 5.2.1, NSExt(a, α) =

NS(Γ0 ↠ G,α) = 1, NSExt(a, α) = 0 otherwise.

Proof. Taking H = Pm in the Corollary 5.4, we obtain a unique equivalence class of

solutions to the embedding problem.

Let W0 −→ X be the Γ0 cover corresponding to the unique solution of the above EP.

Since any (Z/mZ)N -Galois cover of V , étale away from SV , is dominated by W0, from

Equation (5.1.2) we obtain the last part of the corollary.

We are interested in finding G-submodules H of Pm as these give rise to the solutions

to embedding problems for α : πét1 (X \ SX) −→ G with some extension Γ of G by H.

Note that SV is a G-set. Let S be a (possibly empty) G-stable subset of SV .

Proposition 5.6. The group Pm(V \S) is a G-submodule of Pm(V \SV ). In particular,

there is an extension Γ of G by Pm(V \ S) such that the embedding problem (β : Γ −→
G,α) has a solution.

Proof. By definition of Pm there is a natural inclusion of H = Pm(V \S) in Pm(V \SV ).
Since S is a G-set H is stable under the action of G on Pm(V \ SV ) defined in 5.2.1.

Hence H is a G-submodule of Pm(V \ SV ). The rest follows from Theorem 1.1.
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Let us apply the above proposition to the following example.

Example 5.7. Let X = P1
k = Spec k[x] ∪ Spec k[ 1x ], SX = {(x = 0), (x = 1),∞ := ( 1x =

0)}, V be the smooth completion of the affine curve Spec
k[x, 1

x−1
,y](

yp−y− xι+ς

(x−1)ς

) , where ι, ς are

positive integers coprime to p, G = Aut(V |X) ∼= Z/pZ, ψ : V −→ X be the Galois cover

corresponding to α : πét1 (X \ SX) ↠ G.

• Let n1 = (ς + ι)(p− 1), n2 = n1 + 1, n3 = n1 + p− 1, n4 = n1 + p. Then the EP

Ei = ((Z/mZ)ni ⋊θi G↠ G,α)

has a proper solution for some θi : G→ Aut((Z/mZ)ni), 1 ≤ i ≤ 4.

Note that ψ : V −→ X is a p-cyclic (Galois) cover, branched (totally ramified) at

(x = 1) and ∞ (since xι+ς

(x−1)ς has poles at (x = 1),∞ of orders ς, ι, respectively). For

i = 0, . . . , p − 1, let Oi ∈ V corresponds to (x = 0, y = (p − i)). Let Ĩ (respectively,

∞̃) in V be the point above (x = 1) (respectively, ∞) in SX . Note that ψ−1((x =

0)) = {O0, . . . , Op−1}. Then SV = ψ−1(SX) = {O0, . . . , Op−1} ⊔ {Ĩ} ⊔ {∞̃}, a disjoint

union of G-subsets and ψ is étale over X \ SX . By Theorem 3.14, the genus of V ,

gV = 2+p(0−2)+(ς+1)(p−1)+(ι+1)(p−1)
2 = (ς+ι)(p−1)

2 = n1
2 . Clearly, (Z/mZ)ni ⋊θi G is the

unique extension of G by (Z/mZ)ni w.r.to θi (by Theorem 3.49).

(E1) If S1 = ϕ, {Ĩ} or {∞̃}, by the above proposition, we have a G-submodule Pm(V \
S1) = {([L], D) ∈ Pm(V \ SV ) : Lm ∼= OV (D) ∼= OV } ∼= Pic0(V )[m] ∼= (Z/mZ)n1

(by Proposition 3.22). Let θ1 : G → Aut((Z/mZ)n1) be the restriction of the

canonical G action on Pm(V \ SV ). By the above proposition, there is a proper

solution for the EP E1.

(E2) When S2 = {Ĩ , ∞̃}, Pm(V \ S2) ∼= (Z/mZ)n2 (Proposition 3.22) is a G-submodule

by the proposition above with the canonical G-action θ2 and the EP E2 has a

proper solution.

(E3) When S3 = {O0, . . . , Op−1}, by Proposition 3.22 and the proposition above, Pm(V \
S3) ∼= (Z/mZ)n3 . Let θ3 be the G-action on this submodule (Z/mZ)n3 ↪→ Pm(V \
SV ). Then the EP E3 has a proper solution.

(E4) When S4 = {O0, . . . , Op−1}∪{Ĩ} or {O0, . . . , Op−1}∪{∞̃}, Pm(V \SV ) ∼= (Z/mZ)n4

(by Proposition 3.22) with G-action θ4. By the proposition above, there are at

least two (non-equivalent) proper solutions for the embedding problem E4.

Suppose G1�G and let f1 : X1 −→ X be the normalization ofX in k(V )G1 . Then the

cover V −→ X factors through X1 −→ X, Aut(X1|X) = G/G1 and Aut(V |X1) = G1.

Proposition 5.8. Let S1 be a subset of f−1
1 (SX) stable under the action of G/G1. There

is a natural G-equivariant homomorphism Pm(X1 \ S1) −→ Pm(V \ SV ). Moreover if
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(|Gab1 |,m) = 1 then this homomorphism is injective. In particular there is an extension

Γ of G by Pm(X1 \S1) such that the embedding problem (β : Γ −→ G,α) has a solution.

Proof. By definition of Pm there is a natural inclusion of Pm(X1 \ S1) in Pm(X1 \
f−1
1 (SX)). Since S1 is a G/G1-set Pm(X1 \ S1) is stable under the action of G/G1 on

Pm(X1 \ f−1
1 (SX)) defined in 5.2.1. Hence Pm(X1 \ S1) is a G-submodule of Pm(X1 \

f−1
1 (SX)).

Let h : V −→ X1 be the cover which composed with X1 −→ X is V −→ X. Then for

([L], D) ∈ Pm(X1\f−1
1 (SX)), ([h

∗L], h∗D) is in Pm(V \SV ). This defines a G-equivariant
map h∗ : Pm(X1 \ f−1

1 (SX)) −→ Pm(V \ SV ). Since the cover of W −→ X1 defined by

elements of Pm(X1 \f−1
1 (SX)) are Galois with abelian Galois group of order some power

of m and Gab1 is of order prime to m, W −→ X1 and V −→ X1 are linearly disjoint.

Hence h∗ is injective. The remaining statement follows from Theorem 1.1.

Let us explain the above proposition further in the following example.

Example 5.9. Let X = P1
k = Spec k[x] ∪ Spec k[ 1x ] and SX = {(x = 1), (x = c),∞ :=

( 1x = 0)} for some c ∈ k \ {0, 1}. Let V be the normalization of X in

k(x)[y, z](
yp − y − xι+ς

(x−1)ς , z
p − z − xδ+ε

(x−c)ε

) ; ι, ς, δ, ε ∈ Z>0 \ pZ.

Clearly G = Gal(V |X) =< σ, τ : σp = τp = IdG, στ = τσ >∼= (Z/pZ)2, where σ, τ
are defined by σ(y) = y + 1, σ(z) = z; τ(y) = y, τ(z) = z + 1. Let G1 =< τ > and

ψ : V −→ P1
k be the G-cover corresponding to α.

• For 1 ≤ i ≤ 4, let ni be as in Example 5.7. Then the EP

E ′i = ((Z/mZ)ni ⋊ρi G↠ G,α)

has a proper solution for some ρi : G→ Aut((Z/mZ)ni), 1 ≤ i ≤ 4.

Here X1 is the smooth completion of Spec
k[x, 1

x−1
,y](

yp−y− xι+ς

(x−1)ς

) and Gal(X1|X) = G/G1 =<

σ̄ >. Let α1 : πét1 (X) ↠ G/G1 corresponds to f1 : X1 −→ X. This cover is branched

only at (x = 1) and ∞, and unramified at (x = c). Let Ĩ , ∞̃ be the points in X1 over

(x = 1),∞, respectively; and C̄i, 0 ≤ i ≤ p − 1, be the points in X1 above (x = c).

Since h : V −→ X1 branched at ∞̃ and each C̄i and unramified at Ĩ, let h−1(∞̃) = ∞̂,

h−1(Ĩ) = {I0, . . . , Ip−1} and h−1(C̄i) = Ci. Then

SV = {I0, . . . , Ip−1, C0, . . . , Cp−1, ∞̂}, f−1
1 (SX) = {Ĩ , C̄0, . . . , C̄p−1, ∞̃}.
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Then h∗ : Pm(X1 \ f−1
1 (SX))→ Pm(V \ SV ) is defined by

h∗

((
[L], aĨ +

p−1∑
i=0

biC̄i + d∞̃

))
=

(
[h∗L], a(

p−1∑
i=0

Ii) +

p−1∑
i=0

pbiCi) + pd∞̂

)
,

for a, bi, d ∈ Z, a+
∑p−1

i=0 bi+d ≡ 0( mod m). By the above proposition (since gcd(|Gab1 |,m) =

gcd(p,m) = 1), it is a natural G-equivariant injective homomorphism.

Let Si, 1 ≤ i ≤ 4, be as in Example 5.7 (substitute V,G, α,Oj by X1, G/G1, α1,

C̄j , 0 ≤ j ≤ p − 1, respectively). Then (Z/mZ)ni = h∗(Pm(X1 \ Si)) is a G-stable

free Z/mZ-submodule of Pm(V \ SV ) (by Proposition 3.22 and the proposition above).

Let ρi be the corresponding G-action. Clearly, (Z/mZ)ni ⋊ρi G is the unique extension

of (Z/mZ)ni by G w.r.to ρi (by Theorem 3.49). By the proposition above, there is a

((Z/mZ)ni ⋊ρiG)-Galois coverWi −→ X (resp. a (Pm(X1 \Si)⋊θi (G/G1))-Galois cover

Yi −→ X) corresponding to the proper solution of the EP E ′i (resp. the EP Ei). Then

Wi is the normalization of Yi ×X1 V .

5.3 Some results on effective subgroups

Definition 5.10. Let H be a subgroup of a finite group Γ. A subset B ⊂ H will be

called a relative generating set for H in Γ if for every subset T ⊂ Γ such that H ∪ T
generates Γ, the subset B ∪ T also generates Γ. The relative rank of H in Γ is the

smallest non-negative integer ρ := rankΓ(H) such that there is a relative generating set

for H in Γ consisting of ρ elements.

Let Xo be a smooth connected affine curve, X be its smooth completion and SX =

X \Xo. Let G, H and Γ be finite groups. Let α : πét1 (Xo) −→ G be an epimorphism.

Let Y −→ X be the G-Galois connected cover corresponding to α.

Definition 5.11. Given a finite index subgroup Π ⊂ πét1 (Xo), we say the EP (β : Γ ↠

G,α) restricts to Π if α(Π) = G. If the restricted EP (β, α|Π) has a proper solution then

we say Π is an effective subgroup for the EP (β, α).

Let Z → X be the normalization of X in the fixed field of Π and Zo be the inverse

image of Xo in Z. Then Π = πét1 (Zo). Let V be the normalization of Y ×X Z. Then

V −→ Z is an α(Π)-Galois cover. Note that the embedding problem restricts to Π if

and only if the covers Z → X and Y → X are linearly disjoint. Recall that a proper

solution to the EP (β : Γ ↠ G,α) translates to finding a dominating cover W1 −→ X
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so that the following diagram commutes.

W1

��

Γ

!!

Y
G
// X

A proper solution to the restricted EP (β, α|Π) gives a Γ-Galois cover W of Z étale

over Zo that dominates the normalization V of Y ×X Z → Z.

πét1 (Zo) = Π �
�

//

?
����

α|Π
'' ''

πét1 (Xo)

α
����

Γ
β

// // G

(5.3.1)

A proper solution to the above EP translates to the problem of finding a Γ-cover

W −→ Z dominating V −→ Z.

W

��

Γ

&&
V //

��

G
f

))
Y ×X Z //

zz

Z

��

Y
G

// X

(5.3.2)

When there exists a Γ-Galois cover W −→ Z so that the above diagram commutes,

Π becomes an effective subgroup for the EP (β, α).

For ramification filtration and upper jump, see Section 3.1.1. The following is an

immediate consequence of Proposition 5.1.

Corollary 5.12. Let Z −→ X be a cover étale over Xo such that the normalization

f : V −→ X of the fibre product Y ×X Z is connected. Also assume that there exists an

H-cover W o of V o = f−1(Xo) whose pullback by all σ ∈ G is again the same H-cover

W o −→ V o. Then there exist an extension β : Γ −→ G of G by H such that πét1 (Zo) is

an effective subgroup of πét1 (Xo) for the EP (β, α).

Hypothesis (H): Let H be a finite group, G,Γ be finite quasi-p groups. Put Xo =

A1 = Spec k[x] and X = P1 in the Diagrams (5.3.1) and (5.3.2)respectively. Let Y o −→
A1 be an étale G-Galois cover associated with α : πét1 (A1) ↠ G. Let Zo −→ A1 be a

p-cyclic étale cover, gY and gZ be the genera of the smooth completions Y and Z of Y o

and Zo respectively. Let f : V −→ Z be the normalization of the fibre product Y ×P1 Z,

V o = f−1(Zo) and gV be the genus of V . Let E1 = (β : Γ ↠ G,α) be an EP and

H = ker(β).
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Recall that Πg = Πg,0 is the surface group (see Chapter 4). Let us state the following

theorem that gives us a sufficient condition so that an index-p-subgroup of πét1 (A1) can

be an effective subgroup for the EP E1.

Theorem ([21, Proposition 15]). Consider the Hypothesis (H). Let g be such that there

is a homomorphism π : Πg → H/p(H) and the image of π is a relative generating set for

H/p(H) in Γ/p(H). Let gZ be at least g. Suppose that the genus of the normalization

of Z ′ ×P1 Y is same as gV for all but finitely many p-cyclic covers Z ′ → P1 branched

only at x =∞ with the genus g(Z ′) = gZ . Then π
ét
1 (Zo) is an effective subgroup for the

above EP E1.

The example below shows that the sufficient condition mentioned in the above theo-

rem is not necessary.

Example 5.13. Let Y o → A1 and Zo → A1 in the Hypothesis (H) be such that

gY > gZ |G| and k(Z) ∩ k(Y ) = k(x). Here m is coprime to p, H = Pm = Pm(V
o) and

the G-action a on H = Pm is the same as in 5.2.1. Let B ⊂ Pm be of cardinality at most

2gZ . Let Γ = Pm⋊aG. By Theorem 1.1, the EP (β, α|πét
1 (Zo)) has a proper solution and

so πét1 (Zo) is an effective subgroup of πét1 (A1) for the EP E1.

Remark 5.14. The condition “gZ ≥ g and the image of Πg → H/p(H) is a relative

generating set for H/p(H) in Γ/p(H)” in the theorem above is not necessary in the given

example. Note that gV > gZ |G| (since gV ≥ gY > gZ |G|) and hence |Pm| > m2gZ |G|

(Since Pm ⊃ Pic0(V )[m] ∼= (Z/mZ)2gV ). Put g = gZ in the hypothesis of the theorem

above. Since p(H) = p(Pm) is trivial, gZ = g < 1
2 rankΓ(H). By Corollary 5.5, we are

in the set-up of the above theorem. Clearly, the G-submodule of Pm generated by B

has cardinality at most m2gZ |G| and hence is not the whole of Pm. This implies B is

not a relative generating set of H in Γ. In fact, no image of ΠgZ in H can be a relative

generating set of H in Γ. Then the sufficient condition mentioned in the theorem above

is far from necessary.

Let us recall a corollary to the above theorem from [21].

Corollary 5.15 ([21, Corollary 17]). Consider the the Hypothesis (H). Let gZ is at

least rankΓ(H) and the upper jump of the cover Z −→ P1 at ∞ is different from all the

upper jumps of Y −→ P1 at ∞. Then πét1 (Zo) is an effective subgroup of πét1 (A1) for the

given EP E1.

Note that the condition “gZ ≥ rankΓ(H)” in the above corollary can be relaxed:

“gZ ≥ 1
2 rankΓ(H) when H is abelian” as we can define a homomorphism π : ΠgZ → H

such that π(ΠgZ ) is a relative generating set for H/p(H) in Γ/p(H).

Theorem 5.16. Let m be prime to p, a : G −→ Aut(H) be a representation over

Z/mZ and r be the size of the smallest generating set of H as a G-module. Consider the

hypothesis (H). If gZ ≥ r/2 and all the upper jumps of Y o −→ A1 at ∞ are different

from 1 + 2gZ/(p− 1) then a : G −→ Aut(H) is a subrepresentation of Pm(V
o).
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Proof. Note that the upper jump of Z −→ P1 over ∞ is 1 + 2gZ/(p − 1) (see [21,

Remark 18]). Also f : V −→ Z is a connected G-Galois cover étale over Zo. Let

α : πét1 (Zo) −→ G be corresponding epimorphism and β : Γ −→ G be any extension of

G by H with respect to the action a. Note that p(H) is the (proper) trivial subgroup

and rankΓ(H) ≤ r. By the corollary above the EP E1 has a proper solution. Hence by

Theorem 1.1, H is a G-submodule of Pm(V
o).

5.4 The case when G is a cyclic p-group

Let X be a smooth connected projective curve and SX be a finite set of closed points

of X. Let ψ : V −→ X be a connected G-Galois cover étale away from SX for a finite

cyclic p-group G of order pa generated by σ, gV and gX be the genera of V and X;

SV = ψ−1(SX) and α : πét1 (X \ SX) ↠ G be the homomorphism corresponding to ψ.

Let l be a prime number other than p, H = (Z/lZ)n be a module over Z/lZ ∼= Fl. For

b ≥ 1, db will denote the order of l in (Z/pbZ)∗. Φpb(x) denotes the pb-th cyclotomic

polynomial, Pbi(x) are irreducible factors (over Fl) of Φpb(x).

Note that deg(Pbi(x)) = db (see the proof of Lemma 3.33).

Since gcd(|G|, l) = 1, by Theorem 3.49, H2(G; (Z/lZ)n) is trivial. Hence any exten-

sion of G by (Z/lZ)n must be a semidirect product.

Now we prove Theorem 4.12.

Proof of Theorem 4.12. By Lemma 3.33, we have an isomorphism of Fl[G]-modules

Pl(V \ SV ) ∼= (Fl)n0 ⊕ (⊕ab=1 ⊕
pb−1(p−1)/db
i=1 (Fl[x]/Pbi(x))γbi),

where the non-negative integers γbi satisfy Σ
pb−1(p−1)/db
i=1 γbidb = nb. As mentioned before,

since gcd(|H|, |G|) = gcd(l, p) = 1, any extension of G by H with respect to some G-

action θ must be equivalent to H ⋊θ G. Note that any basis of H over Fl is of type T1

consisting of elements of order l.

If n satisfies the expression given in Theorem 4.12, thenH is identified with aG-stable

subspace (Fl)u ⊕ (⊕ab=1 ⊕
pb−1(p−1)/db
i=1 (Fl[x]/Pbi(x))γ

′
bi) of Pl(V \ SV ) where

Σ
pb−1(p−1)/db
i=1 γ′bi = vb

and the embedding problem (β : H ⋊θ G ↠ G,α : πét1 (X \ SX) ↠ G) has a proper

solution by Theorem 1.1 where θ depends on the choice of identification of H.

Conversely, if an embedding problem (β : H ⋊θ G ↠ G,α : πét1 (X \ SX) ↠ G) has a

proper solution, then H = ker(β) must be a Fl[G]-submodule of Pl(V \ SV ) (Theorem
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1.1). So

H ∼= (Fl)u ⊕ (⊕ab=1 ⊕
pb−1(p−1)/db
i=1 (Fl[x]/Pbi(x))γ

′
bi)

where 0 ≤ u ≤ n0, 0 ≤ γ′bi ≤ γbi. Put vb = Σ
pb−1(p−1)/db
i=1 γ′bi. Then vb ≤ nb/db and

n = u+Σab=1Σ
pb−1(p−1)/db
i=1 γ′bidb = u+Σab=1vbdb.

Lemma 5.17. Let that hypothesis be as in Theorem 4.12. For each x ∈ SX , ψ−1({x}) =
{v1, . . . , vr} is a G-subset of SV . Moreover, r divides pa and vi’s can be rearranged so

that σ−1(vi) = vi+1 for i < r, σ−1(vr) = v1.

Proof. Since ψ(v1) = x, and the Galois group G =< σ > acts transitively on the fibre,

ψ−1(x) is the orbit of v1 in SV and vi = σsi(v1) for some integer si, 1 ≤ i ≤ r. Hence

ψ−1(x) is a G-set and r divides #(G) = pa. Since σp
a
is identity, ∃s ≤ r such that

σs(v1) = v1 and so {v1, σ−1(v1), . . . , σ
−(s−1)(v1)} is a G-subset. For each 1 ≤ i ≤ r,

vi = σsi(v1) must be in {v1, σ−1(v1), . . . , σ
−(s−1)(v1)}. Then r = s.

Lemma 5.18. Let the hypothesis be as in Theorem 4.12 and SX be nonempty. Let

rX = #(SX), rj = #({x ∈ SX |#(ψ−1({x})) = pj}) for 0 ≤ j ≤ a. There is a G-module

isomorphism

Pl(V \ SV ) ∼= Pic0(V )[l]⊕ FrX−1
l ⊕ (⊕ai=1 ⊕

pi−1(p−1)/di
t=1 (Fl[x]/Pit(x))

∑a
j=i rj ).

Proof. Recall the exact sequence (Equation 3.2.2) of abelian groups:

0 // Pic0(V )[l] �
�

// Pl(V \ SV )
f
// Z/lZ[SV ]

deg
// Z/lZ,

where the inclusion map is [L] 7→ ([L], 0), f(([L], D)) = D mod l and deg(D mod l) =

deg(D) mod l. Clearly, [σ∗L] 7→ ([σ∗L], 0) = ([L], 0) · σ. Also, (f(([L], D))) · σ = σ∗D

mod l = f(([σ∗L], σ∗D)) = f(([L], D) · σ). Since σ is an automorphism of V , deg(D) =

deg(σ∗D) for any cartier divisor D. Hence the inclusion map, f and deg are all G-

module homomorphisms. From this exact equation of G-modules and Proposition 3.29,

we have a G-module isomorphism

Pl(V \ SV ) ∼= Pic0(V )[l]⊕ Pl(V \ SV )/Pic0(V )[l] ∼= Pic0(V )[l]⊕ f(Pl(V \ SV ))
∼= Pic0(V )[l]⊕ ker(deg)

∼= Pic0(V )[l]⊕ {Σv∈SV
avv|av ∈ Z/lZ,Σv∈SV

av = 0}
∼= Pic0(V )[l]⊕ Pram(SV , l),

where Pram = Pram(SV , l) denotes the G-module {Σv∈SV
avv|av ∈ Z/lZ,Σv∈SV

av = 0}.
We fix a section ı : Pram ↪→ Pl(V \ SV ) of f . As an abelian group, Pram has dimension

#(SV ) − 1 over Fl. Clearly, the l-cyclic cover of V corresponding to [L] ∈ Pic0(V )[l] is

étale over V . If ı(Σv∈SV
avv) = ([L],Σv∈SV

avv) (for simplicity, we choose the coefficients

av to denote element of both Z/lZ and Z), the corresponding l-cyclic cover of V is
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(tamely) ramified at v ∈ SV iff av ̸≡ 0 mod l, ramification index at v is l (see the

discussion after Corollary 3.20). The G action on Pram is given by

(Σv∈SV
avv) · σ = Σv∈SV

av(σ
−1v).

Let CXi := {x ∈ SX |#(ψ−1({x})) = pi} = {xi1, . . . , xi,ri}, 0 ≤ i ≤ a. CXi can be

empty. Then ri is the cardinality of CXi , SX = ⊔iCXi (by Lemma 5.17), rX =
∑
ri and

#(SV ) =
∑a

i=0 rip
i. Let ψ−1({xij}) = {vij1, . . . , vijpi}, rearranged as in Lemma 5.17.

WLOG, we may assume that CXI is non-empty for some I ∈ {0, 1, . . . , a}. For

0 ≤ i, j ≤ a, note that ⌈pj−i⌉ = 1 if j ≤ i, ⌈pj−i⌉ = pj−i if j > i. Since ⌈pI−i⌉pi −
⌈pi−I⌉pI = 0 and G acts trivially on ⌈pI−i⌉

∑pi

k=1 vijk − ⌈p
i−I⌉

∑pI

k=1 vI1k, this ele-

ment of Pram corresponds to the l-cyclic cover Vij −→ V , where Vij is the normal-

ization of V ′
ij ×X V and V ′

ij −→ X is the l-cyclic cover corresponding to xij − xI1,

an element of Pram(SX , l) = {Σx∈SX
axx|Σx∈SX

ax = 0 mod l} ↪→Pl(X \ SX). Then

B0 = {⌈pI−i⌉
∑pi

k=1 vijk − ⌈p
i−I⌉

∑pI

k=1 vI1k : 0 ≤ i ≤ a, 1 ≤ j ≤ ri, (i, j) ̸= (I, 1)} is

linearly independent and each element generates a trivial submodule of Pram. Hence the

number of trivial components of Pram is at least #(B0) = rX − 1.

Let Wij be the subspace of Pram generated by the basis Bij = {vij1 − vij2, vij2 −
vij3, . . . , vi,j,pi−1−vijpi} when i > 0. Then dim(Wij) = pi−1, Wij ∩ (∪(i,j)̸=(i′,j′)Wi′j′) =

{0}. Since the basis is a G-set, each Wij is G-stable. Since B0 and Bij ’s are disjoint and

there union is linearly independent, Pram
∼= FrX−1

l ⊕(⊕ai=1⊕
ri
j=1Wij) is a G-stable decom-

position (since, equating dimensions on both sides, #(SV )−1 = rX−1+
∑a

i=1 ri(p
i−1)).

Since (vijk − vi,j,k+1) · σ = vi,j,k+1 − vi,j,k+2 (here k + 2 = 1 when k = pi − 1), the

characteristic polynomial of σ is (xp
i − 1)/(x− 1) =

∏i
b=1

∏ϕ(pb)/db
t=1 Pbt(x), a product of

irreducible polynomials, each of multiplicity 1. Thus, we have the G-module decompo-

sition: Wij
∼= ⊕ib=1 ⊕

ϕ(pb)/db
t=1 (Fl[x]/(Pbt(x)). Hence,

Pram(SV , l) ∼= FrX−1
l ⊕ (⊕ai=1 ⊕

ri
j=1 ⊕

i
b=1 ⊕

ϕ(pb)/db
t=1 (Fl[x]/Pbt(x)))

∼= FrX−1
l ⊕ (⊕ai=1 ⊕

pi−1(p−1)/di
t=1 (Fl[x]/Pit(x))

∑a
j=i rj ).

Lemma 5.19. The Z/lZ-cover Vij −→ V in the proof of Lemma 5.18 is ramified at

each vI1k, 1 ≤ k ≤ pI , and each vijk, 1 ≤ k ≤ pi, and étale elsewhere.

For i > 0 and any irreducible G-submodule M of Wij, the corresponding M -cover of

V will be ramified at each point in ψ−1(xij) = {vij1, . . . , vijpi} and étale elsewhere.

Proof. Once we have fixed an index I ∈ {0, . . . , a}, Vij corresponds to ([L], D) ∈ ı(Pram),

where f(([L], D)) = D mod l = ⌈pI−i⌉
∑pi

k=1 vijk − ⌈p
i−I⌉

∑pI

k=1 vI1k ∈ Pram. Since
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(⌈pI−i⌉,−⌈pi−I⌉) is either (pI−i,−1) or (1,−pi−I), coefficient of each vijk and vI1k is

nonzero in Z/lZ. The result follows from the discussion after Corollary 3.20.

Let w be a nonzero element of M ⊂ Wij =< Bij >. Then w =
∑pi

k=1 aijkvijk for

aijk ∈ Z/lZ. Then at least one coefficient, say aijκ is nonzero. For 1 ≤ t ≤ pi, let

1 ≤ κ+ t ≤ pi such that κ + t ≡ κ+ t mod pi. Then aijκvijκ+t is present in the

expression of w · σt and {κ+ t : 1 ≤ i ≤ pi} = {1, . . . , pi}. The the cover corresponding

to ı(w · σt) is ramified at vijκ+t. Since G acts transitively on ψ−1(xij), M is G-stable

and the M -cover of V dominates the connected component of the cover corresponding

to every element in M , the M -cover is ramified at each point in ψ−1(xij).

Proposition 5.20. Let the hypothesis and notations be as in the Theorem 4.12 and

Lemma 5.18. Let Ψ : W −→ V be an H-Galois cover corresponding to a proper so-

lution of an EP (β : H ⋊θ G ↠ G,α : πét1 (X \ SX) ↠ G). Let BW
j := {x ∈ CXj :

points in W over some v ∈ ψ−1({x}) is ramified}, possibly empty. Then the genus of

W is

gW =
2 + |H|(2gV − 2) + ln−1(l − 1)(

∑a
j=0 |BW

j |pj)
2

.

Proof. Note that for any x ∈ BW
j and for every w ∈ (ψ ◦Ψ)−1({x}) and e(w|Ψ(w)) = l,

#(Ψ−1(Ψ(w))) = |H|/l = ln−1 (by Lemma 3.13). Since there are pj points in SV

over each x ∈ BW
j and ln−1 points in W over each v ∈ ψ−1({x}), by Theorem 3.14,

2gW − 2 = |H|(2gV − 2) + ln−1(
∑a

j=0 |BW
j |pj)(l − 1).

Now we can calculate the minimal genus ofH⋊θG-covers ofX dominating ψ : V → X

in specific cases.

Corollary 5.21. Let the hypothesis and the notations be as in the Theorem 4.12, Lemma

5.18 and Proposition 5.20. Let Pl(V \ SV ) = Pic0(V )[l] ⊕ Pram
∼= (⊕iW

β′
i

i ) ⊕ (⊕iW
β′′
i

i )

be a G-stable decomposition into non-isomorphic irreducible submodules Wi, βi and β
′
i

are non-negative integers. Let W0 be the trivial representation. Let θ : G → Aut(H),

H ∼= ⊕W γi
i as G-modules for non-negative integers γi. Assume that γi ≤ β′i + β′′i . Let

H ′ = ⊕iW
min{β′

i,γi}
i and H ′′ = ⊕iWαi

i , where αi = 0 if β′i ≥ γi, αi = γi − β′i if β′i < γi.

Then H = H ′⊕H ′′. Let gmin be the minimum of genera of H-covers of V corresponding

to the proper solutions of the EP (β : H ⋊θ G↠ G,α).

1. Let SX contain r0 elements and each v in SV be totally ramified. Then

gmin =
2 + |H|(2gV − 2) + ln−1(l − 1)(α0 + 1)

2
.

2. Let there be r1 elements in SX and for each x ∈ SX , let there be p elements in

ψ−1(x). Let α0 ̸= 0. Then

gmin =
2 + |H|(2gV − 2) + ln−1(l − 1)pmax{α0 + 1, α1, α2 . . .}

2
.
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3. Let SX = CX0 ⊔CX1 such that for each x ∈ CXi there are pi elements in ψ−1({x}),
i = 0, 1. Let there be ri elements in CXi . Then gmin = 2+|H|(2gV −2)+ln−1(l−1)B

2

where B is as follows:

(a) If αi = 0 for all i > 0

i. if α0 ≤ r0 − 1, then B = (α0 + 1),

ii. if r0 ≤ α0 ≤ r0 + r1 − 1, then B = [(α0 + 1− r0)p+ r0].

(b) If αi ̸= 0 for some i > 0

i. if α0 + 1 ≤ maxi>0{αi}, then B = (maxi>0{αi})p,
ii. if maxi>0{αi} < α0 + 1 ≤ maxi>0{αi}+ r0, then B = [(maxi>0{αi})p+

(α0 + 1−maxi>0{αi})],
iii. if maxi>0{αi}+ r0 < α0 + 1 ≤ r0 + r1, then B = [(α0 + 1− r0)p+ r0].

Proof. Let Ψ :W −→ V be an H-Galois cover such that the composition ψ ◦Ψ :W −→
X is a H ⋊θ G-Galois cover of X, étale away from SX . The genus of W is determined

by the number of ramification points of the H-cover W −→ V . If W is of minimum

genus among all such curves, then the corresponding inclusion map H ↪→ Pl(V \ SV )
(by Theorem 1.1) must satisfy H ∩ Pic0(V )[l] = H ′ (this is because the elements in

Pic0(V )[l] correspond to étale covers of V). We have to choose H ′′ ↪→Pram, such that

for the corresponding H-cover W −→ V , BW
j ⊂ CXj as in Proposition 5.20 and that the

number of ramification points
∑a

j=0 |BW
j |pj is minimum.

1. Here SX = CX0 = {x1, . . . , xr0}, Pram
∼= Fr0−1

l and H ′′ ∼= Wα0
0
∼= Fα0

l . Note that

α0 + 1 ≤ r0. Put H ′′ ∼=< x2 − x1, . . . , xα0+1 − x1 > so that for the resultant

H ′ ⊕ H ′′-cover W −→ V , BW
0 = {x1, . . . , xα0+1}. Then the H-cover W −→ V

has the required genus. For any other H-cover W ′ −→ V satisfying the given

conditions, |BW ′
j | ≥ dim(H ′′) + 1 = α0 + 1. Therefore, the genus of W above is

minimal.

2. Here SX = CX1 = {x1, . . . xr1}, rX = r1,#(SV ) = pr1, and

H ′′ ∼= Fα0
l ⊕ [⊕(p−1)/d1

i=1 (Fl[x]/P1i(x))
αi ].

Let A = max{α0 + 1, α1, α2, . . .}. Choose < x2 − x1, . . . , xα0+1 − x1 >∼= Fα0
l .

For 1 ≤ j ≤ αi, choose the irreducible submodule isomorphic to Fl[x]/(P1i(x))

from a fixed decomposition of W1j
∼= ⊕(p−1)/d1

t=1 Fl[x]/P1t(x) (as in the proof of the

lemma above). These will give G-stable submodule isomorphic to Fl[x]/(P1i(x))
αi .

From these and the H ′ ↪→ Pic0(V )[l], we form an H-cover W of V , and BW
1 =

{x1, . . . , xA}. Then the genus of W is gmin.

Let W ′ be another H ⋊θ G-cover of X dominating V , étale away from SX . Then

BW ′
1 ⊂ SX . We may assume that w.r.to theH-coverW ′ → V , H∩Pic0(V )[l] = H ′.

Then its genus is gW ′ =
2+|H|(2gV −2)+ln−1(l−1)(|AW ′

1 |p)
2 . Note that Fα0

l ensures that
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there are at least α0+1 points in BW ′
1 . Also, by comparing dimension, #(BW ′

1 ) ≥
αi. Therefore gW ′ ≥ gmin.

3. Assume that CX0 = {x01, . . . x0r0} and CX1 = {x11, . . . x1r1}.

(a) Here H ′′ ∼=Wα0
0 .

i. Since a0 + 1 ≤ r0, we choose the isomorphism: H ′′ ∼=< {v0j1 − v011 :

0 ≤ j ≤ α0 + 1} >. For the corresponding H-cover W −→ V , BW
0 is

{x01, . . . , x0,α0+1}. Clearly, this gives us the minimal genus curve.

ii. If r0 < α0+1 ≤ r0+r1, then identify H ′′ with the vector space generated

by {v0i1 − v011 : 1 ≤ i ≤ α0 + 1} ⊔ {
∑p

k=1 vijk − p · v011|1 ≤ j ≤ t} which
gives us the cover W −→ V with BW

0 = CX0 , BW
1 = {x11, . . . , x1t} for

t = α0 − (r0 − 1). Clearly, W has the minimal genus mentioned above.

(b) Here H ′′ ∼= Fα0
l ⊕ [⊕(p−1)/d1

i=1 (Fl[x]/P1i(x))
αi ]. We begin by embedding the

nontrivial part of H ′′ in Pram as those can only be generated by elements in

CX1 . As in the first part of the proof above, we get B
(1)
1 ⊂ CX1 (B

(1)
1 here

is the set BW
1 in part 2 when α0 = 0). Assume that B

(1)
1 = {x11, . . . , x1A},

A = maxi>0{αi}.

i. When α0+1 ≤ A, <
∑p

k=1 v1jk−
∑p

k=1 v11k|2 ≤ j ≤ α0+1 >∼= ( Fl[x]
(x−1))

α0

and no additional point gets ramified. BW
0 = ϕ and BW

1 has maxi>0{αi}
points. Now apply Proposition 5.20.

ii. When A < α0 +1 ≤ A+ r0, < {
∑p

k=1 v1jk −
∑p

k=1 v11k|1 < j ≤ A} ⊔ {p ·
v0j1 −

∑p
k=1 v11k|1 ≤ j ≤ α0 + 1 − A >∼= ( Fl[x]

(x−1))
α0 , BW

0 = {x0i|1 ≤ i ≤
α0 + 1−A}, BW

1 = B
(1)
1 . Apply Proposition 5.20.

iii. When A+ r0 < α0+1 ≤ r0+ r1, we have to choose extra α0+1−A− r0
elements from ψ−1(CX1 \ B

(1)
1 ). {

∑p
k=1 v1jk −

∑p
k=1 v11k : A + 1 ≤ j ≤

A+(α0+1−A−r0)} should be taken with the basis above to generate a

vector space isomorphic to Fα0
l . Then BW

0 = CX0 , BW
1 = B

(1)
1 ⊔{x1j |A+

1 ≤ j ≤ α0 + 1 − r0}, #(BW
1 ) = α0 + 1 − r0. Again apply Proposition

5.20.

Notation. Let Mit denote the irreducible G-module Fl[x]/Pit(x) for i ≤ i ≤ a, 1 ≤ t ≤
pi−1(p− 1)/di (σ acts by multiplication by x). For 1 ≤ j ≤ ri, the multiplicity of Mit in

Wsj is 1 if s ≥ i, the multiplicity is zero if s < i.

Let the hypothesis and the notations be as in the Theorem 4.12, the Lemma 5.18

and the Proposition 5.20. Let the G-modules H,H ′, H ′′ be as in the Corollary 5.21.

Corollary 5.22. Consider the G-stable decomposition H ′′ ∼= Fα0
l ⊕ (⊕ai=1 ⊕

pi−1(p−1)/di
t=1

Mαit
it ) for non-negative integers α0, αit. In general, a method of finding an H⋊θG-cover

of X of genus g, minimum among the genera of all the covers corresponding to the
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proper solutions of the EP (β : H ⋊θ G ↠ G,α) is given by the following integer linear

programming problem with bounded variables.

Minimize
a∑
i=0

piyi

subject to :
∑a

s=i ys ≥ maxt{αit}, for i > 0 and
∑a

i=0 yi ≥ α0 + 1; with 0 ≤ yi ≤ ri and
yi ∈ Z, 0 ≤ i ≤ a.

If cmin is the minimum value of
∑a

i=0 p
iyi, then the minimum genus is

g =
2 + ln(2gV − 2) + ln−1(l − 1)cmin

2
.

Proof. Let Ψ : W −→ V be an H-cover corresponding to a proper solution for the

given EP. WLOG, we may assume that the corresponding G-module monomorphism

H ↪→Pl(V \ SV ) (by Theorem1.1) satisfies H ′ ↪→Pic0(V )[l] and H ′′ ↪→Pram (since the

direct summand of H embedded into Pic0(V )[l] does not contribute to the degree of

the ramification divisor of Ψ). By Proposition 5.20 the genus of W depends on the

cardinality
∑a

0 p
i|BW

i | of the (tamely) ramified points of Ψ in V , for all proper solu-

tions of the EP. By Lemma 5.19, the non-trivial part ⊕i>0 ⊕t Mαit
it of H ′′ is embed-

ded into ⊕xsj∈⊔a
s=1B

W
s
Wsj . Also, for i > 0, Mαit

it ⊂ ker(Φpi(σ|H′′)) is embedded into

ker(Φpi(σ|Pram)) = ⊕as=i ⊕
rs
j=1 Wsj . Hence the image of Mαit

it ⊂ H ′′ must be in

(⊕xsj∈⊔a
s=1B

W
s
Wsj) ∩ (⊕as=i ⊕

rs
j=1 Wsj) = ⊕xsj∈⊔a

s=iB
W
s
Wsj .

Note that the multiplicity ofMit in ⊕xsj∈⊔a
s=iB

W
s
Wsj is

∑a
s=i |BW

s |. Hence
∑a

s=i |BW
s | ≥

αit, the multiplicity ofMit in H
′′, for each t ∈ {1, . . . , p

i−1(p−1)
di

}. Clearly, if α0 > 0, then

Fα0
l ↪→Pram(SV , l) factors through Fα0

l ↪→Pram(SX , l) and the corresponding Fα0
l -cover

of X (dominated by W −→ X) is ramified over at least α0 + 1 points in ⊔a0BW
i . Hence,∑a

s=0 |BW
s | ≥ α0 + 1. Since BW

i ⊂ CXi , |BW
i | ≤ ri. Put yi = |BW

i |. Then we have to

minimize
∑a

0 p
iyi subject to the given conditions for integer values of yi in the given

range.

Suppose the minimum value cmin is attained at yi = λi. For i ≥ 0, we choose

subsets Λi of cardinality λi in CXi . For i ≥ 1, we can define Mαit
it ↪→⊕xsj∈⊔a

s=iΛsWsj

(since the multiplicity of Mit in the later is
∑a

i λs ≥ maxt αit). For Fα0
l ↪→Pram(SX , l)

(⊂ Pram(SV , l)) we choose α0 + 1 points {u0, . . . , uα0} in ⊔as=0Λs and define Fα0+1
l

∼=−→
< us − u0|1 ≤ s ≤ α0 >. Choose H ′ ↪→Pic0(V )[l] and this will give us an H-cover

Ψ′ : W ′ −→ V (by Theorem 1.1) and the image of its branch locus in X will be

contained in ⊔as=0Λs (by Lemma 5.19). In fact, the image is exactly ⊔as=0Λs as
∑a

0 p
iλi

is minimum. Clearly, the genus of W ′ is g and it is minimum.
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Example 5.23. Let X be P1
k = Spec k[x] ∪ Spec k[ 1x ], p = 5, l = 11, a = 2, G =<

σ >∼= Z/25Z, SX = ⊔20CXi , CXi = {xi1, xi2, xi3}, where xij := (x = εij) ∈ P1
k for

{εij : i = 0, 1, 2; j = 1, 2, 3; εij ̸= εi′j′ if (i, j) ̸= (i′, j′)} ⊂ k.

Let ψ : V −→ P1
k corresponding to α : πét1 (P1

k \ SX) ↠ G be given by the witt vector

(f1, f2) =

(
1

(x− ε01)2(x− ε02)2(x− ε03)2
,

1

(x− ε11)2(x− ε12)2(x− ε13)2

)
∈W2(k).

Then k(V ) = k(x)[x1, x2]/I where the ideal I is generated by

x51 − x1 = f1,

x52 − x2 + x211 − 2x171 + 2x131 − x91 = f2.

• LetH =
( Z
25Z
)n ∼= Pic0(V )[11]⊕(F11)

3⊕
(
F11[T ]
(T−3)

)4
⊕
(
F11[T ]
(T−4)

)3
⊕
(

F11[T ]
(T 5−9)

)2
⊕
(

F11[T ]
(T 5−5)

)
as a G-module for n = 2gV + 25 and θ be the corresponding G-action (σ acts on the

nontrivial summands by multiplication by T ). We want to calculate the minimum gmin

of genera of H-covers of V corresponding to the proper solutions of the EP

((Z/11Z)2gV +25 ⋊θ Z/25Z ↠ (Z/25Z), α : πét1 (P1
k \ SX) ↠ Z/25Z).

Note that r0 = r1 = r2 = 3 and rX =
∑

i ri = 9. Let X1 −→ P1
k be the (Z/5Z-Galois)

intermediate cover given by the normalization of P1
k in k(x, x1) (⊂ k(V )). It is totally

ramified over CX0 as f1 has poles of order 2 only at those points. Since x1 ∈ k(X1) has

poles (of order 2) only at those ramified points and f2 does not, V −→ P1
k is totally

ramified at points over CX0 . Since f2−(x211 −2x171 +2x131 −x91) has poles (of order coprime

to 5) only at points in X1 over CX0 ⊔ CX1 , V −→ X1 is totally ramified at these points,

i.e., V −→ P1
k is ramified at points in CX1 , with ramification index 5. In fact, the order of

the pole of f2− (x211 −2x171 +2x131 −x91) at the unique point in X1 over x0j (respectively,

at each of the 5 points in X1 over x1j) is 42 (respectively 2), Let SV = ψ−1(SX). Now

we are in the setup of the above corollary.

Note that d1 = 1, d2 = 5 and we have the following factorization in F11[T ] into

irreducible factors:

T 25 − 1 = (T − 1)(
4∏
t=1

(T − 3t))(
4∏
t=1

(T 5 − 3t)).

Here 32 = 9, 33 = 5, 34 = 4 in F11. Then we have a G-module decomposition:

P11(V \SV ) ∼= Pic0(V )[11]⊕(F11)
8⊕
(
⊕4
t=1(F11[T ]/(T − 3t))6

)
⊕
(
⊕4
t=1(F11[T ]/(T

5 − 3t))3
)
.
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We have H = H ′ ⊕ H ′′, where H ′ = Pic0(V )[11]. We want to define an injective

homomorphism H ′′ ↪→ Pram(SV , l). Here maxt α2t = 2,, maxt α1t = 4, α0 + 1 = 4. We

have to minimize y0 + 5y1 + 25y2 subject to y2 ≥ 2, y1 + y2 ≥ 4, y0 + y1 + y2 ≥ 4,

0 ≤ yi ≤ 3, yi ∈ Z.

Clearly the minimum value is attained at y2 = 2, y1 = 2, y0 = 0 and cmin =

0 + 5× 2 + 25× 2 = 60.

Choose Λ2 = {x21, x22} and simultaneously an embedding
(

F11[T ]
(T 5−9)

)2
⊕
(

F11[T ]
(T 5−5)

)
↪→

W21 ⊕W22.

Choose Λ1 = {x11, x12} and aG-module monomorphism
(
F11[T ]
(T−3)

)4
⊕
(
F11[T ]
(T−4)

)3
↪→W11⊕

W12 ⊕W21 ⊕W22.

Clearly Λ0 is empty. We define an injective map from F3
l to the subspace<

∑p
s=1 v12s−∑p

s=1 v11s,
∑25

s=1 v21s − 5
∑5

s=1 v11s,
∑25

s=1 v22s − 5
∑5

s=1 v11s > of Pram.

If g1 is the genus of X1, then (apply Theorem 3.14 on X1 −→ P1
k and V −→ X1)

2g1 − 2 = 5(0− 2) + 3× (2 + 1)(5− 1) =⇒ g1 = 14.

2gV − 2 = 5(28− 2) + 3× (42 + 1)(5− 1) + 3× 5× (2 + 1)(5− 1) =⇒ gV = 414.

Note that |H| = 11828+3+(4+3)×1+(2+1)×5 = 11853. Then the minimal genus is given by

gmin =
2 + 11853(828− 2) + 11853−1(11− 1)(cmin)

2
= 1 + 11852 × 4843.

Now we count the number of equivalence classes of solutions for the EPs in Theorem

4.12 for a fixed G action θ on H = (Z/lZ)n.

Proof of Theorem 4.13. Since gcd(|G|, l) = 1, by Theorem 3.49, H2(G; (Z/lZ)n) is triv-
ial. Hence any extension of G by (Z/lZ)n must be a semidirect product. Hence

NSExt(θ, α) = NS(H ⋊θ G↠ G,α).

Let Pl(V \SV ) ∼= (Fl)n0⊕(⊕ab=1⊕
pb−1(p−1)/db
i=1 (Fl[x]/Pbi(x))γbi) and fix an isomorphism

H ∼= (Fl)u⊕(⊕ab=1⊕
pb−1(p−1)/db
i=1 (Fl[x]/Pbi(x))γ

′
bi) (by Lemma 3.33). Let σ be a generator

of G. For v ∈ ker(Pbi(σ)) \ {0} ⊂ Pl(V \SV ), {v, σv, . . . , σdb−1v} is linearly independent

and {
∑db−1

j=0 αjσ
jv|αj ∈ Fl} is a G-stable irreducible subspace of kerPbi(σ). Note that

each nonzero element of ker(Pbi(σ)) generates a G-submodule as above containing ldb−1

nonzero elements and #(ker(Pbi(σ)) = ldbγbi . Hence the number of db-dimensional G-

stable subspaces of ker(Pbi(σ)) is

abi =
ldbγbi − 1

ldb − 1
= (ldb(γbi−1) + ldb(γbi−2) + . . .+ ldb + 1)
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and the same for kerH(Pbi(σ)) is a′bi = ldbγ
′
bi−1

ldb−1
. Since these distinct subspaces are

irreducible, the intersection of any two of them is trivial. So we can choose first two in

abi(abi − 1) ways. After we have chosen first t ≥ 2 so that their sum is a direct sum,

again note that this direct sum contains ltdb−1
ldb−1

irreducible subspaces. Hence, we can

choose the (t+ 1)-th component in (abi − ltdb−1
ldb−1

) ways.

The number of ways to choose first γ′bi components up to G-module automorphism

=
abi(abi − 1)(abi − l2db−1

ldb−1
)(abi − l3db−1

ldb−1
) . . . (abi − l(γ

′
bi−1)db−1
ldb−1

)

a′bi(a
′
bi − 1)(a′bi −

l2db−1
ldb−1

)(a′bi −
l3db−1
ldb−1

) . . . (a′bi −
l
(γ′

bi
−1)db−1
ldb−1

)
=
nbi
n′bi

.

Similarly, the number of ways to choose first u components of Pl(V \ SV )G up to

G-module isomorphism is n̄/n′. Then we get [Πab=1Π
pb−1(p−1)/db
i=1 (nbi/n

′
bi)]n̄/n

′ distinct

G-submodules of Pl(V \ SV ) isomorphic to H. Now apply Corollary 5.4.

The following result (a consequence of Proposition 5.8) holds for any finite group G

and any positive integer m coprime to p.

Lemma 5.24. Let K ⊴ G, gcd(m, |K|) = 1 and Y = V/K. Then Pic0(V )[m]K =

Pic0(Y )[m].

Proof. Let ψ factor through h : V
K−→ Y and f : Y

G/K−→ X. By Proposition 5.8, we

identify Pic0(Y )[m] with h∗(Pic0(Y )[m]) ⊂ Pic0(V )[m]K . Let λ ∈ Pic0(V )[m]K . Then

< λ > is K-stable (in fact, λ · g = λ ∀g ∈ K). If Wλ −→ V is the corresponding

m-cyclic cover with Galois group < λ > then the composition Wλ −→ V −→ X is also

Galois (by Proposition 5.1). Since gcd(m, |K|) = 1, H2(< λ >;K) = {0} and hence

Aut(Wλ|X) =< λ > ⋊K. But the K-action on < λ > is trivial. Hence Aut(Wλ|X) =<

λ > ×K. Then Wλ/K
<λ>−→ Y is a Galois cover. In other words, λ ∈ h∗(Pic0(Y )[m]) =

Pic0(Y )[m].

Lemma 5.25. Let the hypothesis be as in Theorem 4.12. Let σo be the linear trans-

formation on the Fl-vector space Pic0(V )[l] induced by σ. Then dimFl
(ker(Φpb(σo))) =

2gb − 2gb−1 for 0 ≤ b ≤ a, where g−1 := 0, and gb is the genus of V/ < σp
a−b

> for

0 ≤ b ≤ a.

Proof. Let τ = σp
a−1

, τo be the linear transformation induced by τ on Pic0(V )[l] and

consider the intermediate p-cyclic cover V −→ V/ < τ >= Xa−1. Since ker(τo − Id) =

Pic0(Xa−1)[l] by the lemma above and the minimal polynomial of τo divides x
p−1 = (x−

1)Φp(x), we have Pic0(V )[l] = Pic0(Xa−1)[l]⊕ ker(Φp(τo)). Since Φpa(x) =
(xp

a−1
)p−1

xpa−1−1
=

Φp(x
pa−1

), ker(Φp(τo)) = ker(Φpa(σo)) and it has dimension 2ga − 2ga−1 = 2gV − 2ga−1.



56 Chapter 5. Proofs of the main results

Let σ be the image of σ in the quotient group Aut(Xa−1|X), a pa−1-cyclic group

generated by σ. Let σo be the linear transformation on Pic0(Xa−1)[l] induced by σ. As

before, we see that the dimension of ker(Φpa−1(σo)) is 2ga−1 − 2ga−2. But as operators

on Pic0(Xa−1)[l], σo = σo. Hence ker(Φpa−1(σo)) has dimension 2ga−1− 2ga−2. Now the

result follows from induction.

The result below follows directly from Lemma 5.18 and the lemma above.

Corollary 5.26. Let gb be the genus of V/ < σp
a−b

>, 0 ≤ b ≤ a. The dimension of

ker(Φpb(σ)) ⊂ Pl(V \ SV ) (in Theorem 4.12) is given by nb = 2gb − 2gb−1 + pb−1(p −
1)
∑a

i=b ri for 1 ≤ b ≤ a. The dimension of Pl(V \ SV )G is n0 = 2gX + rX − 1.

Remark 5.27. From Corollary 5.26, it is obvious that the dimensions nb, 0 ≤ b ≤ a,

are independent of the prime number l.

Example 5.28. Let X be P1
k = Spec k[x] ∪ Spec k[ 1x ], p = 3, l = 2, a = 2, G =<

σ >∼= Z/9Z, SX = ∞. Let ψ : V −→ P1
k corresponding to α : πét1 (A1

k) ↠ G be given

by a witt vector (f1, f2) for polynomials f1 of degree 2, f2 of degree 4 in k[x]. Then

k(V ) = k(x)[x1, x2]/I where the ideal I is generated by

x31 − x1 = f1,

x32 − x2 + x71 − x51 = f2

and f1 ̸= g31 − g1 for any g1 ∈ k(x), x71 − x51 − f2 ̸= g32 − g2 for any g2 ∈ k(x, x1).

• We will show that the EP En = ((Z/2Z)n ⋊θ (Z/9Z) ↠ Z/9Z, α) have solution for

some θ iff 0 < n = 6, 12, 18, 24, 30; 2, 8, 14, 20, 26, 32.

• Let H = (Z/2Z)18 ∼= (F2[T ]/(T
6 + T 3 + 1))3 as a (Z/9Z)-module, and θ1 be the

corresponding action (σ acts by multiplication by T ). We will show thatNSExt(θ1, α) =

69827305537.

Let X1 −→ P1
k be the intermediate cover, with function field k(x, x1) (⊂ k(V )).

Clearly, V −→ P1
k is ramified only at ∞. Since f1 has pole of order 2 only at ∞, the

genus of X1 is g1 =
(3−1)(2−1)

2 = 1. Note that x and x1 has poles of respective orders 3,

2 at ∞. Clearly, x71 − x51 − f2 has pole of order 14 at the point in X1 above ∞ and so

the genus of V is gV = 2+3(2g1−2)+(14+1)(3−1)
2 = 16. Note that d1 = 2, d2 = 6.

By Corollary 5.26 n1 = 2g1 − 0 = 2, n2 = 2gV − 2g1 = 30. By Theorem 4.12, the

above EP En will have a proper solution for some G-action θ iff n = 0 + 2γ1 + 6γ2,

γ1 ≤ 2
2 = 1, γ2 ≤ 30

6 = 5. Hence the values of n are as mentioned above.

Since d1 = 2 and d2 = 6, Φ3(T ) = T 2+T +1 and Φ9(T ) = T 6+T 3+1 are irreducible

over F2. Hence P2(V \ ψ−1({∞})) ∼= F2[T ]
(T 2+T+1)

⊕
(

F2[T ]
(T 6+T 3+1)

)5
as G-modules. By

Theorem 4.13, NSExt(θ, α) =
∏3−1

r=0

∑5−1
s=r 26s∏3−1

r=0

∑3−1
s=r 26s

= 17043521×17043520×17043456
4161×4160×4096 = 69827305537.
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We can replace l by any square-free integer in Theorem 4.12.

Corollary 5.29. Let G be a cyclic group of order pa, σ be a generator of G, m be a square

free integer prime to p, m = l1 . . . lT , for distinct prime numbers lτ ; dbτ be the order of lτ

in (Z/pbZ)∗, H = (Z/mZ)n, n0τ (resp. nbτ , 1 ≤ b ≤ a) be the dimension of Plτ (V \SV )G

(resp. kerτ (Φpb(σ)) ⊂ Plτ (V \ SV )) over Flτ . Then for each τ ≤ T , n can be expressed

as n = uτ +Σab=1vbτdbτ for non-negative integers uτ ≤ n0τ , vbτ ≤ nbτ/dbτ ,∀b ≤ a if and

only if the embedding problem (β : H ⋊θ G ↠ G,α : πét1 (X \ SX) ↠ G) has a proper

solution for some group homomorphism θ : G −→ Aut(H).

Proof. The abelian groups Pm(V \SV ), H have unique G-stable decompositions: Pm(V \
SV ) = ⊕Tτ=1Plτ (V \SV ), H ∼= ⊕Tτ=1(Z/lτZ)n. Now apply Theorem 4.12 for each Plτ (V \
SV ), Hτ := (Z/lτZ)n.

Remark 5.30. By Corollary 5.26, nb = nbτ for each 1 ≤ τ ≤ T .

Let σ be a generator of a cyclic group G of order pa, c be a positive integer. Then,

like Theorem 4.12 and Corollary 5.29, we can give a sufficient condition for solving an

EP when the kernel H is an lc-torsion abelian group.

Let M = Plc(V \ SV ), a Z/lcZ[G]-module. Let ζpb be a primitive pb-th root of unity

in C, Φpb be the monic polynomial of ζpb over Q and rb =
pb−1(p−1)

db
for 1 ≤ b ≤ a. Let

the minimal primes of lZ[ζpb ] be Qb1, . . . , Qbrb (by Proposition 3.34). For 1 ≤ i ≤ c and

1 ≤ b ≤ a, let f ′i denote dim(Zl/lZl)(
liMG

li+1MG ) and fbij denote dim(Z[ζ
pb

]/Qbj)(
Qi

bjNbj

Qi+1
bj Nbj

) for

Nbj =M/QcbjM .

Corollary 5.31. Let H = ⊕ci=0(Z/liZ)ei for non-negative integers ei and M = Plc(V \
SV ). Let f ′i and fbij be as in the above lemma. If ei can be expressed as ei = e′i +∑a

b=1 dbe
′′
bi for 0 ≤ e′i ≤ f ′i−1 − f ′i , 0 ≤ e′′bi ≤

∑rb
j=1(fb,i−1,j − fbij), 1 ≤ i ≤ c, then the

embedding problem (β : H ⋊θ G ↠ G,α : πét1 (X \ SX) ↠ G) has a proper solution for

some group homomorphism θ : G −→ Aut(H).

Proof. Let R denote Z[ζpb ], Nbij = R/Qibj
∼= RQbj

/(QbjRQbj
)i. It is a module over

Z/liZ. Note that Nbij/lNbij
∼= RQbj

/QbjRQbj
and the latter is of dimension db over

Z/lZ. By Nakayama’s lemma Nbij has a minimal generating set of cardinality db

over Z/liZ. Since |Nbij | = lidb , we have an isomorphism of abelian groups R/Qibj
∼=

(Z/liZ)db . Then (Z/liZ)e′i ⊕ (⊕ab=1(Z/liZ)db)e
′′
bi can be identified as a G-stable submod-

ule of (Z/liZ)f
′
i−1−f ′i ⊕ (⊕ab=1 ⊕

rb
j=1 (Z[ζpb ]/(tibj))fb,i−1,j−fbij ) (which is a direct summand

of Plc(V \ SV ) by Equation (3.3.2)). Hence we get a G-module monomorphism from H

into Plc(V \ SV ). The result now follows from Theorem 1.1.
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